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Abstract: This paper presents a two-step method for identification of the SISO Hammerstein model, which employs input autocorrelation and input-output cross-correlation functions as data for least-squares estimation. Using separable processes as input signals, the proposed method allows the linear block of a Hammerstein model to be identified up to a multiplicative constant, without a priori knowledge of the nonlinear model structure. Both ARX and \( \mu \)-Markov structures of the linear block are considered, where the main concern is the accuracy of pole and zero estimates. The correlation least-squares method is compared numerically with a well-known nonlinear least-squares method, which shows that the correlation method is consistently accurate across different nonlinear model structures.
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1. INTRODUCTION

The Hammerstein model is a special nonlinear model consisting of a static nonlinear block followed by a linear dynamic block. Like other block-oriented models such as the Wiener and Hammerstein-Wiener models, the Hammerstein model has been widely employed as an approximation for nonlinear dynamics in engineering problems (Billings and Fakhouri [1979], Baldelli et al. [2005], Zeng et al. [2008], Lum and Lai [2010]). Thus, methods for identification of Hammerstein (and Wiener) models have been widely studied, among which iterative (Narendra and Gallman [1966]), frequency-domain (Crama and Schoukens [2004]), nonlinear parametric (Bai [1998]), and non-iterative (Zeng et al. [2008]) methods, correlation analysis (Billings and Fakhouri [1978a, 1979]), and methods based on adaptive model refinement (Pulanthandalam-Madapusi et al. [2005], D’Amato et al. [2010]).

One of the main purposes of Hammerstein model identification is correct estimation of the linear block, as this is critical for linear or linear parameter-varying analyses (Lum and Lai [2010], Zeng et al. [2008]). In most approaches including some of the above-mentioned, parametrization of the linear block in ARX model structure depends on knowledge of the true system order, whereas direct estimation of Markov parameters requires truncation by finite impulse-response (FIR) approximation. Meanwhile, the \( \mu \)-Markov model structure can be exploited for the Hammerstein model if the identification method is of the two-step kind that identifies the linear block separately from the nonlinear block. One such approaches is the two-step nonlinear least-squares algorithm of Bai [1998]. A disadvantage of this method is that a wrong assumption of the form of the nonlinear function can directly affect parameter estimates of the linear block.

The purpose of this paper is to present an alternative two-step method that is based on correlation analysis with least-squares estimates (Billings and Fakhouri [1978a], Isernmann et al. [1974]). For a class of so-called separable input signals, Nuttall [1958] showed that the input-output cross-correlation function of a memoryless device is proportional to the autocorrelation function of the input. Thus, the correlation least-squares method with separable input allows the linear block of a Hammerstein model to be identified up to a multiplicative constant, without a priori knowledge of the nonlinear model structure; the constant depends on the input process and the nonlinear function (Billings and Fakhouri [1978b]). Mismodeling of the latter will only lead to a wrong estimate of the static gain.

In this paper, the correlation least-squares method will only lead to a wrong estimate of the static gain. In particular, it has been shown that least-squares identification of the \( \mu \)-Markov model yields consistent estimates under unknown system order, and in the presence of input and measurement noises (Fledderjohn et al. [2010]). The advantage of the \( \mu \)-Markov model structure can be exploited for the Hammerstein model if the identification method is of the two-step kind that identifies the linear block separately from the nonlinear block. One such approaches is the two-step nonlinear least-squares algorithm of Bai [1998]. A disadvantage of this method is that a wrong assumption of the form of the nonlinear function can directly affect parameter estimates of the linear block.

In this paper, the correlation least-squares method will be compared, in numerical examples, with the nonlinear least-squares method (Bai [1998]) and the standard least-squares method, using both \( \mu \)-Markov and ARX model structures. Our main concern is the accuracy of pole and zero estimates of the SISO Hammerstein model. In the \( \mu \)-
Markov technique, the poles and zeros are obtained from the estimated Markov parameters using the eigensystem realization algorithm (Juang [1994]). For simplicity we shall assume the model orders and relative degrees are known. The investigation will focus on the effects of noise, unknown nonlinear model structure, and input signals. Two different separable signals are considered: zero-mean Gaussian white noise, and phase-modulated sinusoid or chirp.

The paper is organized as follows: Section 2 defines the Hammerstein model with ARX and $\mu$-Markov structures; Section 3 presents the correlation-based and nonlinear least-squares methods; Section 4 presents the numerical results; concluding remarks are given in Section 5.

2. MODEL STRUCTURES

We consider the scalar Hammerstein model composed of a scalar, static input nonlinearity $F[\cdot]$ followed by a rational linear SISO block represented by its continuous-time impulse response function $h(\tau)$ (see Figure 1). We shall consider two discrete-time models for the linear block:

2.1 ARX Model

The ARX model is given by

$$y(k) = -\sum_{j=1}^{n} a_j y(k-j) + \sum_{i=d}^{n} b_i u(k-i), \quad (1)$$

where $n$ is the model order, $d \geq 0$ is the relative degree, and $b_d = h_d$ is the first nonzero Markov parameter. Note that the Markov parameters $h_k$ are obtained by the impulse response of (1), and are related to $h(\tau)$ by $h_k = d^k h(t)/dt^k |_{t=0}$ (Chen [1984]). Equation (1) with zero initial conditions can be equivalently represented as the transfer function

$$G(z) = \frac{B(z)}{A(z)} = \frac{b_d z^{n-d} + \cdots + b_n z}{z^{n} + a_1 z^{n-1} + \cdots + a_n}. \quad (2)$$

2.2 $\mu$-Markov Model

The $\mu$-Markov model structure is the $\mu$-step ahead predictor given by:

$$y(k) = -\sum_{j=1}^{n} a_j y(k+\mu-1-j) + \sum_{i=d}^{n} h_i u(k-i)$$

$$+ \sum_{i=d+1}^{n} \beta_i u(k-\mu+1-i), \quad (3)$$

where $\mu \geq 1$ (Astrom and Wittemark [1995]). Note that (3) is an over-parametrized ARX model with $\mu$ Markov parameters $h_4, \ldots, h_{d+\mu-1}$ explicitly included. In the case $\mu = 1$, equation (3) specializes to the usual ARX model (1) with $a_1 = a_j$ and $\beta_i = b_i$. In the general case, an equivalence can be established between (3) and (1) by calculating the coefficients $a_j$ and $\beta_i$ recursively from $a_j$, $b_i$ and $h_4$ (Venugopal and Bernstein [2000]). Equation (3) with zero initial conditions can be equivalently represented by the ARMARKOV transfer function

$$G(z) = \frac{B(z)}{A(z)} = z^{-d},$$

$$H_d z^{n+\mu-1} + \cdots + H_{d+\mu-1} z^{n+\mu-1} + \cdots + \beta_n z^d,$$

$$z^{n+\mu-1} + a_1 z^{n-1} + \cdots + a_n. \quad (4)$$

Fig. 1. Hammerstein model

3. IDENTIFICATION METHODS

We are interested in identification of the linear block in both the ARX and $\mu$-Markov structures, particularly the poles and zeros. First, we propose a correlation least-squares method. Next we summarize a well-known nonlinear least-squares method with which the proposed method will be compared.

3.1 Correlation Least Squares

Separable Input Process.

Definition 1. A real valued random process $v : \mathbb{R} \to \mathbb{R}$ is said to be separable if

$$E\{v(t-\tau)v(t)\} = c(\tau)v(t), \quad \forall \tau, t \in \mathbb{R}, \quad (5)$$

with $c(\tau) = \phi_{vv}(\tau)/\phi_{vv}(0)$, where $\phi_{vv}(\tau)$ is the autocorrelation function of $v$ (Enqvist and Ljung [2005]).

It has been shown that Gaussian, sine-wave, and phase-modulated sine-wave processes are separable. Furthermore, for a wide class of nonlinear functions $u = F[v]$, the input-output cross-correlation function $\phi_{uv}$ is related to the input auto-correlation function $\phi_{uu}$ by

$$\phi_{uv}(\tau) = C_F(v) \phi_{vv}(\tau),$$

$$C_F(v) = \frac{1}{\phi_{vv}(0)} \int_{\mathbb{R}} v F[v] \cdot p(v) dv, \quad (6)$$

provided that $v$ is separable (Nuttall [1958]). In (6), $p(v)$ is the probability distribution function of the input process $v$, and $C_F(v)$ is a constant depending only on $F[\cdot]$ and the statistics of $v$ (Billings and Fakhouri [1978b]).

With (6), one can also establish a relationship between the input and output correlation functions of the Hammerstein model. Indeed, since $h(t)$ is linear, one has

$$\phi_{yw}(\tau) = h(\tau) * \phi_{uu}(\tau)$$

for any signal $w$, where $*$ denotes the convolution operator. In particular, letting $w = v$ and using (6), one obtains the following lemma.

Lemma 2. Given a separable input process $v$, the cross-correlation function of $v$ and the output $y$ of the scalar Hammerstein model is proportional to the input auto-correlation function passed through $h(t)$:

$$\phi_{yw}(\tau) = C_F(v) h(\tau) * \phi_{vv}(\tau). \quad (7)$$

Calculation of the constant $C_F(v)$ for a given process $v$ is generally cumbersome. However, by treating the pair $(\phi_{vv}, \phi_{yw})$ as input and output signals, (7) implies that these are related by a linear system whose ‘effective’ impulse response is $\hat{h}(\tau) := C_F(v) h(\tau)$. This observation gives rise to the following two-step identification method.
Correlation Least Squares (CLS) Identification Method

Step 1: Identification of \( \hat{h}(\tau) = C_F(v)h(\tau) \).
Using a separable process as input signal, identify \( \hat{h}(\tau) \) in ARX or \( \mu \)-Markov representations, respectively, by standard least-squares estimation but using the correlation functions \( \phi_{vv}(\tau), \phi_{yy}(\tau) \) as “input-output” data. The respective model equations thus become
\[
\phi_{vv}(k) = -\sum_{j=1}^{n} a_j \phi_{vv}(k-j) + \sum_{i=d}^{n} b_i \phi_{vv}(k-i), \quad \text{or}
\]
\[
\phi_{yy}(k) = -\sum_{j=1}^{n} a_j \phi_{yy}(k-\mu + 1-j) + \sum_{i=d}^{\mu - 1} h_i \phi_{yy}(k-i) + \sum_{i=d+1}^{n} \beta_i \phi_{yy}(k-\mu + 1-i).
\]

Step 2: Correcting for \( C_F(v) \).
Assume a \( p \)-order polynomial approximation of \( F[\cdot] \):
\[
F[v] = \gamma_1 v + \ldots + \gamma_p v^p,
\]
and estimate the \( \gamma_j \)’s according to the equation
\[
\hat{A}(q^{-1}) y(k) = \hat{B}(q^{-1}) [\gamma_1 v(k) + \ldots + \gamma_p v^p(k)] + e(k),
\]
where \( q^{-1} \) is the delay operator, and \( \hat{G}(z) = \hat{B}(z)/\hat{A}(z) \) is the ARX or ARMARKOV transfer function of \( h(\tau) \) similar to (2) or (4), respectively, depending on which model structure is employed. Stack the data points in rows to yield a regression equation \( Z = \Phi \theta + E \) where \( \theta = (\gamma_1, \ldots, \gamma_p)^T \), and compute a least-squares estimate \( \hat{\theta} \) of the latter. Finally, set \( C_F(v) = 1/\hat{\gamma}_1 \), and obtain a model of \( h(\tau) \) by \( \hat{B}(z) = \hat{\gamma}_1 \hat{B}(z) \).

### Remark 1
Step 1 of the above correlation least-squares method was applied to identification of linear systems in Isermann et al. [1974]. Presently, it follows from (7) that the poles and zeros of the linear block can be identified in Step 1 without a priori knowledge of the nonlinear function \( F[\cdot] \). An assumption on the form of \( F[\cdot] \) is only needed in Step 2 in order to estimate the static gain.

### Remark 2
Application of CLS requires sampled-data approximation of the correlation functions:
\[
\phi_{vv}(\tau) \approx \frac{1}{N + 1} \sum_{k=0}^{N} v(k)v(k-\tau), \quad (8a)
\]
\[
\phi_{yy}(\tau) \approx \frac{1}{N + 1} \sum_{k=0}^{N} y(k)v(k-\tau). \quad (8b)
\]
To obtain correlation values for \( \tau = -\tau_{\max}, \ldots, 0, \ldots, \tau_{\max} \), a total of \( N + 2\tau_{\max} + 1 \) data points in \( v(k) \) and \( y(k) \) are needed. Hence, CLS requires more data points than standard LS. As will be illustrated later in a numerical example, \( N \) must be sufficiently large for the identification results to be accurate.

### 3.2 Nonlinear Least Squares

A two-stage identification algorithm was given by Bai [1998] for multi-input multi-output Hammerstein-Wiener systems. For our purpose, this is specialized to the scalar Hammerstein model. We shall summarize the method using the ARX model structure while that for the \( \mu \)-Markov model follows similarly. The method assumes the following parametric model of the nonlinearity \( F[\cdot] \):
\[
u = F[v(k)] = \sum_{i=1}^{p} \gamma_i f_i[v(k)], \quad (9)
\]
where the \( f_i \)’s are a priori known smooth functions, and the coefficients \( \gamma_i \) are to be estimated. Substituting into (1) yields the following nonlinear ARX equation:
\[
y(k) = -\sum_{j=1}^{n} a_j y(k-j) + \sum_{i=d}^{\mu - 1} h_i \phi_{vv}(k-i) + \sum_{i=d+1}^{n} \beta_i \phi_{yy}(k-\mu + 1-i).
\] (10)

One can write \( y(k) = \eta^T(k) \theta \), where
\[
\theta := (a_1, \ldots, a_n, b_1 \gamma_1, \ldots, b_p \gamma_p, \ldots, b_n \gamma_1, b_n \gamma_p)^T,
\]
\[
\phi(k) := (y(k-1), \ldots, y(k-n), f_1[v(k-d)], \ldots, f_p[v(k-d)], \ldots, f_1[v(k-n)], \ldots, f_p[v(k-n)])^T.
\]

Let
\[
\Theta_{b \gamma} := b \gamma^T \in \mathbb{R}^{p}, \quad \Theta_{b \gamma} := b \gamma^T = \begin{bmatrix} b_1 & \cdots & b_p \end{bmatrix}, \gamma \in \mathbb{R}^{p}_+.
\]

### Two-Stage Nonlinear Least Squares (NLS) Method
(1998) Assume that \( \Theta_{b \gamma} \) is non-zero, and \( \|b\|_2 = 1 \), then proceed as follows:

**Stage 1:** Estimate \( \theta \), which contains the \( a_j \)’s and the lumped parameters \( b_i \gamma_i \), using standard least squares.

**Stage 2:** Construct \( \hat{\theta}_{b \gamma} \) using the above estimates, and compute its singular-value decomposition:
\[
\hat{\theta}_{b \gamma} = \sum_{i=1}^{\min(n,p)} \sigma_i U_i V_i^T, \quad U_i \in \mathbb{R}^n, V_i \in \mathbb{R}^p
\]
where \( U_i \) and \( V_i \) are orthonormal, and the singular values are ordered: \( \sigma_1 \geq \cdots \geq \sigma_{\min(n,p)} \). Let \( su \) denote the sign of the first non-zero element of \( U_1 \), and calculate the estimates of \( b \) and \( \gamma \) as:
\[
\hat{b} = su U_1, \quad \hat{\gamma} = su \sigma_1 V_1. \quad (11)
\]

**Remark 3**. For monomials \( f_j[v(k)] = v^j(k) \), instead of \( \|b\|_2 = 1 \), it is more reasonable to assume \( \gamma_1 = 1 \). Thus, one has the following instead of (11):
\[
\hat{b} = U_1/\sigma_1 V_1, \quad \hat{\gamma} = V_1/V_{11}, \quad (12)
\]
where \( V_{11} \) is the first element of \( V_1 \).

### 3.3 Standard Least Squares

In the standard least-squares method, one simply ignores the static nonlinearity \( F[\cdot] \) and identifies the ARX and \( \mu \)-Markov models respectively using the input-output pairs \( (v(k), y(k)) \) to form the regressor.

### 4. NUMERICAL EXAMPLES

In the following numerical examples, we shall compare the ability of the three identification methods in estimating the poles and zeros of the linear block with both ARX and \( \mu \)-Markov model structures. The purpose is to examine the consistency of each method and model for different nonlinear functions. We shall assume that the model order \( n \) and relative degree \( d \) are known. The number of Markov parameters to be estimated is \( \mu = 30 \).
4.1 Model Setup

**Linear Block.** Two models of the linear block are considered, defined by their stable transfer functions:

\[
G_1(z) = \frac{(z - 1.25)(z - 0.5)}{(z - 0.95)(z^2 - 0.49z + 0.3895)}
\]

\[
G_2(z) = \frac{(z - 1.25)(z + 0.2)(z^2 - 0.28z + 0.9605)}{(z - 0.25)(z^2 - 0.5z + 0.3989)(z^2 + 0.64z + 0.9124)}
\]

Both models have static gain 1, relative degree 1 and a non-minimum phase zero at 1.25. Besides having a higher order than \(G_1(z)\), the model \(G_2(z)\) also has a pole (0.25) and a zero (-0.2) closer to the origin, simulating a relatively slow sampling rate. The pole-zero maps of the two models are shown in Fig. 2.

![Pole-zero map of \(G_1(z)\) and \(G_2(z)\)](image)

**Nonlinear Functions.** For both the CLS and NLS methods, we shall assume a monic 3rd-order polynomial:

\[F(v) = v + \gamma_2 v^2 + \gamma_3 v^3\]

Meanwhile, in the simulations, we consider three odd nonlinear functions:

- **3rd-order polynomial:** \(F_1[v] = v + 4v^3\);
- **Smooth saturation:** \(F_2[v] = \frac{1}{8} \tanh(8v)\);
- **High-order function:** \(F_3[v] = v + 0.1 \sin(4\pi v)\).

Note that \(F_1\) is perfectly matched by the nonlinear model assumed by CLS and NLS, but not \(F_2\) and \(F_3\). Moreover, \(F_2\) and \(F_3\) have the following Taylor-series expansions:

\[F_2[v] \approx v - 21.35v^3 + 546.13v^5 - \ldots\]

\[F_3[v] \approx 2.26v - 33.07v^3 + 261.14v^5 - \ldots\]

Hence, they cannot be approximated by a 3rd-order polynomial except for small input values of \(u\). Moreover, since \(F_3\) is not monic, estimation of the static gain will also be inaccurate. Plots of \(F_1, F_2\) and \(F_3\) for the input range considered (see below) are given in Fig. 3.

![Nonlinear functions](image)

**Input Signals.** Tests are conducted using two different separable input processes. The total number of data points for each test is 5001. The first input signal is the discrete-time simulation of a Gaussian white noise with zero mean and standard deviation 1/2\(\pi\), so that 99% of the input values fall within \(\pm 0.48\) (3-sigma point).

The second separable input process employed is a phase-modulated sinusoid given by:

\[v(t) = 0.5 \sin(\omega_0 t + \Delta_{\omega}/\omega_s \sin(\omega_st)), \quad (13)\]

with \(\omega_0 = 20\) Hz, \(\Delta_{\omega} = 19.5\) Hz, and \(\omega_s = 0.02\) Hz. In practice this is a chirp signal with the central frequency \(\omega_0\), demifrequency band \(\Delta_{\omega}\), and sweep frequency \(\omega_s\). Fig. 4 shows the power spectral density of the input signal (13).

![Power spectral density of chirp input signal](image)

4.2 Presentation of Results

The following sections present the estimated poles, zeros and gains of both the ARX and \(\mu\)-Markov models for different combinations of linear block, nonlinear function and input signal, with or without input and measurement noises. The tables also list the corresponding root-sum-squares (RSS) errors; i.e. for the poles (zeros) \((z_1, \ldots, z_n)\) and their estimates \((\hat{z}_1, \ldots, \hat{z}_n)\), the RSS error is given by

\[e_{rss} = \sqrt{|z_1 - \hat{z}_1|^2 + \ldots + |z_n - \hat{z}_n|^2}\]

after having matched each \(z_i\) with the closest \(\hat{z}_i\).

4.3 \(G_1(z)\) with Gaussian white-noise input

Tables 1–3 give the results for the linear block \(G_1(z)\) with Gaussian white noise input. No input and output noises are added in these simulations.

First, in Table 1, it can be seen that for \(F_1\) which is perfectly matched by the nonlinear model assumed in NLS, this latter method unsurprisingly yields perfect pole and zero estimates with both the ARX and \(\mu\)-Markov models. The ARX poles and zeros identified by CLS are accurate up to the second decimal point, whereas those identified by standard LS are not acceptable.

With the \(\mu\)-Markov model, both CLS and LS yield poles, zeros and gains that are accurate up to the third decimal point. However, the standard LS gain estimate of 1.309 is wrong. Fig. 5 shows that CLS and NLS both yield accurate estimates of the Markov parameters.

For the other two nonlinear functions, \(F_2\) and \(F_3\) (Tables 2–3), CLS yields consistently accurate poles and zeros with the ARX model, whereas the NLS and standard LS estimates are unacceptable. The \(\mu\)-Markov model yields better estimates for all three methods.

\(^{1}\)Note that the poles and zeros of the identified \(\mu\)-Markov model are obtained via the eigensystem realization algorithm (Juang [1994]).
The above tests are repeated by adding uncorrelated white noises to both the input and output signals at noise-to-signal ratios of 4% to 6%. Table 4 gives the result for $F_2$. The pole and zero errors are summarized in Fig. 6, where one observes only slight deterioration in each test compared with the noiseless case. In summary:

a. For each identification method, the $\mu$-Markov model yields more accurate estimates than the ARX model.

b. Overall, CLS is the most accurate when the ARX model is used, and yields consistently accurate poles and zeros with the $\mu$-Markov model.

c. NLS is accurate when a matching model of the nonlinear function is assumed (in this case, $F_1$). However, it deteriorates with unmatched functions ($F_2$ and $F_3$).

Note that, in both noiseless and noisy cases, the gains estimated by CLS and NLS are not accurate for $F_2$ and $F_3$ because of the mismatch in the nonlinear block.

### 4.4 Influence of correlation approximation on CLS

For the CLS method, Fig. 7 examines the RSS pole, zero and Markov parameter errors for the case $G_1(z)$ with nonlinear function $F_3$ as functions of the data length $N$ used for correlation function approximation (see equation (8)). It can be seen that estimation accuracy is consistent with increasing $N$. However, the ARX-model pole and zero errors are an order of magnitude larger than those of the $\mu$-Markov model, and only improve significantly for $N > 4700$ out of 5001 data points.

From the enlarged view on the right for $4900 < N < 5000$, it can be seen that the $\mu$-Markov errors deteriorate beyond...
\[ N > 4970. \] This is because, for \( N > 4970 \), the number of correlation coefficients available is (recall Remark 2)
\[
2\tau_{\text{max}} + 1 = 5001 - N < 31,
\]
which is insufficient for identification of \( \mu = 30 \) Markov parameters.

Fig. 7. CLS estimation errors for \( G_1(z) \), \( F_1[u] = u + 4u^3 \) as functions of \( N \); see equation (8).

### 4.5 \( G_1(z) \) with chirp input and uncorrelated input, output noises

Table 5 shows the results for the linear block \( G_1(z) \) with nonlinear function \( F_2 \) and the chirp input signal (13) sampled at 100 Hz. At this sampling frequency, \( G_1(z) \) has equivalent continuous-time poles with natural frequencies at 0.82 Hz and 20.1 Hz. Hence, the input signal bandwidth is sufficiently wide to cover the spectral range of \( G_1(z) \) (Fig. 4). Performance similar to the case of Gaussian input can be observed (compare Table 4 and Table 5), i.e. the \( \mu \)-Markov model is more accurate than the ARX model for all three identification methods, whereas CLS remains accurate with both models.

### 4.6 \( G_2(z) \) with Gaussian white-noise input and uncorrelated input, output noises

The tests with Gaussian input and uncorrelated input and output noises are repeated for the linear block \( G_2(z) \). Fig. 8 summarizes the resulting pole and zero errors. One can observe the same trend as in the previous cases (Fig. 6), i.e. for each method the \( \mu \)-Markov model yields better estimates than the ARX model. Moreover, the accuracy of CLS with both models is consistent over different nonlinear functions. CLS is also more accurate with the ARX model, except for \( F_1 \) in which case NLS is the most accurate because the nonlinear model is matched.

As a particular case, Table 6 gives the results for the linear block \( G_2(z) \) with nonlinear function \( F_2 \). It can be seen that for all three methods, the largest errors occur for the small pole (-0.25) and small zero (-0.20). Hence, sufficiently fast sampling is required, as is well known.

5. CONCLUSION

This paper presents a correlation least-squares method for identification of the SISO Hammerstein model, where both the ARX and \( \mu \)-Markov model structures have been considered for the linear block. The proposed method has been compared with the well-known nonlinear least-squares method of Bai [1998] and, for completeness, the standard least-squares method. Our main concern has been the accuracy of pole and zero estimates of the linear block. Based on the numerical examples presented, the following conclusions can be made:

a. For each identification method, the \( \mu \)-Markov model yields better estimates than the ARX model. This result is consistent with both Gaussian and chirp input signals.

b. Accuracy of the correlation least-squares method with both ARX and \( \mu \)-Markov models is the most consistent across different nonlinear functions, compared with the nonlinear and standard least-squares methods.

c. The nonlinear least-squares method assumes an \( a \) priori known model of the nonlinear block, in the absence of which its accuracy deteriorates significantly.

d. Hence, the correlation method with separable input signal has the advantage of accurately identifying the linear block’s poles and zeros without the need for a
Table 6. $G_2(z)$, $F_2[\theta]=\tanh(8\theta)/8$, white-noise input, uncorrelated input/output noises

A straight-forward extension of the proposed correlation method to the MIMO case can be done if the MIMO nonlinear block is square diagonal (Lum and Lai [2010]). However, extension to the general MIMO case and other block-oriented models requires further work.
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