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I. I NTRODUCTION

Hysteresis arises in diverse applications, such as struc-
tural mechanics, aerodynamics, and electromagnetics. The
word “hysteresis” connotes lag, and hysteretic systems
are generally described as having memory. Unlike linear
systems and many nonlinear systems, hysteretic systems
have the special property that the phase shift between input
and output persists even as the frequency content of the
input signal approaches DC. Quasi-DC phase shift is the
hallmark of hysteresis, and we call a nonlinear system
hystereticif it possesses this special property.

With dynamic, that is non-DC, excitation, both linear and
nonlinear systems exhibit input-output phase shift, whichis
generally frequency dependent and a natural consequence
of the system’s dynamics. Thus, the hysteretic nature of a
system is not readily evident from its dynamic response.

However, a special class of hysteretic systems, called
time-scale invariant systems, have the distinctive property
that the input-output phase shift is independent of the time-
scaling of the input spectrum. These systems, defined and
studied by Chua and Bass [1], are necessarily hysteretic
since the quasi-DC phase shift is identical to the phase shift
at all frequencies. Because of this rate independence, a plot
of the output versus the input is independent of the time
scaling of the input and output. Kinematic systems, such as
gear backlash, are typically modeled as rate independent.

Roughly speaking, a time-scale invariant system cannot
exhibit either resonance or roll-off, which are frequency-
dependent phenomena. Of course, the use of linear termi-
nology in this context is merely suggestive of the scale-
invariant property of this class of nonlinear systems. The
stability of a class of time-scale invariant hysteretic systems
was studied in [2].

For hysteretic systems that are not time-scale invariant,
the input-output phase shift is frequency dependent. Figure
1 illustrates rate-dependent hysteresis for a simple mass-
spring-dashpot system with deadzone [3]. Because of this
rate dependence, the hysteretic response near DC is differ-
ent from the input-output response at higher frequencies.
Rate-dependent hysteresis arises commonly in piezoelectric
materials [4], [5].

The literature contains a wide variety of hysteresis mod-
els, each with the ability to model different features of
hysteretic systems. The classical Preisach model [6], [7]
is effective for rate-independent hysteresis with complex
reversal behavior. Likewise, the Kransnosel’skii–Pokrovskii
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Fig. 1. Frequency-dependent input-output map for a mass-dashpot-spring
system with deadzone whenr(t) = sin ωt. Note that phase shift persists
near DC, indicating the presence of hysteresis [3].

model [8] has the ability to capture complex reversal mech-
anisms. In the present paper we focus on the generalized
Duhem model, which is based on a nonlinear ordinary
differential equation that can model either rate-independent
or rate-dependent hysteresis. In the simplest case the gen-
eralized Duhem model has the form

ẋ(t) = f
(

x(t), u(t)
)

g
(

u̇(t)
)

, (1)

where all variables are scalar andg is continuous and
satisfiesg(0) = 0. Hysteresis arises in the generalized
Duhem model (1) wheng has a slope discontinuity at
the origin. This discontinuity causes the system to exhibit
different dynamics wheneveru reverses its direction. A
special generalized Duhem model, called thesemilinear
Duhem model, was studied in [2]. This system has the form

ẋ(t) =
(

Ax(t) + Bu(t)
)

g
(

u̇(t)
)

. (2)

Now assume thatg has a slope discontinuity at the origin
so that the generalized Duhem model (1) is hysteretic. It
turns out that, ifg is positively homogeneous, that is, if
the graph ofg consists of two half-lines emanating from
the origin, then the hysteresis is rate-independent, that is,
(1) is time-scale invariant. On the other other hand, ifg
is not positively homogeneous, then the hysteresis is rate
dependent.

The generalized Duhem model is also useful for system
identification. In [9], the time-scale invariant semilinear
Duhem model is used as the basis for system identification.
Because of the rate-independence property, the system can
be reparameterized in terms of the input signal rather than
time. With this reparameterization, the semilinear Duhem
model has the form of a linear system with ramp forcing.
Consequently, standard least squares techniques can be used
for system identification.



In the case of a rate-dependent system, reparameterization
is not possible and the identification problem is much more
challenging. Therefore, the goal of the present paper is
to develop a technique for identifying systems with rate-
dependent hysteresis modeled by the semilinear Duhem
model (2). The method we develop exploits a special class
of input signals, specifically, triangle waves, which allow
the nonlinear functiong to be identified in a nonparametric,
that is, pointwise, fashion.

II. GENERALIZED DUHEM MODEL AND HYSTERESIS

Consider the single-input single-outputgeneralized
Duhem modelgiven by

ẋ(t) = f
(

x(t), u(t)
)

g
(

u̇(t)
)

, x(0) = x0, t ≥ 0, (3)

y(t) = h
(

x(t), u(t)
)

, (4)

where x : [0,∞) → R
n is absolutely continuous,y :

[0,∞) → R, u : [0,∞) → R, f : R
n × R → R

n×r is
continuous,g : R → R

r, andh : R
n×R → R is continuous.

We assume thatg is continuous, piecewiseC1, and satisfies
g(0) = 0, and we assume that the solution to (3) exists
and is unique on all finite intervals. We also assume that
h is C1. Under these assumptions, ifu is continuous and
piecewiseC1, thenx and y are continuous and piecewise
C1. The following definition will be useful.

Definition 2.1:. The nonempty setH ⊂ R
2 is a

closed curveif there exists a continuous, piecewiseC1, and
periodic mapγ : [0,∞) → R

2 such thatγ([0,∞)) = H.

Definition 2.1 implies that every closed curve is a com-
pact and connected subset ofR

2. For closed curvesH1, H2,
define the Hausdorff metric

d(H1,H2)
△

= (5)

max

{

sup
η1∈H1

(

inf
η2∈H2

‖η1 − η2‖

)

, sup
η2∈H2

(

inf
η1∈H1

‖η1 − η2‖

)

}

,

where ‖ · ‖ is a norm inR
2. Since R

2 with ‖x − y‖ is
complete, the set of closed curves withd(·, ·) is a complete
metric space.

Definition 2.2:. Let u : [0,∞) → [umin, umax] be
continuous, piecewiseC1, periodic with periodα, and have
exactly one local maximumumax in [0, α) and exactly
one local minimumumin in [0, α). For all T > 0, let
uT (t)

△

= u(αt/T ), assume that there existsxT : [0,∞) →
R

n that is periodic with periodT and satisfies (3) with
u = uT , and let yT : [0,∞) → R be given by (4)
with x = xT and u = uT . For all T > 0, define
the periodic input-output mapHT on [umin, umax] to be
the closed curveHT

△

=
{(

uT (t), yT (t)
)

: t ∈ [0,∞)
}

and
assume that thelimiting periodic input-output mapH∞ on
[umin, umax] given byH∞

△

= limT→∞ HT exists. If there
exist (u, y1), (u, y2) ∈ H∞ such thaty1 6= y2, thenH∞

is a hysteretic mapon [umin, umax], and the generalized
Duhem model ishysteretic.

III. R ATE-INDEPENDENTSEMILINEAR DUHEM MODEL

In this section we characterize the rate-independent
generalized Duhem model. The following definition is
needed. Note that this definition is independent of the
existence of hysteresis.

Definition 3.1:. The generalized Duhem model (3), (4)
is time-scale invariantif, for all x(t) and u(t) satisfying
(3), all initial conditionsx0, and allT > 0, it follows that
xT (t)

△

= x(t/T ) anduT (t)
△

= u(t/T ) also satisfy (3).

The following result is given in [2].

Proposition 3.1:. Assume thatg is positively homoge-
neous, that is,g(hv) = hg(v) for all h ≥ 0 and v ∈ R.
Then the generalized Duhem model (3), (4) is time-scale
invariant.

Suppose thatT > 0, and letu(t) anduT (t), wheret ≥ 0,
be inputs as in Definition 2.2, and letx(t), y(t), andxT (t),
yT (t) satisfy the time-scale invariant generalized Duhem
model (3), (4) withu(t) and uT (t), respectively. Suppose
there exists a periodic input-output mapH associated with
u(t) and y(t). Then the periodic input-output mapHT

associated withuT (t) andyT (t) is given by

HT =
{(

uT (t), yT (t)
)

: t ∈ [0,∞)
}

=
{(

u(αt/T ), h
(

x(αt/T ), u(αt/T )
))

: t ∈ [0,∞)
}

=
{(

u(αt/T ), y(αt/T )
)

: t ∈ [0,∞)
}

= H.

Hence, the periodic input-output mapHT of the time-
scale invariant generalized Duhem model is independent
of T , that is, rate independent. Consequently,HT = H
for all T > 0. Furthermore, if the time-scale invariant
generalized Duhem model is hysteretic, then the hysteresis
is rate independent.

The following lemma given in [2] is needed to analyze
the time-scale invariant generalized Duhem model.

Lemma 3.1:. Assume g : R → R
r is positively

homogeneous. Then there existh+ ∈ R
r and h− ∈ R

r

such that

g(v) =

{

vh+, v ≥ 0,

vh−, v < 0.
(6)

As a specialization of (3), (4), we consider therate-
independent semilinear Duhem model

ẋ(t) =
(

Ax(t) + Bu(t)
)

g
(

u̇(t)
)

, (7)

y(t) = Cx(t), x(0) = x0, t ≥ 0, (8)

whereA ∈ R
n×n, B ∈ R

n, andC ∈ R
1×n, and whereg :

R → R is positively homogeneous. Note that (7), (8) is the
generalized Duhem model (3), (4) withf(x, u) = Ax+Bu
and h(x, u) = Cx. Sinceg is positively homogeneous, it
follows from Lemma 3.1 thatg

(

u̇(t)
)

can be written as

g(u̇(t)) =

{

h+u̇(t), u̇(t) ≥ 0,

h−u̇(t), u̇(t) < 0,
(9)
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Fig. 2. Illustration of positively homogeneous functionsg for asymp-
totically stableA. (a) not hysteretic, (b) may not converge toH∞ since
h− > h+, (c),(d) will converge toH∞.

where h+ ∈ R and h− ∈ R. The following result given
in [2] provides a sufficient condition for (7), (8) to have a
limiting periodic input-output map.

Theorem 3.1:. Consider the rate-independent semilin-
ear Duhem model (7), (8), whereu(t) ∈ [umin, umax], t ≥ 0
is piecewise monotonic and periodic with periodα and has
exactly one local maximumumax in [0, α) and exactly one
local minimumumin in [0, α). Furthermore, supposeA is
asymptotically stable and assumeh− < h+. Then there
exists the limiting input-output mapH∞ on [umin, umax]
given by

H∞ =
{(

u, y+(u)
)

: u ∈ [umin, umax]
}

∪
{(

u, y−(u)
)

: u ∈ [umin, umax]
}

,
(10)

where

y+(u) = Ceh+A(u−umin)x+ + CV+(u), (11)

y−(u) = Ceh−A(u−umax)x− + CV−(u), (12)

and

x̂+
△

= (I − eβ(h+−h−)A)−1(e−βh−AV+(umax) + V−(umin)), (13)

x̂−
△

= (I − eβ(h+−h−)A)−1(eβh+AV−(umin) + V+(umax)), (14)

V+(u)
△

= A−1(uI − umineh+A(u−umin)B + h−1
+ A−2×

(I − eh+A(u−umin))B,
(15)

V−(u)
△

= A−1(uI − umaxeh−A(u−umax)B + h−1
− A−2×

(I − eh−A(u−umax))B.
(16)

Consider the rate-independent semilinear Duhem model
(7), (8) and assume thatA is asymptotically stable. Then
Theorem 3.1 implies that the existence of a limiting periodic
input-output map depends on the slopes ofg at the origin.
Figure 2 illustrates several positively homogeneous func-
tions g. It follows from Theorem 3.1 that for the functions
g shown in Figure 2c and Figure 2d the rate-independent
semilinear Duhem model has a limiting periodic input-
output map.

IV. RATE-DEPENDENTSEMILINEAR DUHEM MODEL

As an alternative specialization of (3) and (4), we
consider therate-dependent semilinear Duhem model

ẋ(t) =
(

Ax(t) + Bu(t)
)

g
(

u̇(t)
)

, (17)

y(t) = Cx(t), x(0) = x0, t ≥ 0, (18)

where A ∈ R
n×n, B ∈ R

n, and C ∈ R
1×n, and where

g : R → R is not positively homogeneous. Note that (17),

(18) is a generalized Duhem model withf(x, u) = Ax+Bu

and h(x, u) = Cx. For the following result, letg′+(0)
△

=

limα↓0
g(α)

α
and g′−(0)

△

= limα↑0
g(α)

α
, where limα↓0 and

limα↑0 denote the right- and left-hand limits at0.

Corollary 4.1:. Consider the rate-dependent semilinear
Duhem model (17), (18) whereu(t) ∈ [umin, umax], t ≥ 0
is piecewise monotonic and periodic with periodα and
has exactly one local maximumumax in [0, α) and exactly
one local minimumumin in [0, α). Suppose thatA is
asymptotically stable, and assumeh− < h+, whereh+

△

=

g′+(0) andh−
△

= g′−(0). Then there exists the limiting input-
output mapH∞ on [umin, umax] given by (10)–(16).

Proof. Let T > 0, and let uT (t)
△

= u(αt/T ) and
linearize (17), (18) withu = uT , x = xT , and y = yT

to obtain the rate-independent semilinear Duhem model

∆ẋT (t) =
(

A∆xT (t) + BuT (t)
)

g∆

(

u̇T (t)
)

,

∆yT (t) = C∆xT (t), ∆xT (0) = x0, t ≥ 0,

where

g∆(u̇T (t))
△

=

{

h+u̇T (t), u̇T (t) ≥ 0,

h−u̇T (t), u̇T (t) < 0.

Then it follows from Theorem 3.1 that the input-output map
of uT (t) and∆yT (t) converges to a closed curveH∞ given
by (10) ast → ∞. Furthermore, the convergence holds for
all T > 0 since the model is time-scale invariant. Therefore,
it suffices to show that‖yT (t)−∆yT (t)‖ → 0 for all t ≥ 0
asT → ∞.

For all T > 0, let xT (t) ∈ R
n, t ≥ 0, satisfy (17), (18)

with u = uT and y = yT , and definepT (t)
△

=
(

AxT (t) +
BuT (t)

)(

g(u̇T (t))− g∆(u̇T (t))
)

. Sinceg is piecewiseC1,
it follows that

{

limu̇T ↓0

(

g(u̇T ) − g∆(u̇T )
)

= 0, u̇T ≥ 0,

limu̇T ↑0

(

g(u̇T ) − g∆(u̇T )
)

= 0, u̇T < 0.

Now, for all T > 0 and t ≥ 0, defineeT (t)
△

= xT (t) −
∆xT (t), satisfies

ėT (t)= ẋT (t) − ∆ẋT (t)=g∆

(

u̇T (t)
)

AeT (t) + pT (t), (19)

for eT (0) = 0, t ≥ 0. Let tT,max
△

= min{t ≥ 0 :

uT (t) = umax} and tT,min
△

= min{t ≥ 0 : uT (t) = umin}.
For convenience, assumetT,max < tT,min. Then, for q =
0, 1, . . ., it follows from (19) thateT (t) is given by

eT (t) =















































∫ t
0 Ψ+(t, τ)pT (τ)dτ, 0 ≤ t ≤ tT,max,

Ψ−(t, qT + tT,max)eT (qT + tT,max)

+
∫ t

qT+tT,max
Ψ−(t, τ)pT (τ)dτ,

qT + tT,max < t ≤ qT + tT,min,

Ψ+(t, qT + tT,min)eT (qT + tT,min)

+
∫ t

qT+tT,min
Ψ−(t, τ)pT (τ)dτ,

qT + tT,min < t ≤ (q + 1)T + tT,max,

where Ψ+(t, τ)
△

= exp h+

∫ t

τ
u̇T (σ)Adσ and Ψ−(t, τ)

△

=

exp h−

∫ t

τ
u̇T (σ)Adσ. Finally, let t ≥ 0. Since limT→∞
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Fig. 3. Illustration of non-positively homogeneous functions g for
asymptotically stableA. (a) not hysteretic, (b) may not converge toH∞

sinceg′−(0) > g′+(0), (c),(d) will converge toH∞.

|u̇T (t)| = limT→∞ α|u(αt/T )|
/

T = 0, it follows that

lim
T→∞

Ψ+(t, τ) = lim
T→∞

Ψ−(t, τ) = I,

and limT→∞ pT (t) = 0, and thus limT→∞ eT (t) =
eT (0) = 0. Therefore

lim
T→∞

‖yT (t) − ∆yT (t)‖ = lim
T→∞

‖CxT (t) − C∆xT (t)‖

≤ ‖C‖ lim
T→∞

‖eT (t)‖ = 0. 2

Assuming thatA is asymptotically stable, Corollary 4.1
implies that the existence of a limiting periodic input-output
map for the rate-dependent semilinear Duhem model (17),
(18) depends on the slopes ofg at the origin. Figure 3
illustrates several non-positively homogeneous functions g.
It follows from Corollary 4.1 that for the functionsg shown
in Figure 3c and Figure 3d the rate-dependent semilinear
Duhem model has a limiting periodic input-output map.

V. RATE-DEPENDENTSEMILINEAR DUHEM MODEL

WITH TRIANGLE WAVE INPUTS

Consider the rate-dependent semilinear Duhem model
(17), (18), whereu(t) is the periodic triangle wave with
periodT shown as Figure 4 given by

u(t) =

{

at − aqT − a
2
Ta, qT ≤ t < qT + Ta,

bt − b(q + 1)T + b
2
Tb, qT + Ta ≤ t < (q + 1)T,

(20)

wherea > 0, b < 0, Ta > 0, Tb > 0, T = Ta + Tb, and
q = 0, 1, . . .. Then (17), (18) become

ẋ(t) =

{

g(a)Ax(t) + g(a)Bu(t), qT ≤ t < qT + Ta,

g(b)Ax(t) + g(b)Bu(t), qT + Ta ≤ t < (q + 1)T,
(21)

y(t) = Cx(t), x(0) = x0, q = 0, 1, . . . . (22)

Note that (21), (22) can be viewed as aswitching linear
time-invariant systemwith switching periodsTa and Tb.
The following result will be useful.

Proposition 5.1:. Let

ẋ(t) = Ax(t) + Bu(t), (23)

y(t) = Cx(t), x(0) = x0, t ≥ 0, (24)

u(t)

a b

t2TTa T T+Ta

Fig. 4. Triangle waveu(t) defined in (20).

whereA ∈ R
n×n, B ∈ R

n, C ∈ R
1×n, be a state-space

realization of the linear ordinary differential equation

y(n)(t) + α1y(n−1)(t) + · · · + αn−1ẏ(t) + αny(t) (25)

= β1u(n−1)(t) + β2u(n−2)(t) + · · · + βn−1u̇(t) + βnu(t),

with
(

y(0), ẏ(0), . . . , y(n−1)(0)
)

= (y0, y1, . . . , yn−1), t ≥
0. Then forη 6= 0,

ẋη(t) = ηAxη(t) + ηBu(t), (26)

yη(t) = Cxη(t), xη(0) = xη0
, t ≥ 0, (27)

is a state space realization of the linear ordinary differential
equation

y
(n)
η (t) + ηα1y

(n−1)
η (t) + · · · + ηn−1αn−1ẏη(t) + ηnαnyη(t)

= ηβ1u(n−1)(t) + η2β2u(n−2)(t) + · · · + ηn−1βn−1u̇(t) + ηnβnu(t),
(28)

with
(

yη(0), ẏη(0), . . . , y
(n−1)
η (0)

)

= (yη0
, yη1

, . . . , yηn−1
),

t ≥ 0.
Proof. Without loss of generality, letA, B, andC be

in observable canonical form

A =











−α1 1 · · · 0
...

...
. ..

...
−αn−1 0 · · · 1
−αn 0 · · · 0











, B =











β1

...
βn−1

βn











,

C =
[

1 0 · · · 0
]

.

Next, defineT
△

= diag(1, η−1, . . . , η−n+1) and note that

ηT−1AT =











−ηα1 1 · · · 0
...

...
.. .

...
−ηn−1αn−1 0 · · · 1

−ηnαn 0 · · · 0











,

ηT−1B =
[

ηβ1 · · · ηn−1βn−1 ηnβn

]T
,

CT =
[

1 0 · · · 0
]

,

which is a realization of (28) 2

VI. I DENTIFICATION OF THE RATE-DEPENDENT

SEMILINEAR DUHEM MODEL

Consider the rate-dependent semilinear Duhem model
(17), (18), whereu(t), t ≥ 0, is the periodic triangle wave
with period T given by (20). Suppose that there exists a
periodic solutionx(t) of (17), and lety(t), t ≥ 0, be given
by (18). Then it follows from (21), (22) that (17), (18) can
be written as

ẋ(t) = g(a)Ax(t) + g(a)Bu(t), y(t) = Cx(t), (29)

for 0 ≤ t < Ta, and

ẋ(t) = g(b)Ax(t) + g(b)Bu(t), y(t) = Cx(t), (30)

for Ta ≤ t < T . Since (29), (30) is a switching linear time-
invariant system, we can identifyg(a)A, g(a)B on [0, Ta),
andg(b)A, g(b)B on [Ta, T ), whereu(t) is monotonically
increasing and monotonically decreasing, respectively. Let
uk and yk, k = 0, 1, . . . , l − 1, be measurements ofu(t)



and y(t), respectively, wheret ∈ [0, T ), with a fixed
sampling periodh = T/l. Let l = l+ + l−, where uk

is monotonically increasing fork = 0, . . . , l+ − 1 and
monotonically decreasing fork = l+, . . . l − 1.

Next, suppose thatuk and yk satisfy then-dimensional
DARMA [10, p. 32] model

yk+1 = −α̂+
1 yk−· · ·−α̂+

n yk−n+1+β̂+
1 uk +· · ·+β̂+

n uk−n+1, (31)

for k = 0, 1, . . . , l+ − 1, and

yk+1 = −α̂−
1 yk−· · ·−α̂−

n yk−n+1+β̂−
1 uk +· · ·+β̂−

n uk−n+1, (32)

for k = l+, l+ + 1, . . . , l − 1, wheren ≤ l−2
2 is selected

empirically, andα̂+
j , α̂−

j , β̂+
j , and β̂−

j , j = 1, . . . , n are
system parameters. Now, by defining

Y+
△

=
[

yn · · · yl+−1
]T

, Y−
△

=
[

yl++n · · · yl−1
]T

,

Φ+
△

=







−yn−1 · · · −y0 un−1 · · · u0

...
. . .

...
...

. . .
...

−yl+−2 · · · −yl+−n−1 ul+−2 · · · ul+−n−1






,

Φ−
△

=







−yl++n−1 · · · −yl+ ul++n−1 · · · ul+

...
. . .

...
...

. . .
...

−yl−2 · · · −yl−n−1 ul−2 · · · ul−n−1,






,

least-squares estimates of the system parameters are given
by

θ̂+ = Φ†
+Y+, θ̂− = Φ†

−Y−, (33)

where θ̂+
△

=
[

α̂+
1 · · · α̂+

n β̂+
1 · · · β̂+

n

]T
, θ̂−

△

=
[

α̂+
1 · · · α̂+

n β̂+
1 · · · β̂+

n

]T
, and ( )† denotes the

Moore-Penrose generalized inverse.
Next, to obtain coefficients for the continuous time sys-

tem, we convert the DARMA models (31) and (32) using
the bilinear (Tustin) transformation into the continuous time
linear ordinary differential equations

y(n)(t)+α+
1 y(n−1)(t)+· · ·+α+

n y(t) = β+
1 u(n−1)(t)+· · ·+β+

n u(t),
(34)

for 0 ≤ t < Ta, and

y(n)(t)+α−
1 y(n−1)(t)+· · ·+α−

n y(t) = β−
1 u(n−1)(t)+· · ·+β−

n u(t),
(35)

for Ta ≤ t < T , respectively, whereα+
j , α−

j , β+
j , and

β−
j , j = 1, . . . , n, are system parameters. Now, assuming

g(a) 6= 0, let g(a) = 1, which holds without loss of
generality by redefining system matrices of (29), (30) by
Â

△

= 1
g(a)A and B̂

△

= 1
g(a)B. Then, since (29) is a state-

space realization of (34), an estimate of the system matrices
in (29) is given by the observable canonical form

Â =









−α+
1 1 · · · 0

...
...

. . .
...

−α+
n 0 · · · 1









,
B̂ =

[

β+
1 · · · β+

n

]T
,

Ĉ =
[

1 0 · · · 0
]

.

(36)

Furthermore, since (35) can be written in the state space
representation (30), Proposition 5.1 implies that (35) and
(28) with η = g(b), αk = α+

k andβk = β+
k , k = 1, . . . , n,

are equivalent. Comparing coefficients of (35) with those of
(28) yields

α−
1 = g(b)α+

1 , α−
2 = g2(b)α+

2 , · · · α−
n = gn(b)α+

n ,

β−
1 = g(b)β+

1 , β−
2 = g2(b)β+

2 , · · · β−
n = gn(b)β+

n ,
(37)

andg(b) is given by the equations involvingα+
1 andβ+

1 as

g(b) =
α−

1

α+
1

=
β−

1

β+
1

. (38)

However, (38) is an approximation due to the presence of
noise and to the bilinear transformation. An estimateĝ(b)
of g(b) is given by the mean value

ĝ(b) =
α−

1 β+
1 β−

1 α+
1

2α+
1 β+

1

. (39)

With the system matrices given by (36) andĝ(b) given
by (39), we can determineg(u̇) pointwise by using same
identification procedure involving triangle waves with dif-
ferent slopes. Specifically, letp ≥ 2 be an integer and, for
i = 1, . . . , p, let ui(t), t ≥ 0 be a triangle wave input as
defined in (20) with periodsTai

andTbi
and slopesai > 0

and bi < 0. Let yi(t), t ≥ 0, be the corresponding steady-
state output of the rate-dependent semilinear Duhem model
(17), (18), which is periodic with periodTi = Tai

+ Tbi
so

that the input-output map ofui(t) andyi(t) forms a closed
curve.

Now, for i = 1, . . . , p, identification of the rate-dependent
semilinear Duhem model consists of the following steps.

1. Take li measurements ofui(t) and yi(t) with
fixed sampling timeh, and then determine the
coefficientsα̂+

ij
, β̂+

ij
, α̂+

ij
and β̂+

ij
, j = 1, . . . , n,

of the two DARMA models (31), (32) witĥα+
j =

α̂+
ij

, β̂+
j = β̂+

ij
, α̂−

j = α̂−
ij

and β̂−
j = β̂−

ij
,

j = 1, . . . , n.
2. Determine the coefficientsα+

ij
, β+

ij
, α+

ij
and β+

ij
,

j = 1, . . . , n, of the linear ordinary differential
equations (34), (35) withα+

j = α+
ij

, β+
j = β+

ij
,

α−
j = α−

ij
, and β−

j = β−
ij

, j = 1, . . . , n, by
converting the DARMA models from Step 1 to the
linear differential equations through the bilinear
transformation.

3-1. Fori = 1, estimate the system matriceŝA, B̂, and
Ĉ from (36) withα+

j = α+
1j

, β+
j = β+

1j
, α−

j = α−
1j

andβ−
j = β−

1j
, j = 1, . . . , n. Then set̂g(a1) = 1,

and determinêg(b1) from (39) with α+
1 = α+

11
,

β+
1 = β+

11
, α−

1 = α−
11

, andβ−
1 = β−

11
.

3-2. For determinêg(ai) and ĝ(bi) by

ĝ(ai) =
α+

i1
β+
1 + α+

1 β+
i1

2α+
1 β+

1

, ĝ(bi) =
α−

i1
β−

i1
+ α−

1 β−
i1

2α−
1 β−

1

. (40)

VII. N UMERICAL EXAMPLE

Example 7.1:. Consider the rate-dependent semilinear
Duhem model (17), (18) with

A = −1, B = 1, C = 1, (41)

and with the non-positively homogeneousg given by

g(v) =

{

|v|, |v| ≤ 1,

1, |v| > 1.
(42)

The identification method developed in Section 6 is used
with 12 triangle waves, whereai = 0.25, 0.5, 0.75, 1, 1.25,
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Fig. 5. (a) actualg (dashed) and pointwise identification̂g(circles) of
Example 7.1. (b) scaledg (dashed) and̂g(circles).
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Fig. 6. Input-output maps of actual (dashed) and identified (solid) rate-
dependent semilinear Duhem model of Example 7.1 underu(t) = sin ωt.

1.5, 1.75, 2, 2.25, 2.5, 2.75, 3, bi = −ai, and Tai
= Tbi

=
4/ai, i = 1, . . . , 12. Each inputui and outputyi, i =
1, . . . , 12, were taken with the sampling timeh = 0.13
second and with a uniformly distributed measurement noise
whose range is 1% of the maximum peak-to-peak value over
all data. The system parameters are identified as

Â = −0.2501, B̂ = 0.25, Ĉ = 1, (43)

and the non-positively homogeneous functiong(u̇) is iden-
tified in pointwise fashion as shown in Figure 5a. Note that
the system parameters (43) and identifiedĝ are scaled by
0.25 and 4, respectively, sinceg(a1) = g(0.25) = 0.25.
Figure 5b shows the scaled graph, which shows that the
identified ĝ(u̇) fits the actualg closely. Figure 6 shows the
input-output maps of actual and identified rate-dependent
semilinear Duhem model with the identified̂g under sinu-
soidal inputs.

Example 7.2:. Consider the rate-dependent semilinear
Duhem model (17), (18) with

A =

[

0 1
−3 −1

]

, B =

[

1
0

]

, C =
[

1 1
]

, (44)

and non-positively homogeneousg given by

g(v) =

{

(

v
3 − 1

)3
+ 1, v ≥ 0,

1 − ev, v < 0.
(45)

For the identification, 14 triangle waves are used with
ai = 0.25, 0.5, 0.75, 1, 1.5, 2, 2.5, 3, 3.5, 4, 4.5, 5, 5.5, 6,
bi = −ai, and Tai

= Tbi
= 4/ai, i = 1, . . . , 14.

−6 −4 −2 0 2 4 6
−1

0

1

2

3

4

5

6

7

8

9

10

actual    
identified

(a)

−6 −4 −2 0 2 4 6
−1

0

1

2

3

4

5

6

7

8

9

10

actual   (scaled)
identified       

(b)
Fig. 7. (a) actualg (dashed) and pointwise identification̂g(circles) of
Example 7.2. (b) scaledg (dashed) and̂g(circles).
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Fig. 8. Input-output maps of actual (dashed) and identified (solid) rate-
dependent semilinear Duhem model of Example 7.2 underu(t) = sin ωt.

The non-positively homogeneous functiong(u̇) is identified
as shown in Figure 7, which shows that the identified
ĝ(u̇) fits the actualg closely for slow inputs. Figure 8
shows the input-output maps of actual and identified rate-
dependent semilinear Duhem model with the identifiedĝ
under sinusoid inputs.
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