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Abstract—Many models have known structure but unknown parameters. Nonlinear estimation methods, such as the extended Kalman filter (EKF), unscented Kalman filter (UKF), and ensemble Kalman filter (EnKF) are typically applied to these problems by viewing the unknown parameters as constant states. An alternative approach is provided by retrospective cost model refinement (RCMR), which uses an error signal given by the difference between the output of the physical system and the output of the model to update the parameter estimate. The parameter update is based on the retrospective cost function, whose minimizer updates the coefficients of the estimator. The present paper extends RCMR to the case where the model depends nonlinearly on multiple unknown parameters.

I. INTRODUCTION

Many models have known structure but unknown parameters. The usual approach to estimating these parameters is to view them as constant states and then apply nonlinear estimation methods to estimate the state of the augmented system, thereby providing estimates of the unknown parameters along with the dynamic states. The extended Kalman filter (EKF), unscented Kalman filter (UKF), and ensemble Kalman filter (EnKF) are typically applied to these problems [1]–[7]. Yet another approach to parameter estimation is the variational method [8]–[10]. This approach requires an adjoint formulation of the dynamics and is computationally expensive due to the need for multiple iterations of the forward model and backward adjoint.

The special case of a linear system with uncertain entries in the state space model typically occurs in applications. Since the parameter states multiply the original states, the resulting estimation dynamics are nonlinear despite the fact that the original dynamics are linear. For this problem, a two-step procedure is used in [11], where a black-box model is first constructed based on the input-output data, and a similarity transformation is used to recover the structured unknown parameters. In [12], a sequential convex relaxation method is used to estimate unknown entries in a state space realization.

The present paper focuses on retrospective cost model refinement (RCMR) developed in [13]–[16]. RCMR is applicable to parameter estimation in linear or nonlinear gray-box models, with possibly nonlinear parameterization. RCMR uses an error signal given by the difference between the output of the physical system and the output of the model to update the parameter estimate. The parameter update is based on the retrospective cost function, whose minimizer updates the coefficients of the estimator.

As in the case of UKF, RCMR uses the structure of the model with the current parameter estimates to propagate the states, but, unlike EKF, which requires the Jacobian of the dynamics, RCMR does not use knowledge of the model for the parameter updates. Also, unlike UKF and EnKF, RCMR does not require an ensemble of models, and, unlike adjoint-based methods, RCMR does not require an adjoint model.

The contribution of the present paper is an extension of RCMR as presented in [16]. In particular, RCMR was demonstrated in [16] for the case of a single parameter that may appear nonlinearly in a linear or nonlinear gray-box model. The present paper extends the algorithm presented in [16] to the case of multiple parameters that may appear nonlinearly in a gray-box model. The main focus of the present paper is thus the filter $G_t$, which defines the retrospective cost function. In particular, we show that, for the case of multiple parameter estimation, the coefficients of $G_t$ determine the search directions of RCMR. Consequently, a necessary condition for reaching the unknown parameters is to ensure that the range of the coefficients of $G_t$ spans the parameter space. Numerical examples illustrate the performance of RCMR.

The paper is structured as follows. In Section II, we formulate the problem of estimating unknown parameters in a gray-box model. In Section III, we present the retrospective cost parameter estimator structure. The RCMR algorithm is presented in Section IV. Numerical examples are presented in Section V, included a Wiener system and a Hammerstein system. Finally, we conclude the paper with a discussion of the results and future work.

II. PROBLEM FORMULATION

Consider the discrete-time physical system model

$$x(k+1) = f(x(k), u(k), \mu) + w_1(k), \quad (1)$$

$$y(k) = h(x(k), u(k), \mu) + w_2(k), \quad (2)$$

where $x \in \mathbb{R}^d_x$ is the state, $u \in \mathbb{R}^d_u$ is the input, $y \in \mathbb{R}^d_y$ is the measured output, $w_1 \in \mathbb{R}^d_w, w_2 \in \mathbb{R}^d_w$ are the process and measurement noise, respectively, and $\mu \in \mathbb{R}^d_\mu$ is the unknown parameter vector. The functional forms of $f$ and $h$ are assumed to be known and may be nonlinear functions of $\mu$. For example, in the case where $\mu$ is a scalar, the system

$$f(x,u,\mu) = \begin{bmatrix} \sin \mu \\ e^{-\mu} \\ \frac{1}{3} \\ \frac{1}{1 + \mu} \end{bmatrix} x + \begin{bmatrix} \log(1 + \mu^2) \\ 1 + \cos \mu \end{bmatrix} u, \quad (3)$$

$$h(x,u,\mu) = \begin{bmatrix} \mu \\ \mu^2 \end{bmatrix} x \quad (4)$$
is considered in [16]. In the present paper, $\mu$ may represent a vector of unknown parameters, which extends the approach of [16] to models involving multiple unknown parameters.

Next, we consider the estimation model

\begin{align}
\dot{x}(k+1) &= f(\hat{x}(k), u(k), \hat{\mu}(k)), \\
\hat{y}(k) &= h(\hat{x}(k), u(k), \hat{\mu}(k)),
\end{align}

(5)

(6)

where $\hat{x}(k)$ is the computed state, $\hat{y}(k)$ is the computed output, and $\hat{\mu}(k)$ is the output of the parameter estimator at step $k$. The parameter estimator is updated by minimizing a cost function based on the performance variable

\[ z(k) \triangleq \hat{y}(k) - y(k) \in \mathbb{R}^l. \]

(7)

The problem objective is to estimate $\mu$ using measurements of $u$ and $y$. The parameter-estimation problem is represented by the block diagram in Figure 1.
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**Figure 1:** Parameter-estimation architecture. The physical system, which is modeled by the physical system model (1), (2), is driven by $u$ and produces measurements $y$. The adaptive estimator consists of the estimation model (5), (6), which is driven by measurements of $u$. The parameter estimate $\hat{\mu}$ is updated by the parameter estimator, which minimizes the error signal $z$.

In this paper, we make the following assumptions.

1) The parameter $\mu$ in (1), (2) is identifiable [17].

2) The input $u(k)$ is persistently exciting.

III. PARAMETER ESTIMATOR

We consider a parameter estimator represented by an ARMA model with a built-in integrator. The parameter estimate $\hat{\mu}$ is thus given by

\[ \hat{\mu}(k) = \sum_{i=1}^{n} P_i(k) \hat{\mu}(k-i) + \sum_{i=1}^{n} Q_i(k) z(k-i) + R(k) g(k), \]

(8)

where

\[ g(k) = g(k-1) + z(k-1), \]

(9)

and $P_i(k) \in \mathbb{R}^{l_x \times l_{\mu}}$, $Q_i(k), R(k) \in \mathbb{R}^{l_z \times l_z}$ are the coefficient matrices, which are updated by the RCMR algorithm. The integrator is embedded in the estimator to ensure that $z(k) \to 0$ as $k \to \infty$ and thus, assuming parameter identifiability and data persistency, that $\hat{\mu}(k) \to \mu$ as $k \to \infty$.

We rewrite (8) as

\[ \hat{\mu}(k) = \Phi(k) \theta(k), \]

(10)

where the regressor matrix $\Phi(k)$ is defined by

\[ \Phi(k) \triangleq I_{l_{\mu}} \otimes \phi^T(k) \in \mathbb{R}^{l_z \times l_{\mu}}, \]

and

\[ \phi(k) \triangleq [\hat{\mu}(k-1) \cdots \hat{\mu}(k-n_c) z(k-1) \cdots z(k-n_c) g(k)^T]^T, \]

\[ \theta(k) \triangleq \text{vec}\left[ P_1(k) \cdots P_{n_c}(k) Q_1(k) \cdots Q_{n_c}(k) R(k)\right] \in \mathbb{R}^{l_{\theta}}, \]

\[ l_{\theta} \triangleq l_{\mu}^2 n_c + l_{\mu} l_z (n_c + 1). \]

IV. RCMR ALGORITHM

In this section, we present the RCMR algorithm used to update the parameter estimator. RCMR is a specialized adaptation of the retrospective cost adaptive control (RCAC) algorithm [18].

A. RETROSPECTIVE PERFORMANCE VARIABLE

We define the retrospective performance variable

\[ \hat{z}(k) \triangleq z(k) + G_t(q) (\Phi(k) \hat{\theta} - \hat{\mu}(k)), \]

(11)

where $q$ is the forward-shift operator, $\hat{\theta} \in \mathbb{R}^{l_{\theta}}$ contains the parameter estimator coefficients to be optimized,

\[ G_t(q) = \sum_{i=1}^{n_t} N_i q^i, \]

(12)

and, for all $i = 1, \ldots, n_t$, $N_i \in \mathbb{R}^{l_{\theta} \times l_{\theta}}$. $G_t$ is an FIR filter of order $n_t$ whose choice is discussed below. We rewrite (11) as

\[ \hat{z}(k) = z(k) + N \Phi_b(k) \hat{\theta} - N U_b(k), \]

(13)

where

\[ N \triangleq \begin{bmatrix} N_1 & \cdots & N_{n_t} \end{bmatrix} \in \mathbb{R}^{l_z \times n_t l_{\theta}}, \]

\[ \Phi_b(k) \triangleq \begin{bmatrix} \Phi(k-1) \\ \vdots \\ \Phi(k-n_t) \end{bmatrix} \in \mathbb{R}^{l_{\theta} n_{t} \times l_{\theta}}, \]

\[ U_b(k) \triangleq \begin{bmatrix} \hat{\mu}(k-1) \\ \vdots \\ \hat{\mu}(k-n_t) \end{bmatrix} \in \mathbb{R}^{l_{\theta} n_{t}}. \]

The vector $\hat{\theta}$, which contains the coefficients of the parameter estimator, is determined by minimizing the retrospective cost function, as described next.
B. Retrospective Cost Function

Using the retrospective performance variable \( \hat{z}(k) \), we define the retrospective cost function

\[
J(k, \hat{\theta}) \triangleq \sum_{i=1}^{k-1} \lambda^{k-i} \xi^T(i) R_z(i) \hat{z}(i) + \lambda^k \hat{\theta}^T R_{\theta} \hat{\theta},
\]

where \( R_z \) and \( R_{\theta} \) are positive-definite matrices, and \( \lambda \leq 1 \) is the forgetting factor. The following result uses recursive least squares (RLS) to minimize (14).

Proposition IV.1. Let \( P(0) = R_{\theta}^{-1} \), \( \theta(0) = 0 \). Then, for all \( k \geq 1 \), the retrospective cost function (14) has a unique global minimizer \( \theta(k) \), which is given by

\[
\theta(k) = \theta(k-1) - P(k) \Phi \theta(k-1) + \lambda P(k) \hat{z}(k-1)
\]

\[
\cdot \left( N \Phi \theta(k-1) \theta(k-1) + z(k-1) - NU_b(k-1) \right),
\]

\[
P(k) = \lambda^{-1} P(k-1) - \lambda^{-1} P(k-1) \Phi \theta(k-1) N^T \Gamma(k)^{-1}
\]

\[
\cdot \left( N \Phi \theta(k-1) \theta(k-1) P(k-1),
\]

where

\[
\Gamma(k) = \lambda R_z(k-1)^{-1} + N \Phi \theta(k-1) \Phi \theta(k-1)^T N^T.
\]

Furthermore, the parameter estimate at step \( k \) is given by

\[
\hat{\mu}(k) = \Phi(k) \theta(k).
\]

C. The filter \( G_\mu \)

The cost function (14) can be written as

\[
J(k, \hat{\theta}) = \hat{\theta}^T A_\theta(k) \hat{\theta} + 2b_\theta(k)^T \hat{\theta} + c_\theta(k),
\]

where

\[
A_\theta(k) \triangleq \sum_{i=1}^{k-1} \lambda^{k-i} \Phi \theta(i)^T N^T R_z(i) N \Phi \theta(i) + \lambda^k R_{\theta},
\]

\[
b_\theta(k) \triangleq \sum_{i=1}^{k-1} \lambda^{k-i} \Phi \theta(i)^T N^T R_z(i) (z(i) - NU_b(i)).
\]

The batch least squares minimizer \( \theta(k) \) of (14) is given by

\[
\theta(k) = -A_\theta(k)^{-1} b_\theta(k).
\]

The following result shows that the estimate \( \hat{\mu}(k) \) of \( \mu \) is constrained to lie in a subspace determined by the coefficients of \( G_\mu \).

Theorem IV.1. Let \( R_{\theta} = \beta I_{n_\theta} \), and let \( \theta(k) \) be given by (22). Let \( \Phi \triangleq I_{n_\theta} \otimes \phi^T \), where \( \phi \in \mathbb{R}^{l_\theta} \), and \( I_{\theta} \triangleq I_{l_\theta} \otimes I_{l_\theta} \). Then, for all \( k \geq 1 \),

\[
\Phi \theta(k) = \frac{-1}{\lambda^k} \begin{bmatrix} N_{1_\theta}^T & \cdots & N_{n_{1_\theta}}^T \end{bmatrix} \sum_{i=1}^{k-1} \lambda^{k-i} \Xi(\phi, i) R_z(i)
\]

\[
\cdot (z(i) + N \Phi \theta(i) \theta(k) - NU_b(i))
\]

\[
\in \mathcal{R} \left\{ \begin{bmatrix} N_{1_\theta}^T & \cdots & N_{n_{1_\theta}}^T \end{bmatrix} \right\},
\]

where

\[
\Xi(\phi, i) \triangleq \begin{bmatrix} \phi^T \phi(i-1) \otimes I_{\theta} \\ \vdots \\ \phi^T \phi(i-n_l) \otimes I_{\theta} \end{bmatrix}.
\]

The following proposition follows from Theorem IV.1.

Proposition IV.2. Let \( R_{\theta} = \beta I_{n_\theta} \), and let \( \theta(k) \) be given by (22). Then, for all \( k \geq 1 \),

\[
\hat{\mu}(k) = \Phi(k) \theta(k) = \frac{-1}{\lambda^k} \frac{1}{\lambda^k B \left[ \begin{bmatrix} N_{1_\theta}^T & \cdots & N_{n_{1_\theta}}^T \end{bmatrix} \sum_{i=1}^{k-1} \lambda^{k-i} \Xi(\phi, i) R_z(i) \end{bmatrix} (z(i) + N \Phi \theta(i) \theta(k) - NU_b(i)) \right]} \in \mathcal{R} \left\{ \begin{bmatrix} N_{1_\theta}^T & \cdots & N_{n_{1_\theta}}^T \end{bmatrix} \right\}.
\]

Consequently, a first-order \( G_\mu \) suffices in the case where \( \mu \) is scalar as in [16]. In the case where \( \mu \) is vector with two components, the order of \( G_\mu \) must be at least two and its coefficients must be chosen to satisfy \( \mathcal{R} \left\{ \begin{bmatrix} N_{1_\theta}^T & N_{n_{1_\theta}}^T \end{bmatrix} \right\} = \mathbb{R}^2 \). A similar observation applies in case of three or more uncertain parameters.

In addition to the range condition (IV.2), numerical examples show that the parameter estimates produced by RCMR lie initially along the direction \( \sum_{i=1}^{n_l} N_{1_\theta} \), this property is due to the fact that the regressor vector \( \phi(k) \) is approximately constant for a limited time interval after the start of parameter estimation. Secondly, after initially evolving in the direction \( \sum_{i=1}^{n_l} N_{1_\theta} \), the parameter estimate \( \hat{\mu}(k) \) moves toward the subspace spanned by \( N_{1_\theta}, \ldots, N_{n_{1_\theta}} \), then toward the subspace spanned by \( N_{1_\theta}, \ldots, N_{n_{1_\theta}-2} \), and so forth until, eventually, they tend toward the subspace spanned by \( N_{1_\theta} \). Convergence may also depend on the choice of \( \pm G_{\mu} \). These properties are demonstrated in the numerical examples given below.

V. Numerical examples

In this section, we use RCMR to estimate multiple unknown parameters that appear nonlinearly in a system parameterization. Note that, like UKF, the functional form of the parameter dependence is used to propagate the estimation model; however, unlike EKF, explicit knowledge of the parameter dependence need not be known. In other words, the model must be computable, but the details of the computation need not be known by the user.

Consider the LTI physical system model

\[
x(k + 1) = A(\mu_1) x(k) + B(\mu_2) u(k) + D_1 w(k),
\]

\[
y(k) = C(\mu_3) x(k) + D_2 w(k),
\]

where

\[
A(\mu_1) = \begin{bmatrix} \sin \mu_1 & \cos \frac{\mu_1}{2} \\ e^{-\mu_1} & 0.5 \frac{3}{1.1 + \mu_1^2} \end{bmatrix},
\]

\[
B(\mu_2) = \begin{bmatrix} \log(1 + \mu_2^2) \\ 1 + \sin \mu_2 \end{bmatrix},
\]

\[
C(\mu_3) = \begin{bmatrix} \mu_3 & 4 \mu_3^2 \end{bmatrix},
\]
the true values of the parameters $\mu_1, \mu_2, \mu_3$ are $0.3, 0.2, 0.4$, respectively, and $D_1 = \begin{bmatrix} 0 & 1 \end{bmatrix}$ and $D_2 = 1$. The estimation model is
\begin{align*}
\hat{x}(k+1) &= A(\hat{\mu}_1(k))\hat{x}(k) + B(\hat{\mu}_2(k))u(k), \quad (32) \\
\hat{y}(k) &= E(\hat{\mu}_3(k))\hat{x}(k), \quad (33)
\end{align*}
where $\hat{\mu}(k)$ is the output of the parameter estimator updated by RCMR.

We generate the measurement $y(k)$ using the input $u(k) = -2 + \sin\left(\frac{2\pi}{40}k\right) + \sin\left(\frac{2\pi}{160}k - 0.3\right) + \sin\left(\frac{2\pi}{160}k - 0.5\right)$, the initial state $x(0) = [10 \ 10]^T$, the noise signal $w \sim N(0, 10^{-6})$. To reflect the absence of additional information, the initial state $\hat{x}(0)$ of the estimation model and the initial estimate $\hat{\mu}(0)$ of the unknown parameter $\mu$ are both set to zero.

**Example V.1.** In this example, we estimate the unknown parameters $\mu_1$ and $\mu_2$ parameterizing $A$ and $B$. Note that $\hat{\mu}_3(k) = \mu_3$ is assumed to be known in this example. We set
\[ G_t(q) = \begin{bmatrix} 1 & 0 \end{bmatrix} q + \begin{bmatrix} 0 & 1 \end{bmatrix} q^2, \]
and $n_c = 2$ so that $I_\theta = 14$. Furthermore, let $R_\theta = 10^6 I_{n_\theta}$ and $\lambda = 0.999$. Figure 2 shows the estimates of $\mu_1$ and $\mu_2$. Note that $\hat{\mu}(k)$ initially evolves along $\sum_{i=1}^2 N_i^T$ and then moves toward $N_1^T$.

**Example V.2.** Next, we estimate the unknown parameters $\mu_1$ and $\mu_3$ parameterizing $A$ and $C$. Note that $\hat{\mu}_2(k) = \mu_2$ in this example. We set
\[ G_t(q) = \begin{bmatrix} 0 & 1 \end{bmatrix} + \begin{bmatrix} 1 & 0 \end{bmatrix} q^2, \]
and $n_c = 2$ so that $I_\theta = 14$. Furthermore, let $R_\theta = 10^6 I_{n_\theta}$ and $\lambda = 0.999$. Figure 3 shows the estimates of $\mu_1$ and $\mu_3$. Note that $\hat{\mu}(k)$ initially evolves along $\sum_{i=1}^2 N_i^T$ and then moves toward $N_1^T$.

**Example V.3.** In this example, we estimate the unknown parameters $\mu_1$, $\mu_2$, and $\mu_3$ parameterizing $A$, $B$, and $C$. We set
\[ G_t(q) = \begin{bmatrix} 0 & 0 & 1 \end{bmatrix} + \begin{bmatrix} 0 & 0 \end{bmatrix} q^2 + \begin{bmatrix} 0 & 1 \end{bmatrix} q^3, \]
and $n_c = 1$ so that $I_\theta = 15$. Furthermore, let $R_\theta = 10^6 I_{n_\theta}$ and $\lambda = 0.999$. In estimating three unknown parameters, we observe that $P(k)$ becomes ill-conditioned in (16) with forgetting. To prevent this, we use a variation of directional forgetting [19] to update $P(k)$. Instead of dividing the RHS of (16) by $\lambda$, we propagate $P(k)$ as follows. At step $k$, we compute
\[ R(k) = \sum_{i=1}^{2n_\theta} \Phi_\theta(k-i)^T N_i^{T} N_i \Phi_\theta(k-i). \quad (34) \]
The rank of $R(k)$ indicates the persistency of the regressor matrix used to update $\theta$. Without the forgetting factor, that is, with $\lambda = 1$, rank($R(k)$) singular values of $P(k)$ decrease since the data contains new information along the directions...
of the corresponding singular vectors. To prevent $P(k)$ from becoming ill-conditioned, we divide by $\lambda$ only the singular values that correspond to the singular vectors receiving data with new information. At step $k$, we thus compute

$$
\tilde{P}(k) = P(k-1) - P(k-1)\Phi_k(k-1)^{T}N^{T}\Gamma(k)^{-1}.
$$

(35)

$$
\Sigma(k) = U(k)^{T}\tilde{P}(k)U(k),
$$

(36)

$$
\Sigma(k)(i,i) = \frac{\Sigma(k)(i,i)}{\lambda},
$$

(37)

$$
P(k) = U(k)\tilde{\Sigma}(k)U(k)^{T},
$$

(38)

where $\Sigma(k)$ contains the singular values of $P(k)$, and $U(k)$ contains the singular vectors of $P(k)$. Note that $\Sigma(k)$ and $\tilde{\Sigma}(k)$ are diagonal matrices, and $\Sigma(k)(i,i)$ denotes the $(i,i)$ entry of $\Sigma(k)$. Figure 4 shows the estimates of $\hat{\mu}_1$, $\hat{\mu}_2$, and $\hat{\mu}_3$.

Example V.4. In this example, we consider a nonlinear physical system model where the state evolves according to (27), and

$$
y(k) = \cos x_1(k) + \sin x_2(k) + D_2w(k).
$$

(39)

Note that this is a Wiener system since the output map is nonlinear. We estimate the unknown parameters $\mu_1$ and $\mu_2$ parameterizing $A$ and $B$. We set

$$
G_{t}(q) = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix} + \frac{1}{q^2},
$$

and $n_c = 2$ so that $l_0 = 14$. Furthermore, let $R_0 = 10^3I_{l_0}$ and $\lambda = 0.999$. Similar to Example V.3, we use (34)–(38) to update $P(k)$. Figure 5 shows the estimates of $\hat{\mu}_1$ and $\hat{\mu}_2$. Note that $\hat{\mu}(k)$ initially evolves along $\sum_{i=1}^{2}N_i^T$. However, Unlike previous examples, $\hat{\mu}$ then moves toward $N_2^T$.

Fig. 5: RCMR estimate of the unknown parameters $\mu_1$ and $\mu_2$ parameterizing the system (27), (39) with the nonlinear parameter dependence (29), (30). (a) shows the performance $z$ on a log scale; (b) shows the parameter estimate $\hat{\mu}_1$ and $\hat{\mu}_2$; (c) shows the adapted coefficients $\theta$ of the parameter estimator; (d) shows the trajectory of the estimates computed by RCMR, along with the filter coefficient $N_1^T$ directions (scaled to focus on the estimates); and the true value is shown by the red dot. Note that $\hat{\mu}(k)$ initially evolves along $\sum_{i=1}^{2}N_i^T$, and unlike previous examples, moves toward $N_2^T$.

Example V.5. In this example, we consider a nonlinear physical system model

$$
x(k+1) = Ax(k) + Bs\text{sat}(u(k)) + D_1w(k),
$$

(40)

$$
y(k) = Cx(k) + D_2w(k),
$$

(41)

where

$$
A = \begin{bmatrix} 0.3 & 0.2 \\ 0.1 & 0.6 \end{bmatrix}, \quad B = \begin{bmatrix} 0 \\ 1 \end{bmatrix}, \quad D_1 = \begin{bmatrix} 0 \\ 1 \end{bmatrix},
$$

$$
C = \begin{bmatrix} 1 & 0 \end{bmatrix}, \quad D_2 = 1,
$$

and $\text{sat}(u(k)) = \min(\max(u(k), \mu_1), \mu_2)$. Note that this is a Hammerstein system since the input map is nonlinear. Note that the input map is a saturation function sat parameterized...
by unknown parameters $\mu_1$ and $\mu_2$. The true values of $\mu_1, \mu_2$ are $-1, 0.5$ respectively.

We generate the measurements $y(k)$ using the input $u(k) = -1 + \sin \left(\frac{2\pi}{20} k\right) + \sin \left(\frac{2\pi}{5} k - 0.3\right) + 0.5 \sin \left(\frac{2\pi}{10} k - 0.5\right)$, the initial state $x(0) = [1 1]^T$, the noise signal $w \sim N(0, 10^{-6})$. To reflect the absence of additional information, the initial state $\hat{x}(0)$ of the estimation model and the initial estimate $\hat{\mu}(0)$ of the unknown parameter $\mu$ are both set to zero.

We set

$$G_t(q) = \begin{bmatrix} -1 & 0 \\ 0 & 1 \end{bmatrix} + \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix} q^2,$$

and $n_c = 2$ so that $l_p = 14$. Furthermore, let $R_q = 10^3 I_p$ and $\lambda = 0.999$. Similar to Example V.3, we use (34)–(38) to update $P(k)$. Figure 6 shows the estimates of $\mu_1$ and $\mu_2$. Note that $\hat{\mu}(k)$ initially evolves along $\sum_{i=1}^{2} N_i^T$ and then moves toward $N_1^T$.

VI. CONCLUSIONS AND FUTURE WORK

Retrospective cost model refinement (RCMR) was extended to the problem of estimating multiple unknown parameters in a linear or nonlinear model. It was shown that the parameter estimates of the unknown parameters are confined to the subspace spanned by the coefficients of the filter $G_t$, which is chosen by the user. It was also shown that the parameter estimates tend toward a sequence of subspaces spanned by subsets of the coefficients. These properties were illustrated by linear and nonlinear examples involving two or three unknown parameters in the presence of unknown state initial condition and unknown plant disturbance and sensor noise.
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