I. INTRODUCTION

In this paper we demonstrate adaptive flow control for an incompressible viscous fluid through a two-dimensional channel without the use of an analytical model. An adaptive disturbance rejection algorithm is implemented within a CFD simulation to reduce the effects of an unknown velocity disturbance on the performance variable $z$, which is the transverse velocity component of the flow at a downstream location. The algorithm requires minimal knowledge of the system, specifically, the numerator coefficients of the transfer function from the control input to the performance variable. System identification, based on CFD simulations prior to the disturbance rejection simulations, is used to identify the required parameters.

Adaptive flow control is achieved using the ARMARKOV disturbance rejection algorithm [1], [2] implemented within the CFD software Fluent, a commercial computational fluid dynamics software package available from Fluent, Inc [3]. The ARMARKOV algorithm has been applied to various testbeds in [4]–[12]. We consider a two-dimensional channel geometry with two velocity sensors $y$ and $z$ and one control jet $u$. The goal is to reduce the effects of an unknown disturbance upstream using the control jet positioned between the two sensors. This arrangement is motivated by [13], which suggests that spillover can be avoided if the control jet and the disturbance source are noncolocated and if the performance sensor and measurement sensor are also noncolocated.

An overview of flow control is given by [14]. Many standard control techniques have been applied to active flow control. For example, PI and LQG controllers have been considered in [15]–[17] based on a reduced-order model of the linearized Navier-Stokes equation, obtained by a Galerkin procedure. LQG/LTR control of the streamfunction formulation of the Navier-Stokes equation is used in [18], [19] to achieve drag reduction below the laminar level. An LQG controller based on a reduced-order model obtained from a finite element code is used in [20]. In addition, a nonlinear control law is developed in [21], where a Galerkin method is used to derive a reduced-order model of the two-dimensional Navier-Stokes equation. Alternative methods presented in [22]–[24] include PDE-based control, robust control, and predictive control with direct numerical simulation.

Flow control using ARMARKOV disturbance rejection differs from model-based control methods since a detailed model of the flow is not required. Instead, a CFD simulation is used to generate input/output data of the flow while band-limited white noise is applied at the control jet. The numerator coefficients of an ARMARKOV model are then identified off-line using the Matlab System Identification Toolbox. The combination of CFD simulation and the ARMARKOV disturbance rejection algorithm thus constitutes a technique for controlling a fluid without analytical modeling. Adaptive flow control is achieved by means of a compensator whose parameter matrix is updated on-line by a gradient algorithm so that disturbance rejection is achieved.

To apply this technique to a physical system one would first use a CFD simulation coupled with system identification to obtain the numerator coefficients of an ARMARKOV model of the system. Adaptive disturbance rejection using the ARMARKOV algorithm could then be implemented in real time on the physical system. Alternatively, measurements obtained from the physical system can be used for identification assuming that the disturbance level is manageable compared to the control input.

II. PROBLEM STATEMENT AND DESCRIPTION

Consider the 2D channel geometry shown in Figure 1. Let $w(t) \in \mathbb{R}$ be the transverse disturbance to the nominal
laminar flow, \( u(t) \in \mathbb{R} \) the control signal applied to the flow, \( y(t) \in \mathbb{R} \) the measurement variable, and \( z(t) \in \mathbb{R} \) the performance variable. Here \( y(t) \) and \( z(t) \) are the transverse velocity components of the flow at the sensor locations. Both \( w(t) \) and \( u(t) \) represent mass flow into (or out of) the system.

The goal of this paper is to demonstrate the use of ARMARKOV disturbance rejection adaptive flow control based directly on a CFD simulation of 2D channel Poiseuille (viscous) flow. Two suction/blowing jets are placed in the walls of the channel, one that applies the disturbance (located 0.75 m from the inlet on the lower wall) and the second to control the disturbed flow (located 1.25 m from the inlet on the upper wall). Two transverse velocity sensors are located in the center of the channel 0.25 m downstream from each jet. The wall separation distance is 0.25 m. For the purpose of simulation, we take the channel centerline velocity to be 2 m/s and the fluid to be incompressible. Taking the fluid as air at standard temperature and pressure and wall separation as the characteristic length, the Reynolds number is \( 3.3 \times 10^4 \).

A segregated, 2D, unsteady, implicit solver is used for the CFD simulation, along with User Defined Functions (UDFs) and function hooks to integrate the custom C-programming code into the simulation. ASCII text files are used to transfer necessary data to and from the simulation environment.

III. ADAPTIVE DISTURBANCE REJECTION ALGORITHM DESCRIPTION

Consider the \( n^{th} \)-order discrete-time finite-dimensional linear time-invariant TITO system

\[
x(k + 1) = Ax(k) + Bu(k) + D_1w(k) \\
z(k) = E_1x(k) + E_2u(k) + E_0w(k) \\
y(k) = Cx(k) + Du(k) + D_2w(k)
\]

or in a transfer function representation

\[
z = G_{zw}w + G_{zu}u \tag{4} \\
y = G_{yw}w + G_{yu}u. \tag{5}
\]

The controller \( G_c \) that produces the control signal \( u(k) \) using feedback \( y(k) \) can be written as

\[
u = G_c y + G_{zu}u. \tag{6}
\]

![Fig. 2. Standard problem with controller adaptation](image)

The ARMARKOV model of (1) - (3) is given by

\[
z(k) = \sum_{j=1}^{n} -\alpha_j z(k - \mu - j + 1) + \sum_{j=1}^{\mu} H_{zw,j-2}w(k - j + 1) + \sum_{j=1}^{n} B_{zw,j}w(k - \mu - j + 1) + \sum_{j=1}^{\mu} H_{zu,j-2}u(k - j + 1) + \sum_{j=1}^{n} B_{zu,j}u(k - \mu - j + 1) \tag{7}
\]

\[
y(k) = \sum_{j=1}^{n} -\alpha_j y(k - \mu - j + 1) + \sum_{j=1}^{\mu} H_{yw,j-2}w(k - j + 1) + \sum_{j=1}^{n} B_{yw,j}w(k - \mu - j + 1) + \sum_{j=1}^{\mu} H_{yu,j-2}u(k - j + 1) + \sum_{j=1}^{n} B_{yu,j}u(k - \mu - j + 1) \tag{8}
\]

with the Markov parameters of the system being

\[
H_{yu,-1} \triangleq D_1, \quad H_{yu,j} \triangleq CA^jB, \quad j \geq 0 \tag{9} \\
H_{yw,-1} \triangleq D_2, \quad H_{yw,j} \triangleq CA^jD_1, \quad j \geq 0 \tag{10} \\
H_{zu,-1} \triangleq E_2, \quad H_{zu,j} \triangleq E_1A^jB, \quad j \geq 0 \tag{11} \\
H_{zw,-1} \triangleq 0, \quad H_{zw,j} \triangleq E_1A^jD_1, \quad j \geq 0 \tag{12}
\]

where \( \alpha_j, B_{zw,j}, H_{zw,j}, B_{zu,j}, H_{zu,j}, B_{yw,j}, H_{yw,j}, B_{yu,j}, \) and \( H_{yu,j} \in \mathbb{R}, j = 1, \ldots, n. \)

Next, define the extended performance vector \( Z(k) \), the extended measurement vector \( Y(k) \) and the extended control vector \( U(k) \) by

\[
Z(k) \triangleq \begin{bmatrix} z(k) \\ \vdots \\ z(k-p+1) \end{bmatrix}, \quad Y(k) \triangleq \begin{bmatrix} y(k) \\ \vdots \\ y(k-p+1) \end{bmatrix} \\
U(k) \triangleq \begin{bmatrix} u(k) \\ \vdots \\ u(k-p_c+1) \end{bmatrix}
\]

where \( p_c \triangleq \mu + n + p - 1 \), and the ARMARKOV
regressor vectors $\Phi_{zw}(k)$ and $\Phi_{yw}(k)$ by

$$
\Phi_{zw}(k) \triangleq \begin{bmatrix}
  z(k-\mu) \\
  \vdots \\
  z(k-\mu-p-n+2) \\
  w(k) \\
  \vdots \\
  w(k-\mu-p-n+2)
\end{bmatrix},
$$

$$
\Phi_{yw}(k) \triangleq \begin{bmatrix}
  y(k-\mu) \\
  \vdots \\
  y(k-\mu-p-n+2) \\
  w(k) \\
  \vdots \\
  w(k-\mu-p-n+2)
\end{bmatrix}.
$$

Furthermore, define the block-Toeplitz ARMARKOV weight matrices $W_{zw}, W_{yw} \in \mathbb{R}^{p \times [2(n+c+p-1)+p]}$ and block-Toeplitz ARMARKOV control matrices $B_{zw}, B_{yw} \in \mathbb{R}^{p \times pc}$, as described in [1]. Then (7) and (8) can be written in the form

$$
Z(k) = W_{zw} \Phi_{zw}(k) + B_{zw} U(k)
$$

(15)

$$
Y(k) = W_{yw} \Phi_{yw}(k) + B_{yw} U(k)
$$

(16)

which is the ARMARKOV/Toeplitz model of (1) - (3).

The adaptive disturbance rejection algorithm for the TITO system represented in (15) and (16) uses a strictly proper controller in ARMARKOV form of order $n_c$ and $\mu_c$ Markov parameters, so that, analogous to (7) and (8), the control $u(k)$ is given by

$$
u(k) = \sum_{j=1}^{n_c} -\alpha_{c,j}(k) u(k - \mu_c - j + 1)
$$

$$+ \sum_{j=1}^{\mu_c-1} H_{c,j-1}(k) y(k - j + 1)
$$

$$+ \sum_{j=1}^{n_c} B_{c,j}(k) y(k - \mu_c - j + 1)
$$

(17)

where $H_{c,j} \in \mathbb{R}$, $j = 1, 2, \ldots$, are the Markov parameters of the controller. Next, define the controller parameter block vector $\theta(k) \in \mathbb{R}^{1 \times [2n_c+\mu_c-1]}$ by

$$
\theta(k) \triangleq [-\alpha_{c,1}(k), \ldots, -\alpha_{c,n_c}(k), H_{c,0}(k),
\ldots, H_{c,\mu_c-2}(k), B_{c,1}(k), \ldots, B_{c,n_c}(k)].
$$

(18)

Now from (17) it follows that $u(k)$ is given by

$$
u(k) = \theta(k) R_1 \Phi_{yw}(k)
$$

(19)

where $R_1 \in \mathbb{R}^{[2n_c+\mu_c-1] \times [2(n_c+pc-1)+\mu_c-1]}$ is a picking matrix with the form described in [1].

Finally, the update law for the controller parameters is given by

$$
\theta(k+1) = \theta(k) - \eta(k) \frac{\partial J(k)}{\partial \theta(k)}
$$

(20)

where $\eta(k)$ is the adaptive step size. (20) is derived in [1] along with all additional steps.

IV. SYSTEM IDENTIFICATION FOR A LINEARIZED FLOW MODEL

To obtain the required controller parameters for the ARMARKOV model, a CFD simulation is used with band-limited white noise injected into a near nominal (undisturbed) laminar flow from the control jet. Both the input and performance velocity measurement are recorded at a sampling rate of 100 Hz.

The linear model estimation function “pem” in the Matlab System Identification Toolbox is used to obtain a linear model of the perturbed dynamics about the nominal flow. The “pem” function computes the prediction error estimate of a general linear model using input/output data, and then returns an estimated model. To independently verify the model obtained from the “pem” function, the Matlab function “tfestimate” is used. The “tfestimate” function estimates the transfer function of the system given input/output data using Welch’s averaged periodogram method. Here, the identified ARMARKOV model is a sixth order system. Figure 3 shows the Bode magnitude plot from both methods.

From the frequency response plot in Figure 3 it is seen that the channel dampens out all but a small frequency band from approximately 1 Hz to 4 Hz. Likewise, the channel attenuates input signals from the control jet to the performance measurement position. These characteristics, which are related to the geometry of the channel, are needed by the adaptive algorithm to control the flow.

V. RESULTS

Three types of CFD simulations are used to test the adaptive disturbance rejection algorithm. In all three cases a transverse velocity disturbance is applied to the flow upstream from both sensors and from the control jet. Although the disturbance is created within the simulation, the controller has no knowledge of the disturbance.

The CFD mesh is a rectangular grid with cell size 0.01 m × 0.01 m, resulting in 300 streamwise cells and 25 wall
normal cells. The simulation step size is 0.01 s. Multiple simulations were run with different space and time discretizations to determine appropriate values for maintaining the underlying fluid dynamics.

The amplitude of the injected disturbance signal $w$ is chosen to be 75% of the channel centerline velocity. The control input $u$ is updated directly from the adaptive algorithm. In all simulations, the amplitude of the control input stays below about 50% of the disturbance signal amplitude.

We first use a single tone signal to disturb the nominal flow in the channel. A sine wave with constant frequency and constant amplitude is applied to a velocity inlet within the CFD simulation. Using the Fluent User Defined Functions (UDFs) a C-program function was written and connected to the simulation. At every time step within the simulation the boundary condition at the disturbance control jet is set according to the output of the disturbance UDF. The second method uses the same configuration within Fluent except the applied disturbance signal has two sinusoids driving the jet. Finally, the third method uses a band-limited noise signal to disturb the flow. The band-limited noise signal is produced prior to the CFD simulation using a Matlab Simulink model and then saved to an ASCII text file. The text file is read during the simulation and applied at the disturbance jet.

A nominal horizontal flow in the center of the channel of 2 m/s is used for all simulations while the frequencies and amplitudes of the disturbance are varied to test the controller. In addition to varying the disturbance properties, the order of the controller is also varied.

Figure 4 shows the time history of the transverse velocity $z(t)$ of both the open-loop and closed-loop response to a disturbance signal at 2.5 Hz. The adaptive disturbance rejection controller decreases the transverse velocity within a few seconds. Only low amplitude higher frequency components remain once the controller converges. Figure 5 shows the power spectral density of both the open-loop and closed-loop response. A reduction of more than 80 dB is achieved at the disturbance frequency of 2.5 Hz. Due to the nonlinearity of the flow dynamics multiple harmonics remain, however, the power at these frequencies is less than at the 2.5 Hz fundamental frequency.

The results shown in Figures 4 and 5 are obtained with a controller order of 10. The controller order was varied between 10 and 20. As the controller order was increased, further disturbance rejection was not generally obtained.

In addition to varying the controller order, the effect of varying the frequency of the disturbance was also investigated. Adaptive disturbance rejection was achieved for a frequency band between 2 Hz and approximately 6 Hz with a controller order of 10. Increasing the controller order increased the higher frequency limit slightly. Above 6 Hz the channel tends to dampen the transverse velocity component from the disturbance $w$ to the performance $z$, so no control is necessary for higher frequency disturbances.

Figure 6 shows relative velocity vector plots of the flow within the channel. The reference velocity vector was chosen to be the nominal flow vector at the center of the channel (2 m/s in the horizontal direction). Open-loop and closed-loop flows are shown.

For the open-loop case it can be seen that the velocity at the performance position, along with positions downstream, have large transverse velocity components. However, in the closed-loop case the transverse velocity components of the flow at and downstream from the performance position are small due to actuation by the control jet. Small transverse velocity components, in the closed-loop case, of the flow downstream from the performance position are due to the channel’s dampening characteristic. However, for this to happen the controller must first be able to reduce the transverse velocity at the performance position.

Dual frequency disturbance rejection was simulated in a similar manner as in the single frequency case, with the only change being in the UDF’s used to drive the disturbance jet. Figure 7 shows the time history of both the open-loop and closed-loop response to a disturbance containing 2 Hz and 6 Hz components. The controller can be seen to reduce the amplitude of the transverse velocity in the performance variable $z$ in about 10 seconds. Figure 8 shows the power spectral density plot of the open-loop and closed-loop response to the dual tone disturbance. A decrease of up to 80 dB is seen in both frequencies, as well as with the higher harmonics.

As with the single tone case, both the frequencies of the disturbance and the controller order were varied. Although the majority of frequency pairs between 2 Hz and 6 Hz were rejected by the controller, there exist cases where disturbance rejection was not obtained. The nonlinear effect of the channel flow dynamics in some cases produced strong super and sub harmonics that were not removed by the controller. In these cases the magnitude of the closed-loop performance is less than the open-loop response but not to the degree shown in Figure 7.

Varying controller order for the dual-tone case was found
to have both a positive and negative effect. In the particular case of a 2 Hz and 6 Hz dual-tone disturbance, as the controller order is increased from \( n_c = 12 \), the rejection of the fundamental frequencies stays nearly the same, however, spillover occurs at both super and sub harmonics. This spillover led to an overall larger magnitude steady-state response of the transverse performance variable \( z \), and in some cases caused the simulation to fail. In most simulations a controller order was found that had good reduction of the fundamental frequencies with a reasonable attenuation of both super and sub harmonics.

The third case tested used band-limited white noise as the disturbance signal. The disturbance signal was limited to a frequency band of approximately 2 Hz to 6 Hz. Based on the single tone and dual tone experiments described above, the system was expected to reduce the effects of disturbances within the narrow 1 Hz to 4 Hz window.

Figures 9 and 10 show the power spectral density plots obtained from the CFD simulation. Both plots show decreased power between approximately 1.5 Hz and 3 Hz. Figure 10 is the response using a larger controller order, \( n_c = 19 \), than in Figure 9, where \( n_c = 12 \). Experiments conducted using controller orders above 20 were not successful. As in the single and dual tone cases, a controller order between these extremes seems to produce the best results.

In addition to trying different controller orders, the amplitude of the band-limited white noise disturbance was increased. It was found that the higher amplitude excited the nonlinear dynamics of the flow, which the controller was not able to suppress by a substantial amount. Channel flow can be excessively sensitive to external perturbations for moderate Reynolds number, including transient energy growth, subcritical bifurcations, transition to chaos, and turbulence [25]. Future analysis will focus more directly on controller sensitivity to flow properties and controller order.

VI. CONCLUSION

Adaptive flow control using the ARMARKOV disturbance rejection algorithm was demonstrated by means of a 2D channel Poiseuille flow CFD simulation. System identification was used to estimate the numerator coefficients of the transfer function from the control input to the performance variable. No analytical model was derived or is needed for this adaptive disturbance algorithm. Disturbance rejection was demonstrated for single-tone, dual-tone, and band-limited white noise disturbances. Disturbance rejection of up to 80 dB, between 2 Hz and 6 Hz, for both the single-tone and dual-tone cases was achieved, along with up to 40 dB rejection, between 1.5 Hz and 3 Hz, in the band-limited white noise case.
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