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Abstract In this paper, fundamental relationships are established between conver-
gence of solutions, stability of equilibria, and arc length of orbits. More specifically,
it is shown that a system is convergent if all of its orbits have finite arc length, while
an equilibrium is Lyapunov stable if the arc length (considered as a function of the
initial condition) is continuous at the equilibrium, and semistable if the arc length is
continuous in a neighborhood of the equilibrium. Next, arc-length-based Lyapunov
tests are derived for convergence and stability. These tests do not require the Lyapunov
function to be positive definite. Instead, these results involve an inequality relating the
right-hand side of the differential equation and the Lyapunov function derivative. This
inequality makes it possible to deduce properties of the arc length function and thus
leads to sufficient conditions for convergence and stability. Finally, it is shown that
the converses of all the main results hold under additional assumptions. Examples are
included to illustrate how our results are particularly suited for analyzing stability of
systems having a continuum of equilibria.
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156 S. P. Bhat, D. S. Bernstein

1 Introduction

This paper explores fundamental relationships between convergence, semistability,
and arc length of orbits. Convergence is the notion that every trajectory of the sys-
tem converges to a limit point. The limit point, which is necessarily an equilib-
rium, depends in general on the initial conditions. In a convergent system, the limit
points of trajectories may or may not be Lyapunov stable. Semistability is the addi-
tional requirement that trajectories converge to limit points that are Lyapunov sta-
ble. More precisely, an equilibrium is semistable if it is Lyapunov stable and every
trajectory starting in a neighborhood of the equilibrium converges to a (possibly
different) Lyapunov stable equilibrium. For linear systems, semistability was orig-
inally defined in [1] and applied to matrix second-order systems in [2]. Reference [3]
extends the notion of semistability to nonlinear systems and gives Lyapunov-based
sufficient conditions for convergence and semistability using the geometric property
of nontangency.

Semistability, rather than asymptotic stability, is the appropriate notion of stability
in several applications. For instance, an aircraft subject to initial lateral perturbations
from level trimmed flight will recover trimmed flight with an offset in the final heading
angle that depends on the initial perturbation. The concentrations of reacting species
in many chemical reactions converge to limiting values that depend on the initial con-
centrations [4–7]. The limiting values of the feedback controller gains in an adaptive
closed-loop system depend on the initial conditions of the plant states [8–11]. Matrix
dynamical systems such as the double bracket equation [12] are isospectral, that is,
the evolving matrix state has constant spectrum. Under certain conditions, the matrix
trajectories of isospectral matrix dynamical systems such as the double bracket equa-
tion converge such that the limit point of each trajectory is a canonical form of the
initial matrix state [12]. The set of consensus states of a multi-agent system exhib-
iting consensus behavior is usually a continuum, and the limiting consensus state is
determined by the initial state of the multi-agent system (see [13–15] and references
contained therein). The divers dynamics that arise in all the applications mentioned
above have two common features. First, the set of equilibria in all these applications
is a continuum. Second, unlike the trajectories of an asymptotically stable system, the
trajectories in these applications converge to limits that are determined by the initial
conditions. Hence semistability, rather than asymptotic stability, is the appropriate
notion of stability for all these applications. The notions of convergence and semista-
bility are also relevant to the dynamics of neural networks [16,17] as well as gradient
flows and gradient descent algorithms [18].

Convergence as well as semistability imply that, at least locally, the trajectories con-
verge to the set of equilibria. Mere attractivity of the set of equilibria, however, does
not imply convergence of trajectories or semistability of equilibria as examples given
in [3] show. Even when the set of equilibria is attractive, convergence and semista-
bility depend on the local behavior of the dynamical system near the set of equilibria.
Previous sufficient conditions on the local dynamical behavior near an attractive set of
equilibria that guarantee convergence of trajectories include hyperbolic transversality
[19] and nontangency [3]. In this paper, we give alternative sufficient conditions based
on arc length of trajectories. The results that we present complement those of [3,19]
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Arc-length-based Lyapunov tests 157

in the sense that our results may yield conclusions in situations where the results of
[3,19] are not applicable.

In Sect. 3, we introduce the arc length function, which associates with each initial
condition the length of its orbit, and show that the arc length function is lower semi-
continuous. We also show that if a trajectory converges to a limit, then the continuity
properties of the arc length function at every point along the trajectory are determined
by the continuity properties of the arc length function at the limit point of the trajectory.
These results prove useful for the main results of subsequent sections.

In Sect. 4, we relate arc length to convergence. Specifically, we show that the sys-
tem is convergent if every orbit has finite arc length. We use this intuitively expected
result to obtain a Lyapunov-like sufficient condition for convergence. The sufficient
condition requires the Lyapunov function to be only lower semicontinuous, and does
not require it to be sign definite. Instead, the sufficient condition involves an inequal-
ity that relates the norm of the vector field to the Lyapunov function derivative. This
inequality is a sufficient condition for orbits to have a finite arc length. It should be
noted, however, that our sufficient condition for convergence does not imply Lyapunov
stability of the limits of trajectories.

In Sect. 5, we establish fundamental relationships between the continuity properties
of the arc length function and the stability of equilibria. Specifically, we show that if the
arc length function is continuous at an equilibrium, then the equilibrium is Lyapunov
stable, while if the arc length function is continuous in a neighborhood of the equilib-
rium, then the equilibrium is semistable. This fact leads to a novel arc-length-based
Lyapunov test for Lyapunov stability, semistability, and asymptotic stability. This
Lyapunov test requires the Lyapunov function to be continuous and have a local mini-
mum at the equilibrium, that is, the Lyapunov function is required to be locally positive
semidefinite with respect to its value at the equilibrium. However, the Lyapunov func-
tion is not required to be positive definite. Instead, as in the case of the arc-length-
based Lyapunov condition for convergence presented in Sect. 4, the Lyapunov test
for stability involves an inequality relating the vector field and the Lyapunov function
derivative. The inequality is used along with properties of the Lyapunov function to
deduce continuity properties of the arc length function and thus prove stability.

The Lyapunov results of Sects. 4 and 5 are especially suited for analyzing systems
having a continuum of equilibria, because they make it possible to draw stability con-
clusions for a continuum of equilibria using a single Lyapunov function. To illustrate
this feature as well as to indicate possible application areas, we apply our results to
three examples involving systems having continuum of equilibria in Sect. 6. In the
first example, we consider a system introduced in [3] and show how the results of this
paper can be used to conclude stability for a larger range of parameter values than
possible with the results of [3]. In the second example, we use our results to show
that a system of three interacting agents achieves consensus under purely structural
conditions on the information flow. Finally, in the third example, we apply our results
to the kinetics of the Michaelis–Menten chemical reaction.

In general, a trajectory that converges to a limit may have infinite arc length, as an
example in Sect. 7.1 demonstrates. However, it is intuitively clear that such a trajectory
would have to curl up upon itself. In other words, a trajectory that does not curl upon
itself can converge to a limit only if it has finite arc length. To capture this intuitive
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158 S. P. Bhat, D. S. Bernstein

idea, we consider the limiting direction set of a vector field introduced in [3]. The
limiting direction set of the vector field f at a point x is the set of limit points of the
unit vector along f (z) as z approaches x . The condition that a convergent trajectory
should not curl up upon itself is captured in the condition that no connected component
of the limiting direction set at the limit point contains the zero vector in its convex
hull. In Sect. 7.1, we show that if this condition is satisfied at every equilibrium, then
every convergent trajectory has finite arc length. This fact yields a partial converse to
the Lyapunov-based sufficient condition for convergence given in Sect. 4.

In general, converses of the results of Sect. 5 mentioned above may not hold. Thus,
the arc length function may not be continuous, bounded, or even defined in a neighbor-
hood of an equilibrium that is Lyapunov stable or semistable. In Sect. 7.2, we give an
example of a system having a semistable equilibrium such that the arc length function
is defined everywhere but is unbounded in every neighborhood of the equilibrium.
However, we show that in the case where no connected component of the limiting
direction set at the equilibrium contains the zero vector in its convex hull, the arc
length function is continuous at the equilibrium if the equilibrium is Lyapunov stable,
and continuous in a neighborhood of the equilibrium if it is semistable. This fact leads
to a partial converse of the arc-length-based Lyapunov result given in Sect. 5.

At this point, it is appropriate to mention that the idea of deducing convergence and
stability from the arc length of trajectories is not new, and has been used by Łojasiewicz
in [20] as far back as 1984 to show that every trajectory of the gradient flow associated
with a real analytic function has at most one limit point. Subsequently, Łojasiewicz’s
idea and technique were used to study stability and convergence properties of gradient
flows and gradient descent algorithms in [18,21,22]. Later extensions to nongradient
systems and to a nonsmooth setting can be found in [23] and [24,25], respectively.
The result that underlies all this work is the Łojasiewicz inequality between an ana-
lytic function and the norm of its gradient vector. In all the work mentioned above,
the Łojasiewicz inequality is used to construct a Lyapunov function satisfying the
differential inequality that we present in Sects. 4 and 5 below. The required stability
and convergence conclusions are then deduced by combining the same arguments that
we use in this paper. Our treatment clarifies these arguments by explicitly presenting
them in the form of results that relate stability and convergence to properties of the
arc length function, and results that use Lyapunov functions to deduce properties of
the arc length function. Our results do not involve analyticity assumptions and are not
restricted to gradient systems. In addition, we also examine conditions under which
converses of the main results hold and provide examples to indicate how our results
might apply to problems of general interest.

As mentioned earlier, chemical kinetics comprise one of the application areas for
semistability theory. Since the kinetic equation for a system of chemical reactions
governs concentrations of the reacting species, all solutions of physical interest take
values in the nonnegative orthant. For such systems, which evolve on possibly closed,
positively invariant subsets of R

n , it is natural to consider relative stability, that is, sta-
bility with respect to perturbed initial conditions that belong to the positively invariant
subset. Therefore, with applications to nonnegative dynamics in mind, we consider
relative stability of dynamical systems that evolve on not-necessarily-open subsets of
R

n . Relative stability has been considered previously in [26,27].
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Finally, we mention that this paper is a significantly extended version of the confer-
ence paper [28] which itself improves upon the results of [29]. Specifically, this paper
contains several additional counterexamples, examples and proofs, and provides more
elaborate connections between our work and prior literature.

2 Preliminaries

Let G ⊆ R
n and let ‖ · ‖ denote a norm on R

n . A subset U of G is relatively open
in G if U is open in the subspace topology induced on G by the norm ‖ · ‖. Given
K ⊆ G, we let int K and bd K denote the interior and boundary, respectively, of K in
the subspace topology on G. Thus, int K is the largest subset of K that is relatively
open in G, while bd K = (K∩G)\int K, where K denotes the closure of K in R

n . A set
U ⊆ G is relatively bounded in G if U is compact and contained in G. A point x ∈ R

n

is a subsequential limit of a sequence {xi } in R
n if there exists a subsequence of {xi }

that converges to x in the norm ‖ · ‖. Recall that every bounded sequence has at least
one subsequential limit. A divergent sequence is a sequence having no convergent
subsequence. When there is no possibility of confusion, we will use “relatively open
(bounded)” instead of “relatively open (bounded) in G”. Also, in the case G = R

n , we
will use “open (bounded)” instead of “relatively open (bounded)”.

Consider the system of differential equations

ẏ(t) = f (y(t)), (1)

where f : D → R
n is continuous on the open set D ⊆ R

n . We assume that, for
every initial condition y(0) ∈ D, the differential equation (1) possesses a unique
right-maximally defined C1 solution, and this solution is defined on [0,∞). Letting
ψ(·, x) denote the right-maximally defined solution of (1) that satisfies the initial con-
dition y(0) = x , the above assumptions imply that the map ψ : [0,∞) × D → D
is continuous [30, Thm. V.2.1], satisfies ψ(0, x) = x and possesses the semigroup
property, that is, ψ(t, ψ(h, x)) = ψ(t + h, x) for all t, h ≥ 0 and x ∈ D. Given t ≥ 0
and x ∈ D, it will often be convenient to denote the map ψ(t, ·) : D → D by ψt

and the map ψ(·, x) : [0,∞) → D by ψ x . The orbit Ox of a point x ∈ D is the set
ψ x ([0,∞)).

A set U ⊆ R
n is positively invariant if ψt (U) ⊆ U for all t ≥ 0. The set U is

invariant if ψt (U) = U for all t ≥ 0.
In the rest of the paper, G ⊆ D will denote a positively invariant set so that Ox ⊆ G

for all x ∈ G.
An equilibrium point of (1) is a point x ∈ D satisfying f (x) = 0 or, equivalently,

ψ(t, x) = x for all t ≥ 0. We let E def= f −1(0) ∩ G, the set of all equilibrium points
of (1) in G. An isolated equilibrium is an isolated point of E .

Definition 2.1 The domain of boundedness of the system (1) is the set B of points
z ∈ G such that Oz is bounded relative to G. The domain of convergence of the system
(1) is the set R of points z ∈ G such that limt→∞ ψ(t, z) exists and is contained in
G. The system (1) is convergent relative to G if G = R, that is, for every x ∈ G,
limt→∞ ψ(t, x) exists and is contained in G.
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160 S. P. Bhat, D. S. Bernstein

Clearly, B and R are positively invariant and E ⊆ R ⊆ B. The dynamics (1) give
rise to a function ψ∞ : R → G defined by ψ∞(x) = limt→∞ ψ(t, x), x ∈ R. It
follows from the continuity and semigroup property of ψ that, for all h ≥ 0 and all
x ∈ R,ψh(ψ∞(x)) = limt→∞ ψ(t +h, x) = ψ∞(x). Thusψ∞(x) ∈ E for all x ∈ G.
Consequently, ψ∞ ◦ψ∞ = ψ∞, ψ∞(R) = ψ∞(E) = E , and ψ∞(x) = x if and only
if x ∈ E
Definition 2.2 An equilibrium point x ∈ E is Lyapunov stable relative to G if, for
every relatively open neighborhood Uε ⊆ G of x , there exists a relatively open neigh-
borhood Uδ ⊆ G of x such that ψt (Uδ) ⊆ Uε for all t ≥ 0.

The following result links the continuity of the function ψ∞ at a point x to the
stability of the equilibrium point ψ∞(x).

Proposition 2.3 Let x ∈ int R. If ψ∞(x) is Lyapunov stable relative to G, then ψ∞
is continuous at x.

Proof Suppose ψ∞(x) is Lyapunov stable relative to G. Let Uε ⊆ G be a relatively
open neighborhood of ψ∞(x). There exist relatively open neighborhoods U ⊆ G and
Uδ ⊆ G of ψ∞(x) such that U ⊂ Uε and ψt (Uδ) ⊆ U for all t ≥ 0. Let {xi } be
a sequence in G converging to x . Since ψ∞(x) ∈ Uδ , there exists h > 0 such that
ψ(h, x) ∈ Uδ . Since ψ(h, xi ) → ψ(h, x) as i → ∞, there exists N such that, for all
i > N ,ψ(h, xi ) ∈ Uδ . Therefore, for all t ≥ 0 and i > N ,ψ(t +h, xi ) ∈ ψt (Uδ) ⊆ U .
Consequently, ψ∞(xi ) ∈ U ⊂ Uε for all i > N . Thus ψ∞(xi ) → ψ∞(x) as i → ∞
and hence ψ∞ is continuous at x . ��
Definition 2.4 An equilibrium point x ∈ G is semistable relative to G if there exists
a relatively open neighborhood U ⊆ G of x such that U ⊆ R and, for every z ∈ U ,
ψ∞(z) is Lyapunov stable relative to G. An equilibrium point x ∈ G is asymptotically
stable relative to G if x is Lyapunov stable relative to G and there exists a relatively
open neighborhood U ⊆ G of x such that U ⊆ R and ψ∞(z) = x for every z ∈ U .

Note that if the equilibrium x ∈ G is semistable relative to G, then every equilib-
rium in some relatively open neighborhood of x is Lyapunov stable relative to G. In
particular, every equilibrium that is semistable relative to G is also Lyapunov stable
relative to G. An equilibrium that is asymptotically stable relative to G is an isolated
equilibrium and is semistable relative to G. Conversely, if x ∈ G is an isolated equilib-
rium and is semistable relative to G, then all solutions in a sufficiently small relatively
open neighborhood of x converge to x , and thus x is asymptotically stable relative
to G.

Given a function V : G → R, a point x ∈ G is a local minimizer of V relative to G
if there exists a relatively open neighborhood U ⊆ G of x such that V (x) ≤ V (z) for
all z ∈ U .

Given a function V : G → R and x ∈ G, we define V̇ (x) to be the upper right

Dini derivative of the composite function V ◦ ψ x at 0. In other words, V̇ (x)
def=

lim suph→0+ 1
h [V (ψ(h, x)) − V (x)]. It is well known that if V is locally Lipschitz

at x ∈ D then [31, §5.1], [32, p. 353], [33, p. 3] V̇ (x) = lim suph→0+ 1
h [V (x +
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Arc-length-based Lyapunov tests 161

h f (x)) − V (x)]. In addition, if V is continuously differentiable on D, then V̇ (x) =
∂V
∂x (x) f (x), x ∈ D.

In the rest of the paper, we will assume that the positively invariant set G is locally
compact, that is, every point in G is contained in a relatively open and relatively
bounded subset of G.

3 Arc length of orbits

Let A denote the set of points in G that have orbits with finite arc length, that is,

A def= {x ∈ G : ∫ ∞
0 ‖ f (ψ(t, x))‖dt < ∞}. We define the arc length function S :

A → [0,∞) by S(x)
def= ∫ ∞

0 ‖ f (ψ(t, x))‖dt for every x ∈ A. It will be convenient
to extend the definition of S to G by letting S(x) = ∞ for every x ∈ G\A. The
semigroup property of ψ implies that, for every x ∈ A and every t ≥ 0, S(ψ(t, x)) is
defined and S(ψ(t, x)) ≤ S(x). Thus A is positively invariant. Moreover, E ⊆ A and
E = S−1(0).

In this section we consider continuity properties of the arc length function S. The
following result shows that the arc length function is lower semicontinuous every-
where:

Proposition 3.1 The arc length function S is lower semicontinuous at every point in
A. Moreover, Ṡ is defined on A and, for every x ∈ A, Ṡ(x) = −‖ f (x)‖.

Proof Consider x ∈ A, and let {xk} be a sequence in G converging to x . If
lim infk→∞ S(xk) = ∞, then clearly lim infk→∞ S(xk)> S(x). Hence suppose
lim infk→∞ S(xk)<∞. There exists a subsequence {xki }∞i=1 of {xk} in A such that
limi→∞ S(xki )= lim infk→∞ S(xk). Let ε > 0. There exists T > 0 such that
S(ψ(T, x))= ∫ ∞

T ‖ f (ψ(τ, x))‖dτ < ε/2. By Theorem II.3.2 in [30], the sequence
of functions {ψ xki }∞i=1 converges to the function ψ x uniformly on [0, T ]. Since
ψ x ([0, T ]) ⊆ G is compact, and since G is locally compact, it follows that there
exists a relatively bounded neighborhood U ⊆ G of the set ψ x ([0, T ]). Since f
is uniformly continuous on the compact set U [34, Thm. 4.47], it follows that the
sequence of functions { f ◦ ψ xki }∞i=1 converges uniformly to the function f ◦ ψ x

on [0, T ]. Next, the triangle inequality implies that the sequence of functions {‖ f ◦
ψ xki (·)‖} converges to the function {‖ f ◦ ψ x (·)‖} uniformly on [0, T ]. It now fol-
lows from standard results on integration [34, Thm. 9.8] that there exists I > 0 such
that, for every i > I ,

∫ T
0 ‖ f (ψ(τ, xki ))‖dτ >

∫ T
0 ‖ f (ψ(τ, x))‖dτ − ε/2. It therefore

follows that lim infk→∞ S(xk) = limi→∞ S(xki ) ≥ limi→∞
∫ T

0 ‖ f (ψ(τ, xki ))‖
dτ >

∫ T
0 ‖ f (ψ(τ, x))‖dτ − ε/2 = S(x)− S(ψ(T, x))− ε/2> S(x)− ε. Since ε was

chosen to be arbitrary, it follows that lim infk→∞ S(xk)≥ S(x).
The arguments above show that lim infk→∞ S(xk) ≥ S(x) for every sequence {xk}

in G converging to x . It follows that S is lower semicontinuous at x . The second part
of the proposition follows by direct computation. ��

To further investigate the continuity properties of the arc length function, let C ⊆ A
denote the set of points where the function S is continuous relative to G. It is easy to
see that C ⊆ int A.
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The following result shows that the continuity properties of the arc length function
at every point along a trajectory in the domain of convergence of (1) are determined by
the continuity properties of the arc length function at the limit point of the trajectory.

Proposition 3.2 Suppose z ∈ R. Then the following statements hold:

(i) If ψ∞(z) ∈ int A, then z ∈ int A.
(ii) If ψ∞(z) ∈ C, then z ∈ C.

(iii) If ψ∞(z) ∈ int C, then z ∈ int C.

Proof (i) Suppose ψ∞(z) ∈ int A. Let U ⊆ G be a relatively open neighborhood of
ψ∞(z) such that U ⊆ int A. Since ψ∞(z) = limt→∞ ψ(t, z), there exists T >

0 such that ψ(t, x) ∈ U for every t ≥ T . By continuity of ψ , V def= ψ−1
T (U)

is a relatively open neighborhood of z. Consider w ∈ V . For every h > 0, we
have

∫ T +h
0 ‖ f (ψ(τ,w))‖dτ = ∫ T

0 ‖ f (ψ(τ,w))‖dτ + ∫ T +h
T ‖ f (ψ(τ,w))‖dτ ≤

∫ T
0 ‖ f (ψ(τ,w))‖dτ + ∫ ∞

0 ‖ f (ψ(T + τ,w))‖dτ. The first integral on the right-hand
side in the last inequality is clearly defined, while the second integral is defined and
equals S(ψ(T, w)), since ψ(T, w) ∈ U ⊆ A. Thus, for every h > 0, it follows that∫ T +h

0 ‖ f (ψ(τ,w))‖dτ ≤ ∫ T
0 ‖ f (ψ(τ,w))‖dτ + S(ψ(T, w)). Taking the limit as

h → ∞, we conclude that S(w) is defined and hence w ∈ A. Thus V is a relatively
open neighborhood of z such that V ⊆ A. Hence it follows that z ∈ int A.

(ii) Suppose ψ∞(z) ∈ C. Since C ⊆ int A, it follows from (i) that z ∈ int A.
Thus, there exists a relatively open neighborhood Q ⊆ G of z such that Q ⊆ A.
Since G is locally compact, we may assume that Q is relatively bounded in G. Let
{zk} be a sequence in Q converging to z, and choose ε > 0. Since S is continuous
at ψ∞(z) ∈ E = S−1(0), there exists a relatively open neighborhood Wε ⊆ G of
ψ∞(z) such that S(w) < ε/3 for all w ∈ Wε. Since limt→∞ ψ(t, z) = ψ∞(z) ∈
Wε, there exists T > 0 such that ψ(T, z) ∈ Wε. By Theorem II.3.2 in [30], the
sequence of functions {ψ zk } converges to the function ψ z uniformly on [0, T ]. Since
f is uniformly continuous on the compact set ψ([0, T ] × Q), the sequence of func-
tions { f ◦ ψ zk } converges to the function f ◦ ψ z uniformly on [0, T ]. The triangle
inequality implies that the sequence of functions {‖ f ◦ ψ zk (·)‖} converges to the
function {‖ f ◦ ψ z(·)‖} uniformly on [0, T ]. Hence it follows from standard results
on integration [34, Thm. 9.8] that there exists K1 > 0 such that, for every k > K1,∣
∣
∣
∫ T

0 (‖ f (ψ(τ, zk))‖ − ‖ f (ψ(τ, z))‖)dτ
∣
∣
∣ < ε/3. Also, it follows from continuity of

ψ that there exists K2 such that ψ(T, zk) ∈ Wε for all k > K2. Therefore, for every
k > K1, K2, we have |S(zk) − S(z)| = ∣

∣
∫ ∞

0 (‖ f (ψ(τ, zk))‖ − ‖ f (ψ(τ, z))‖)dτ ∣∣ ≤∣
∣
∣
∫ T

0 (‖ f (ψ(τ, zk))‖ − ‖ f (ψ(τ, z))‖)dτ
∣
∣
∣ + ∣

∣
∫ ∞

T (‖ f (ψ(τ, zk))‖ − ‖ f (ψ(τ, z))‖)dτ ∣∣
<

∫ ∞
T ‖ f (ψ(τ, zk))‖dτ+∫ ∞

T ‖ f (ψ(τ, z))‖dτ+ε/3 ≤ S(ψ(T, zk))+ S(ψ(T, z))+
ε/3 < ε. Thus |S(z)− S(zk)| < ε for every k > K1, K2. It follows that S(zk) → S(z)
as k → ∞. Hence S is continuous at z and z ∈ C.

(iii) Suppose ψ∞(z) ∈ int C. There exists ε > 0 such that the relatively open and

relatively bounded set V def= {x ∈ G : ‖x − ψ∞(z)‖ < ε} satisfies V ⊆ C. Let U ⊆ G
be a relatively open neighborhood ofψ∞(z) such that U ⊆ C and every x ∈ U satisfies
S(x) < ε/2 and ‖x − ψ∞(z)‖ < ε/2. There exists T > 0 such that ψ(T, z) ∈ U .
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Fig. 1 Phase portrait of a convergent system

Let W = ψ−1
T (U). By continuity of ψ , W is a relatively open neighborhood of z.

Consider w ∈ W . For every h > 0, we have ‖ψ(T + h, w) − ψ∞(z)‖ ≤ ‖ψ(T +
h, w) − ψ(T, w)‖ + ‖ψ(T, w) − ψ∞(z)‖ < ‖ ∫ h

0 f (ψ(τ, ψ(T, w)))dτ‖ + ε/2 ≤∫ ∞
0 ‖ f (ψ(τ, ψ(T, w)))‖dτ + ε/2 = S(ψ(T, w))+ ε/2 < ε. Thus, for every h > 0,
ψ(T + h, w) ∈ V . Since V is relatively bounded, it follows that ψ∞(w) exists and is
contained in V ⊆ C. It now follows from (ii) that w ∈ C. W is thus a relatively open
neighborhood of z that is contained in C. It follows that z ∈ int C. ��

The following example illustrates the results of this section, and shows that, in gen-
eral, the assertion of lower semicontinuity in Proposition 3.1 cannot be strengthened,
and the converses of statements in Proposition 3.2 do not hold:

Example 3.3 Figure 1 shows the phase portrait of the system (1) with f : R
2 → R

2

given by

f (x) = |(x1 + 2)(W (x)− 0.25)|
(

|W (x)− 0.25|
[−x1

0

]

+ x2

[
x2

−(x1 + 0.5)

])

,

where W : R
2 → R

2 is the function given by W (x) = (x1 + 0.5)2 + x2
2 . The set of

equilibria is the union of the straight line E1 = {x ∈ R
2 : x1 = −2} and the circle

E2 = {x ∈ R
2 : W (x) = 0.25}. The only Lyapunov stable equilibrium is the origin

x = 0. Since every neighborhood of the origin contains unstable equilibria in E2, the
origin is not semistable.

The phase portrait clearly shows that the system is convergent. Consequently, the
functionψ∞ introduced in Sect. 2 is defined everywhere. It can be seen from the phase
portrait that the function ψ∞ is continuous everywhere except at equilibrium points
such as B and C that are unstable, and nonequilibrium points such as D that lie on the

segment I def= {x ∈ R
2 : −2 < x1 < −1, x2 = 0}. In particular, ψ∞ is continuous at
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164 S. P. Bhat, D. S. Bernstein

every initial condition whose solution converges to the Lyapunov stable equilibrium
0, thus illustrating Proposition 2.3. However, ψ∞ is also continuous at points such
as A, whose limits points are unstable equilibria, thus showing that the converse of
Proposition 2.3 does not hold.

It is clear from the phase portrait that every orbit has finite arc length. Consequently,
the arc length function S is defined everywhere. Moreover, S is continuous everywhere
except at equilibrium points such as B and C that are unstable, and nonequilibrium
points such as D that lie on the segment I. Thus C = {0} ∪ {R2\(E1 ∪ E2 ∪ I)}. This
demonstrates that in general, the assertion of lower semicontinuity in Proposition 3.1
cannot be strengthened to continuity. The interior of C is the set R

2\(E1 ∪ E2 ∪ I).
Thus a point such as A lies in int C, while its limit point C in E1 does not even lie in C.
This shows that in general, the converses of statements (ii) and (iii) in Proposition 3.2
do not hold. In contrast, neither the point D nor its limit point lie in C.

Finally, we note that the origin, which is the only Lyapunov stable equilibrium,
is also the only equilibrium at which the arc length function is continuous. We will
explore the relation between continuity of the arc length function and stability in
Sect. 5.

Before proceeding to the next section, we observe that the arc length function S
depends on our choice of the norm. For example, S(x) may not equal the Euclidean
length of the orbit of x ∈ G unless ‖·‖ is the Euclidean norm. The results that we state,
however, hold for any arbitrary choice of the norm. Theoretically, this is only to be
expected since all norms on R

n are equivalent. However, in applications, the freedom
available in choosing the norm can be usefully exploited as examples that we present
in Sect. 6 demonstrate.

4 Arc length and convergence

In this section, we relate arc length to convergence. Specifically, we show that the
system (1) is convergent if every orbit has finite arc length. This fact leads to a
Lyapunov-based sufficient condition for convergence. The results of this section are
based on the following lemma, which implies that if the image of a function of time
has finite arc length, then the function converges asymptotically to a limit. Though
the result appears to be widely known, we could not find a specific reference. Hence,
we provide a proof in the appendix for the sake of completeness.

Lemma 4.1 Let y : [0,∞) → R
n be continuously differentiable. If ẏ is absolutely

integrable on [0,∞), then limt→∞ y(t) exists.

The following corollary is an application of Lemma 4.1 to the solutions of (1):

Corollary 4.2 Suppose x ∈ A. Then limt→∞ ψ(t, x) exists in D. In addition, if Ox

is bounded relative to G, then x ∈ R, that is, A ∩ B ⊆ R.

Proof Denote y = ψ x . Since x ∈ A, it follows that ẏ is absolutely integrable.
Lemma 4.1 now implies that limt→∞ y(t) = limt→∞ ψ(t, x) exists. Next, suppose
x ∈ B so that Ox is bounded relative to G. Then, limt→∞ ψ(t, x) ∈ Ox ⊆ G, and
hence, by definition, x ∈ R. ��
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Arc-length-based Lyapunov tests 165

The following result provides a Lyapunov-based sufficient condition for conver-
gence. The sufficient condition involves an inequality that guarantees finite arc length
of orbits and hence, by Corollary 4.2, convergence.

Theorem 4.3 Suppose there exists a lower semicontinuous function V : G → R such
that V̇ (z) ≤ 0 for all z ∈ G. Let M be the largest invariant set contained in V̇ −1(0)
and suppose there exists a relatively open set U ⊆ G containing M and c ∈ (0,∞)

such that, for every z ∈ U ,

cV̇ (z)+ ‖ f (z)‖ ≤ 0. (2)

Then, for every x ∈ G such that Ox is bounded relative to G, x ∈ A, and limt→∞
ψ(t, x) exists and is contained in G, that is, B ⊆ A ∩ R. In particular, if B = G, then
the system (1) is convergent relative to G.

Proof Let x ∈ B and denote y = ψ x . Let m be the minimum value of the lower
semicontinuous function V on the compact set Ox . Since V ◦ y is nonincreasing,
m = limt→∞ V (y(t)). Since G is locally compact, the hypotheses on V imply that
every relatively bounded solution converges to M [35, Thm. VIII.6.1, c)], [36, Thm.
1]. Thus, there exists T > 0 such that y(t) ∈ U for all t ≥ T . Consequently,
cV̇ (y(t))+‖ f (y(t))‖ ≤ 0 for every t > T . The last inequality implies that the function
g : [0,∞) → R defined by g(t) = ∫ T +t

T ‖ẏ(τ )‖dτ + c[V (y(T + t))− V (ψ(T, x))]
is nonincreasing (see [31, Lem. 5.6], [32, Thm. 2.1]). Since g(0) = 0, for any
given t ∈ [0,∞), we have

∫ T +t
T ‖ f (y(τ ))‖dτ ≤ c[V (ψ(T, x)) − V (y(T + t))] ≤

c[V (ψ(T, x))− m]. It follows from the last inequality that ẏ is absolutely integrable,
that is, x ∈ A. Since x ∈ B was chosen to be arbitrary, it follows that B ⊆ A. Corol-
lary 4.2 now implies that B = B ∩ A ⊆ R. Thus B ⊆ A ∩ R. In particular, if B = G,
then G = R, that is, the system (1) is convergent relative to G. ��

5 Arc length and stability

In this section, we relate properties of the arc length function to stability. More spe-
cifically, we show that if the arc length function is continuous at an equilibrium, then
the equilibrium is Lyapunov stable, while if the arc length function is continuous
in a neighborhood of the equilibrium, then the equilibrium is semistable. This fact
leads to an arc-length-based Lyapunov result for Lyapunov stability, semistability and
asymptotic stability.

The following result, which relates the stability of an equilibrium to the continuity
properties of the arc length function in a neighborhood of the equilibrium, forms the
basis for subsequent results in this section.

Theorem 5.1 The following statements hold:

(i) Every equilibrium in C is Lyapunov stable relative to G.
(ii) Every equilibrium in int C is semistable relative to G.

(iii) Every isolated equilibrium in int C is asymptotically stable relative to G.
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166 S. P. Bhat, D. S. Bernstein

Proof (i) Let x ∈ C be an equilibrium and letUε ⊆ G be a relatively open neighborhood
of x . Choose ε > 0 such that {z ∈ G : ‖z − x‖ < ε} ⊆ Uε. Since x is an equilib-
rium, S(x) = 0. Since S is continuous at x relative to G, there exists a relatively open
neighborhood V ⊆ G of x such that S(z) < ε/2 for every z ∈ V . Let Uδ = {z ∈
V : ‖z − x‖ < ε/2}. Then Uδ is relatively open in G and, for every z ∈ Uδ and
t ≥ 0, ‖ψ(t, z)− x‖ ≤ ‖ψ(t, z)− z‖ + ‖z − x‖ = ‖ ∫ t

0 f (ψ(τ, z))dτ‖ + ‖z − x‖ ≤∫ ∞
0 ‖ f (ψ(τ, z))‖dτ + ‖z − x‖ = S(z)+ ‖z − x‖ < ε, that is, ψ(t, z) ∈ Uε. Hence,

we conclude that x is Lyapunov stable relative to G.
(ii) Let x be an equilibrium in int C. By (i) above, every equilibrium in int C is

Lyapunov stable relative to G. In particular, x is Lyapunov stable relative to G. Let
Uε ⊆ G be a relatively open and relatively bounded neighborhood of x such that Uε ⊂
C. Let Uδ ⊆ G be a relatively open neighborhood of x such thatψt (Uδ) ⊆ Uε for every
t ≥ 0. For every z ∈ Uδ , Oz ⊆ Uε is bounded relative to G. Thus, Uδ ⊆ C∩B ⊆ A∩B.
Hence, Corollary 4.2 implies that ψ∞ is defined on Uδ . By our construction of Uδ , it
follows that ψ∞(z) ∈ Uε ⊂ C for every z ∈ Uδ . It now follows from (i) that, for every
z ∈ Uδ , ψ∞(z) is Lyapunov stable relative to G. Semistability of x now follows.

(iii) The result follows from (ii) above by noting that every isolated equilibrium
that is semistable relative to G is also asymptotically stable relative to G. ��

We note that the proof of (i) of Theorem 5.1 above is a concise version of the argu-
ment used in the proof of Theorem 3 of [22]. Our next result gives arc-length-based
sufficient Lyapunov conditions for Lyapunov stability, semistability, and asymptotic
stability of an equilibrium.

Theorem 5.2 Let x ∈ G, and suppose there exists a continuous function V : V → R

defined on a relatively open neighborhood V ⊆ G of x, and c ∈ (0,∞) such that (2)
is satisfied for every z ∈ V . Then the following statements hold:

(i) If x is a local minimizer of V relative to G, then x ∈ C, and x is a Lyapunov
stable equilibrium relative to G.

(ii) If x and every equilibrium in V is a local minimizer of V relative to G, then
x ∈ int C and x is a semistable equilibrium relative to G.

(iii) If x is a local minimizer of V relative to G and an isolated equilibrium, then
x ∈ int C and x is asymptotically stable relative to G.

Proof (i) Suppose x is a local minimizer of V relative to G. Let U ⊆ V be a rela-
tively open and relatively bounded neighborhood of x such that V (x) ≤ V (z) for all

z ∈ U . Let r
def= minz∈bd U ‖z − x‖, and note that r > 0. Choose a relatively open

neighborhood Uδ ⊆ U such that |V (z)− V (x)| < r/4c and ‖z − x‖ < r/4 for every
z ∈ Uδ .

Consider z ∈ Uδ . Inequality (2) implies that the function g : [0,∞) → R defined

by g(t)
def= ∫ t

0 ‖ f (ψ(τ, z))‖dτ + c[V (ψ(t, z))− V (z)] has a nonpositive upper right
Dini derivative, and hence nonincreasing (see [31, Lem. 5.6], [32, Thm. 2.1]), at every
t ∈ [0,∞) such thatψ(t, z) ∈ U . We claim thatψ(t, z) ∈ U for every t ≥ 0. To arrive
at a contradiction, suppose there exists t ≥ 0 such that ψ(t, z) /∈ U . Then, by the con-
tinuity of ψ , there exists T > 0 such that ψ(T, z) ∈ bd U , and ψ(t, x) ∈ U for every
t ∈ [0, T ). Since g(0) = 0, we have

∫ T
0 ‖ f (ψ(t, z))‖dt ≤ c[V (z)− V (ψ(T, z))] ≤
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Arc-length-based Lyapunov tests 167

c[V (z)− V (x)] < r
4 . Therefore, r ≤ ‖ψ(T, z)− x‖ ≤ ‖ψ(T, z)− z‖ + ‖z − x‖ <

‖ ∫ T
0 f (ψ(t, z))dt‖ + r

4 ≤ ∫ T
0 ‖ f (ψ(t, z))‖dt + r

4 <
r
2 , which is a contradiction.

The contradiction proves that ψ(t, z) ∈ U for every t ≥ 0. It now follows that g
is nonincreasing on [0,∞). Hence, for every t ≥ 0, we have

∫ t
0 ‖ f (ψ(τ, z))‖dτ ≤

c[V (z) − V (ψ(t, z))] ≤ c[V (z) − V (x)]. On letting t → ∞, the last inequality
implies that z ∈ A and S(z) ≤ c[V (z)− V (x)].

Since z ∈ Uδ was chosen arbitrarily, it follows that Uδ ⊆ A, and

0 ≤ S(z) ≤ c[V (z)− V (x)] (3)

for every z ∈ Uδ . In particular, setting z = x in (3) yields S(x) = 0, so that x is an
equilibrium. Also, the inequality (3) implies that limz→x S(z) = 0 = S(x). Thus, S is
continuous at x and x ∈ C. It now follows from (i) of Theorem 5.1 that x is Lyapunov
stable relative to G.

(ii) Suppose x and every equilibrium in V is a local minimizer of V relative to G,
and let Uε be a relatively open neighborhood of x such that Uε ⊆ V . Since G is locally
compact, we may assume that Uε is relatively bounded in G. By (i) x is a Lyapunov
stable equilibrium and contained in C ⊆ int A. Hence, there exists a relatively open
neighborhood Uδ ⊆ G of x such that Uδ ⊆ A and ψt (Uδ) ⊆ Uε for every t ≥ 0.

We claim that Uδ ∈ C. To prove this, consider z ∈ Uδ . Then Oz ⊂ Uε is relatively
bounded in G, while z ∈ A. Hence, by Corollary 4.2, z ∈ R and ψ∞(z) is defined.
By construction, ψ∞(z) is an equilibrium contained in Uε, and hence ψ∞(z) is a local
minimizer of V . By (i), ψ∞(z) ∈ C. By (ii) of Proposition 3.2, z ∈ C. Since z ∈ Uδ
was chosen arbitrarily, it follows that Uδ ⊆ C.

We have shown that Uδ is a relatively open neighborhood of x that is contained in
C. It follows that x ∈ int C. The result now follows from (ii) of Theorem 5.1.

(iii) Suppose x is a local minimizer of V relative to G and an isolated equilibrium.
Semistability follows from (ii) above. The result then follows by noting that an isolated
semistable equilibrium is asymptotically stable. ��

The arc-length-based results of this section and the previous section depend on
integrability of ‖ f (·)‖ along the trajectories and the continuity properties of the cor-
responding integral, namely, arc length. We briefly mention previous work in which
stability is related to properties of integrals computed along the solution.

Reference [37] explores connections between integrability, asymptotic behavior,
and stability in a more general situation in which (1) is equipped with an output func-
tion h : R

n → R. The main result of [37] is the integral invariance principle (Theorem
1.2 in [37]) which states that if x ∈ R

n has a bounded orbit and the function h ◦ ψ x

is in L p for some p > 0, then the positive limit set of x is contained in the largest
invariant subset of the zero-level set of h. Reference [37] further shows that, under
the additional assumption of zero-state observability, the continuous dependence of
the p-norm of h ◦ψ x on x implies local asymptotic stability of the zero state. Letting
h(x) = ‖ f (x)‖ and p = 1, the integral-invariance principle implies that if the orbit
of x ∈ R

n has finite arc length (and is thus bounded), then the positive limit set of x
is contained in the set of equilibria E . For this special choice of the output function h,
zero-state observability implies that the zero state is the unique equilibrium.
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168 S. P. Bhat, D. S. Bernstein

Reference [38] gives integral characterizations for uniform asymptotic stability of
a set. We believe that an integral version of (2) along with the results of [38] yields
asymptotic stability of the set of equilibrium E , in the case where E is compact.

The results of [37,38] thus yield conclusions on the attractivity and stability of
the set of equilibria. On the other hand, our results yield conclusions on convergence
of trajectories and semistability of individual equilibria that are not necessarily iso-
lated. As illustrated in [3], stability of the set of equilibria implies neither convergence
of individual trajectories to limit points, nor stability of individual equilibria. Thus,
in spite of the connections outlined in the paragraphs above, we emphasize that our
results are independent of the results of [37,38].

Finally, it is interesting to compare (i) and (iii) of Theorem 5.2 with the theorems
of Lyapunov for Lyapunov stability and asymptotic stability, respectively. Lyapunov’s
theorems require the Lyapunov function to be positive definite at the equilibrium, that
is, the Lyapunov function is required to have a local strict minimizer at the equilibrium.
On the other hand, (i) and (iii) of Theorem 5.2 require the Lyapunov function to have a
local nonstrict minimizer at the equilibrium and satisfy the inequality (2). This feature
makes it possible to apply the same Lyapunov function to analyze the stability of more
than one equilibrium and makes our results especially suited for stability analysis of
systems having a continuum of equilibria, as we illustrate in the next section.

6 Application examples

In this section, we present three examples to illustrate possible applications of our
results. The first example involves a system considered in [3], the second involves a
system of three interacting agents, while the third example considers a chemical reac-
tion network. All three examples involve systems having a continuum of equilibria.

6.1 An example from [3]

Consider the system ẏ(t) = f (y(t)), where f : R
2 → R

2 is the continuous vector
field given by

f (x) = sign(x2
1 + x2

2 − 1)|x2
1 + x2

2 − 1|α fr (x)

+ sign(x2
1 + x2

2 − 1)|x2
1 + x2

2 − 1|β fθ (x), (4)

with α, β ≥ 1 and the vector fields fr and fθ given by

fr (x) =
[−x1

−x2

]

, fθ (x) =
[

x2
−x1

]

. (5)

The vector fields fr and fθ point in the radial and circumferential directions, respec-
tively, and thus the parameters α and β determine the rates at which solutions move in
these directions, respectively. This can be seen more clearly by rewriting (4) in terms

of polar coordinates r =
√

x2
1 + x2

2 and θ = tan−1(x2/x1) as
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ṙ = −rsign(r2 − 1)|r2 − 1|α, (6)

θ̇ = −sign(r2 − 1)|r2 − 1|β. (7)

It can be seen from Eqs. (6) and (7) that the set of equilibria E = f −1(0) consists of
the origin x = 0 and the unit circle S1 = {x ∈ R

2 : x2
1 + x2

2 = 1}. As phase portraits
given in [3] show, all solutions of the system starting from nonzero initial conditions
y(0) that are not on the unit circle approach the unit circle. Solutions starting outside
the unit circle spiral in clockwise toward the unit circle while solutions starting inside
the unit circle spiral out counterclockwise. Consequently, all solutions are bounded
and, for every choice of α and β, all solutions converge to the set of equilibria. How-
ever, it has been shown in [3] that in the case where α ≥ β + 1, the trajectories that
converge to the unit circle spiral around an infinite number of times, and the system
is not convergent.

It was shown in [3] that the system is convergent and all nonzero equilibria are
semistable in the case α ≤ β. However, the results of [3] were not applicable in the
case β < α < β+1. In this example, we use Theorem 4.3 to show that the conclusions
of [3] hold for the larger parameter range α < β + 1.

Supposeα < β+1. Let γ = min{α, β} and δ = max{α, β}. Consider the Lyapunov

function V (x) = (γ +1−α)−1|
√

x2
1 + x2

2 −1|γ+1−α . Since α−β < 1, it follows that
γ + 1 − α > 0, and hence V is continuous. With a slight abuse of notation, we write
V (x) = (γ+1−α)−1|r−1|γ+1−α and compute the derivative of V along the solutions
of (6)–(7) as V̇ (x) = −r(r + 1)α|r − 1|γ , which is seen to take nonpositive values
everywhere. Moreover, the set V̇ −1(0) consists solely of equilibrium points and is thus
invariant. We next compute ‖ f (x)‖ =

√
ṙ2 + r2θ̇2 = r

√|r2 − 1|2α + |r2 − 1|2β =
r |r2 − 1|γ√

1 + |r2 − 1|2(δ−γ ) = r(r + 1)γ |r − 1|γ√
1 + |r2 − 1|2(δ−γ ). Consider

the open neighborhood U def= {x ∈ R
2 : x2

1 + x2
2 < 2} of V̇ −1(0). For every x ∈ U ,

we have V̇ (x) ≤ −r |r − 1|γ , while ‖ f (x)‖ ≤ √
2(1 + √

2)γ r |r − 1|γ . Thus every
x ∈ U satisfies (2) for c = √

2(1 + √
2)γ . Since it was shown in [3] that all orbits

of the system are bounded, Theorem 4.3 implies that the system is convergent with
respect to G = R

2 in the case α < β+1. Every nonzero equilibrium of the system lies
on the unit circle and is easily seen to be a local minimizer of the function V . Since
the open set U contains all nonzero equilibria, (ii) of Theorem 5.2 implies that every
nonzero equilibrium of the system is semistable in the case α < β + 1.

6.2 A consensus example

Consider the system on R
3 described by the equations

ẋ1 = c21σ(x2 − x1)+ c31σ(x3 − x1), (8)

ẋ2 = c32σ(x3 − x2)+ c12σ(x1 − x2), (9)

ẋ3 = c13σ(x1 − x3)+ c23σ(x2 − x3), (10)

where σ : R → R is a continuous function.
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Equations (8)–(10) represent the collective dynamics of a group of three agents
which interact by exchanging information. The states of the agents are described by
the scalar variables x1, x2 and x3. The coefficients {ci j : i, j ∈ {1, 2, 3}, i �= j}
appearing in (8)–(10) represent the topology of the information exchange between the
agents. More specifically, given distinct i, j ∈ {1, 2, 3}, the coefficient ci j is 1 if the
agent j receives information from the agent i , and zero otherwise. The communica-
tion topology between the agents can be represented by a graph G having three nodes
such that G has a directed edge from node i to node j if and only if the agent j can
receive information from agent i . It is clear that the coefficients ci j are elements of
the adjacency matrix of the graph G. We assume the communication topology to be
fixed, so that the coefficients ci j are constant.

In this example, we will use results from the previous sections to analyze the col-
lective behavior represented by (8)–(10). More specifically, we are interested in the
consensus behavior of the agents. For this purpose, we make the assumption that the
function σ is strictly increasing and satisfies σ(−a) = −σ(a) for all a ∈ R.

Recall that the directed communication graph G is weakly connected if the underly-
ing undirected graph is connected. In the case of three agents, the weak connectedness
of G is equivalent to the assumption that every agent receives information from, or
delivers information to, at least one other agent. The graph G is said to have a directed
spanning tree if there exists a node i such that, for every other node j �= i , there exists
a directed path from i to j . We will use the results of this paper to show that, under
our assumptions on σ , the following statements hold:

Claim 1: If the communication graph G is weakly connected, then every trajectory
of the system (8)–(10) converges to an equilibrium.

Claim 2: If the communication graph G has a directed spanning tree, then every
trajectory of the system (8)–(10) converges to a semistable consensus state.

First, we claim that every orbit of (8)–(10) is bounded, that is, B = R
3. To prove our

claim, consider the function U : R
3 → R defined by U (x)

def= max{|x1|, |x2|, |x3|}.
The function U is clearly proper and positive definite. Consider x ∈ R

3. Without
loss of generality, assume U (x) = |x1|. Then, either x1 ≥ max{0, x2, x3} or x1 ≤
min{0, x2, x3}. In the first case, (8) implies that ẋ1 ≤ 0, while in the second case
(8) implies that ẋ1 ≥ 0. Using similar arguments for the cases U (x) = |x2| and
U (x) = |x3|, we conclude that U decreases along the trajectories of (8)–(10). Since
U is proper, it follows that B = R

3.
To apply our results, define the Lipschitz function V : R

3 → R by

V (x) = max
i, j

|xi − x j | + max{|xi − x j | : i �= j, ci j + c ji > 0}, (11)

and let f : R
3 → R

3 denote the right-hand side of (8)–(10). The first term on the
right-hand side of (11) is the maximum pairwise separation between the agents, while
the second term is the maximum pairwise separation between communicating pairs
of agents, where the communication may be uni-directional or bidirectional.

To prove Claim 1, assume that the graph G is weakly connected. We claim that
V̇ (x) + ‖ f (x)‖∞ ≤ 0 for every x ∈ R

3, where ‖ · ‖∞ denotes the ∞-norm on R
3
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defined by ‖u‖∞ = max{|u1|, |u2|, |u3|}. Since V −1(0) = {x : x1 = x2 = x3} =
f −1(0), our claim holds for all x ∈ R

3 satisfying x1 = x2 = x3.
Next, consider x ∈ R

3 having all distinct components. By relabeling if necessary,
we may assume that x1 < x2 < x3, so that f1(x) ≥ 0 while f3(x) ≤ 0. In addition,
assume that x2 − x1 �= x3 − x2. There exists a connected open neighborhood U of x
such that z1 < z2 < z3 and z2 − z1 �= z3 − z2 for all z ∈ U .

First, consider the case c13 + c31 > 0. Then V (z) = 2(z3 − z1) for all z ∈ U . Con-
sequently, V is differentiable on U . This allows us to compute the upper right Dini
derivative of V at x along f as V̇ (x) = 2( f3(x)− f1(x)). Hence, V̇ (x)+ | f1(x)| =
2 f3(x)− f1(x) ≤ 0, and V̇ (x)+ | f3(x)| = f3(x)− 2 f1(x) ≤ 0. Our assumptions on
σ and x imply that | f2(x)| ≤ c12σ(x2 − x1)+c32σ(x3 − x2) ≤ (c12 +c32)σ (x3 − x1),
so that V̇ (x) + | f2(x)| ≤ 2 f3(x) − 2 f1(x) + (c12 + c32)σ (x3 − x1) = [−2(c13 +
c31)+ c12 + c32]σ(x3 − x1)+ 2c23σ(x2 − x3)− 2c21σ(x2 − x1), which is nonpos-
itive since c13 + c31 ≥ 1. Thus we conclude that, in the case where c13 + c31 > 0,
V̇ (x)+ ‖ f (x)‖∞ ≤ 0.

Next, consider the case c13 +c31 = 0. The assumption of weak connectedness on G
implies that c12 + c21 ≥ 1 and c23 + c32 ≥ 1. First, assume x2 − x1 > x3 − x2. Then,
as a consequence of our assumptions on σ , we have f2(x) − f1(x) = c12σ(x1 −
x2) + c32σ(x3 − x2) − c21σ(x2 − x1) ≤ (c32 − c12 − c21)σ (x2 − x1), which is
nonpositive since c12 + c21 ≥ 1. Also, z2 − z1 > z3 − z2 for every z ∈ U . Hence
V (z) = (z3 − z1)+ (z2 − z1) for every z ∈ U . The function V is thus differentiable
on U , and we can easily compute V̇ (x) = f3(x) + f2(x) − 2 f1(x). We compute
V̇ (x) − f2(x) = f3(x) − 2 f1(x) ≤ 0. Next, V̇ (x) + f2(x) = f3(x) + 2 f2(x) −
2 f1(x) ≤ 0 by our computation above. We have thus shown that V̇ (x)+ | f2(x)| ≤ 0.
Next, V̇ (x) + | f1(x)| = f3(x) + f2(x) − f1(x) ≤ 0. Finally, V̇ (x) + | f3(x)| =
f2(x) − 2 f1(x) ≤ f2(x) − f1(x) ≤ 0. We conclude that V̇ (x) + ‖ f (x)‖∞ ≤ 0.
Analogous arguments can be used to show that V̇ (x) + ‖ f (x)‖∞ ≤ 0 also holds if
x2 − x1 < x3 − x2.

We have thus far shown that the inequality V̇ (x) + ‖ f (x)‖∞ ≤ 0 holds for every
x in the set Q = {x : maxi xi > mini xi , x j − mini xi �= maxi xi − x j , j = 1, 2, 3}
which is open and dense in R

3. Note that the function V is the pointwise maxi-
mum of a finite collection {V1, . . . , Vr } of distinct functions, where each Vm is a
linear functions of the form x �→ (xi − x j ) + (xk − xl). For each x ∈ R

3, denote
I(x) = {i : Vi (x) = V (x)}, and note that I(x) is a singleton for each x ∈ Q.
Then, for each x ∈ R

3, V̇ (x) = maxk∈I(x) V̇k(x) (see page 38 of [39]). Consider
x ∈ R

3\Q, and choose ε > 0. Suppose k ∈ I(x) is such that V̇ (x) = V̇k(x).
Since Vk is continuously differentiable and Q is dense, there exists z ∈ Q such that∣
∣[V̇k(z)+ ‖ f (z)‖∞] − [V̇k(x)+ ‖ f (x)‖∞]∣∣ < ε. We may further choose z such that
I(z) = {k}. Then V̇ (z) = V̇k(z). We therefore conclude that V̇ (x) + ‖ f (x)‖∞ =
V̇k(x)+‖ f (x)‖∞ ≤ V̇k(z)+‖ f (z)‖∞ + ε = V̇ (z)+‖ f (z)‖∞ + ε ≤ ε. Since ε > 0
was chosen arbitrarily, we conclude that V̇ (x)+‖ f (x)‖∞ ≤ 0 also holds for all x /∈ Q.

Since the inequality (2) is satisfied everywhere with c = 1 and ‖ · ‖ = ‖ · ‖∞,
it follows that V̇ −1(0) = f −1(0) = E . Since B = R

3, Theorem 4.3 implies that
R = A = R

3, that is, the system (8)–(10) is convergent relative to R
3 and all orbits

have finite arc length. This proves Claim 1.
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To prove Claim 2, assume that the graph G has a directed spanning tree. We claim
that the set of equilibria E of the system (8)–(10) is the set of consensus states {x ∈
R

3 : x1 = x2 = x3}. Our assumptions on σ readily imply that if x ∈ R
3 satis-

fies x1 = x2 = x3, then x ∈ E . To complete the proof of our claim, let x ∈ E .
By relabeling the components if necessary, we may assume that x1 = mini xi and
x3 = maxi xi , so that x1 ≤ x2 ≤ x3. To arrive at a contradiction, suppose x1 < x2.
Then, σ(x3 − x1) ≥ σ(x2 − x1) > 0. Since x ∈ E , we conclude from (8) that
c31 = c21 = 0. Since both terms on the right-hand side of (10) are nonpositive
and σ(x1 − x3) < 0, x ∈ E implies that c13 = 0. Since the existence of a span-
ning tree implies weak connectedness of the graph G, it follows that c12 = 1. How-
ever, the right-hand side of (9) has to be zero. Hence, it follows that c32 = 1 and
σ(x3 − x2) = −σ(x1 − x2) �= 0. Now x ∈ E immediately implies that, in (10),
c23 = 0. Our conclusions thus far on the coefficients ci j contradict our assumption
that the communication graph has a directed spanning tree. The contradiction implies
that x1 = x2. Using similar arguments starting from the assumption x2 < x3 shows
that x2 = x3. Thus, E = {x ∈ R

3 : x1 = x2 = x3}.
Since E = V −1(0) and V takes only nonnegative values, it follows that every equi-

librium point of (8)–(10) is a local minimizer of V . Hence, (ii) of Theorem 5.2 implies
that every equilibrium point of (8)–(10) is semistable. In summary, every trajectory of
(8)–(10) converges to a consensus state, and every consensus state is semistable. This
proves Claim 2.

Before proceeding to the next example, we remark that our proof of convergence
in this example required us to show that the inequality (2) was satisfied. A simpler
alternative would be to check the sufficient condition for convergence provided by
Theorem 2.3 of [19], which requires us to verify that the Jacobian of the right-hand
side of (8)–(10) has two eigenvalues with nonzero real parts at every equilibrium.
Note, however, that the results of [19] may not always be applicable to this example

under our assumptions on the function σ . For instance, if σ(a − b) = (a − b)
1
3 , then

the Jacobian of the right-hand side of (8)–(10) is undefined at all equilibrium points,
while if σ(a − b) = (a − b)3, then the Jacobian is zero at all equilibrium points. In
both cases, the results of [19] do not apply.

6.3 An example from chemical kinetics

In the Michaelis–Menten chemical reaction, a substrate S is converted into a product
P through an intermediate complex C in the presence of an enzyme E. The reaction is
depicted as

S + E
k1�
k2

C
k3→ P + E,

where ki > 0, i = 1, 2, 3, are chemical rate constants. In this example, we use
Theorems 4.3 and 5.2 to show that the concentrations of species S, P, C, and E in this
chemical reaction converge to equilibrium values.

Letting y1(t), y2(t), y3(t), and y4(t) denote the instantaneous nonnegative concen-
trations of the species S, C, E, and P, respectively, the law of mass action kinetics
yields [4,7]
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ẏ(t) = y2(t)v1 + y1(t)y3(t)v2, (12)

where v1 = [
k2 −(k2 + k3) k2 + k3 k3

]T and v2 = [−k1 k1 −k1 0
]T. Equation (12)

is of the form (1), where f : R
4 → R

4 is given by f (x) = x2v1 + x1x3v2.
The nonnegative orthant G = {x ∈ R

4 : xi ≥ 0, i = 1, . . . , 4} is positively invari-
ant under the dynamics (12) [7]. Since the vectors v1 and v2 are linearly independent,
it is easy to see that the set of equilibrium concentrations in G is E = E1 ∪ E2, where
E1 = {x ∈ G : x1 = 0, x2 = 0, x3 > 0} and E2 = {x ∈ G : x1 ≥ 0, x2 = 0, x3 = 0}.

It is easy to verify that the function U : G → R given by U (x) = x1 +2x2 +x3 +x4
is proper and satisfies U̇ ≡ 0. It follows that every orbit in G is relatively bounded in
G (see, for instance, [3, Cor. 3.1]).

Choose α ∈ (1, 1 + (k3/k2)), and define V : G → R by V (x) = αx1 + x2. Then,
V (x) ≥ 0 for every x ∈ G and V −1(0) = E1. Thus, every point in E1 is a local
minimizer of V relative to G. Since V̇ : G → R is given by V̇ (x) = [αk2 − (k2 +
k3)]x2 + k1(1 − α)x1x3, it follows that V̇ −1(0) = E and V̇ (x) ≤ 0 for every x ∈ G.

Let P ∈ R
4×4 be given by P

def= [v1 v2 e3 e4], where e3 and e4 are the third and
fourth columns, respectively, of the 4 × 4 identity matrix. Note that P is invertible.

Next, define D ∈ R
4×4 to be the diagonal matrix D

def= diag(k2 + k3 − αk2, (α −
1)k1, 1, 1). Finally, define a norm on R

4 by ‖x‖ = ‖D P−1x‖1, x ∈ R
4, where ‖ · ‖1

denotes the 1-norm on R
4. It is easy to check that ‖ f (x)‖ = (k2 + k3 − αk2)x2 +

(α − 1)k1x1x3 for all x ∈ G. Consequently, V̇ (x)+ ‖ f (x)‖ = 0 for all x ∈ G. Thus,
(2) is satisfied with c = 1. It now follows from Theorem 4.3 that every orbit of the
system (12) has finite arc length, and the system (12) is convergent relative to the
nonnegative orthant. Next, every equilibrium in E1 is a local minimizer of V relative
to the nonnegative orthant. Moreover, every x ∈ E1 has a neighborhood V such that
V ∩ E ⊆ E1, so that every equilibrium in V is a local minimizer of V relative to the
nonnegative orthant. Hence, it follows from (i) and (ii) of Theorem 5.2 that every
equilibrium in E1 is Lyapunov stable relative to the nonnegative orthant while every
equilibrium in E1 is semistable relative to the nonnegative orthant.

7 Converse arc length results

In this section, we explore to what extent the converses of the arc-length-based results
presented in the previous two sections hold.

7.1 Converse results for convergence

In this subsection, we present a partial converse to Theorem 4.3. Recall that Theo-
rem 4.3 depends on Corollary 4.2, which in turn is based on Lemma 4.1. In general,
the converse of Lemma 4.1 does not hold. Consequently, the converse of Corollary 4.2
does not hold in general as the following counterexample shows.

Example 7.1 Consider the system (1) with f : R
2 → R

2 given by f (x) =√
x2

1 + x2
2 fr (x) + fθ (x), where the vector fields fr and fθ are given by (5). In this
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Fig. 2 Convergent trajectories
with infinite arc length

case, the system (1) has a unique equilibrium at x = 0. By considering the Lyapunov
function V (x) = x2

1 +x2
2 and computing V̇ (x) = −2(x2

1 +x2
2 )

3/2, it can be easily ver-
ified that the equilibrium x = 0 is globally asymptotically stable. Hence, the system

(1) is convergent relative to G def= R
2.

It is convenient to introduce the function r : R
2 → R given by r(x) =

√
x2

1 + x2
2 .

Then, for every x ∈ R
2, ṙ(x) = −(r(x))2. This differential equation for r can be

easily integrated to yield r(ψ(t, x)) = r(x)/(1 + r(x)t) for every x ∈ R
2 and t ≥ 0.

It is easy to verify that, for every x ∈ R
2, ‖ f (x)‖2 = r(x)

√
1 + (r(x))2 ≥ r(x),

where ‖ · ‖2 is the Euclidean norm on R
2. Hence, for every t ≥ 0 and x ∈ R

2, we
have

∫ t
0 ‖ f (ψ(τ, x))‖2dτ ≥ ∫ t

0 r(ψ(τ, x))dτ = ln(1 + r(x)t). Clearly, the integral
∫ t

0 ‖ f (ψ(τ, x)‖dτ is unbounded in t for every x ∈ R
2. Thus, the system considered

in this example is convergent, yet the orbit of every nonequilibrium point has infinite
arc length. Figure 2 depicts the phase portrait of this system.

Intuitively, we expect that a convergent trajectory that does not curl up upon itself
like the trajectories depicted in Fig. 2, will necessarily have finite arc length. Our
next result provides a partial converse to Lemma 4.1 by formalizing this idea. The
condition that a trajectory should not curl up upon itself is formalized in terms of
the set of limit points of the unit tangent vector to the trajectory as time diverges to
infinity. The proof requires a result which is stated and proved as Lemma A.1 in the
appendix. Before stating the next result, we recall relevant definitions and introduce
the necessary notation.

We recall that a set K ⊆ G is connected if and only if every pair of relatively open
sets Ui ⊆ G, i = 1, 2, satisfying K ⊆ U1 ∪ U2 and Ui ∩ K �= ∅, i = 1, 2, have a
nonempty intersection. Also, a connected component of the set K ⊆ G is a connected
subset of K that is not properly contained in any connected subset of K.

Given a set K ⊆ R
n , let co K denote the union of the convex hulls of the connected

components of K. Given K ⊆ R
n and x ∈ R

n , we denote dist(x,K) = inf y∈K ‖x−y‖.
Finally, let Sn−1 = {x ∈ R

n : ‖x‖ = 1} denote the unit sphere in R
n .

123

 Author's personal copy 



Arc-length-based Lyapunov tests 175

Lemma 7.2 Let y : [0,∞) → R
n be a continuously differentiable function such that

ẏ(t) �= 0 for all t ≥ 0. Let L denote the set of all subsequential limits of sequences

of the form
{

1
‖ẏ(ti )‖ ẏ(ti )

}
, where {ti } is a divergent sequence in [0,∞). Suppose

0 /∈ co L. If y([0,∞)) is bounded, then ẏ is absolutely integrable and limt→∞ y(t)
exists.

Proof By Lemma A.1 of the appendix, L is connected and compact. Hence, co L is the

convex hull of L and, by compactness of L, is closed. Therefore, r
def= dist(0, co L) >

0. Let U def= {v ∈ R
n : dist(v, co L) < r/2}. It is easy to verify that U is convex

and does not contain 0. The Hahn–Banach separation theorem [40, Thm. 4.6.3] now
implies that there exists p ∈ R

n and δ > 0 such that ‖p‖ = 1 and, for every u ∈ U ,
pTu ≥ δ. Let M = max{pTu : u ∈ R

n, ‖u‖ = 1},1 so that pTu ≤ M‖u‖ for every
u ∈ R

n .
For every t ∈ [0,∞), denote g(t) = 1

‖ẏ(t)‖ ẏ(t). Since U is an open neighborhood
of L, by Lemma A.1, there exists T1 > 0 such that g(t) ∈ U for every t > T1.
It follows that pTg(t) ≥ δ for every t > T1. Now, suppose y([0,∞)) is bounded,
and let N > 0 be such that ‖y(t) − y(0)‖ < N for every t ≥ 0. Then, for every
t ≥ T1, it follows that M N > M‖y(t)− y(0)‖ ≥ pT[y(t)− y(0)] = ∫ t

0 pT ẏ(τ )dτ =
∫ T1

0 pT ẏ(τ )+ ∫ t
T1

pTg(τ )‖ẏ(τ )‖dτ ≥ ∫ T1
0 pT ẏ(τ )+ δ

∫ t
T1

‖ẏ(τ )‖dτ .

The arguments above show that the increasing function t �→ ∫ t
0 ‖ẏ(τ )‖dτ is

bounded above. It follows that ẏ is absolutely integrable. Lemma 4.1 now implies
that limt→∞ y(t) exists. ��

The next result follows as a corollary of Lemma 7.2, and is a partial converse to
Corollary 4.2. To state the result, we will need to consider the limiting direction set of
a vector field introduced in [3].

Let x ∈ G\int E . Then, a vector v ∈ Sn−1 is a limiting direction of f at x relative to G
if there exists a sequence {xi } in G\E such that xi → x and limi→∞ 1

‖ f (xi )‖ f (xi ) = v.
The limiting direction set Lx of f at x relative to G is the set of all limiting directions
of f at x relative to G. Clearly, Lx is nonempty and compact. Moreover, for every
ε > 0, there exists a relatively open neighborhood Uε ⊆ G of x such that, for every

z ∈ Uε\E , dist
(

1
‖ f (z)‖ f (z),Lx

)
< ε.

Corollary 7.3 Suppose 0 �∈ co Lz for every z ∈ E\int E . Then, R = A ∩ B, that is,
a trajectory of (1) converges to a limit in G if and only if its orbit is bounded relative
to G and has finite arc length.

Proof Consider x ∈ R, and let y = ψ x .
First suppose there exists t ≥ 0 such that ẏ(t) = 0. Then, y(t) is an equilibrium

and hence ẏ(t + h) = 0 for every h > 0. Consequently, S(x) is defined and hence
x ∈ A.

Next suppose that ẏ(t) �= 0 for every t ≥ 0, and let L denote the set of all sub-

sequential limits of sequences of the form
{

1
‖ẏ(ti )‖ ẏ(ti )

}
, where {ti } is a divergent

1 Note that M = ‖p‖ if ‖ · ‖ is the Euclidean norm.
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sequence in [0,∞). Let z = ψ∞(x), so that z ∈ E . Since ẏ(t) �= 0 for all t ≥ 0, it
follows that z /∈ int E , and hence 0 �∈ co Lz . Since y satisfies (1), L is contained in
Lz , so that co L ⊆ co Lz . We conclude that 0 /∈ co L. It now follows from Lemma 7.2
that S(x) = ∫ ∞

0 ‖ẏ(τ )‖dτ exists and x ∈ A. Since x ∈ R was chosen to be arbitrary,
it follows that R, which is contained in B, is also contained in A, that is, R ⊆ A ∩ B.
The reverse inclusion follows from Corollary 4.2. ��

It is interesting to revisit Example 7.1 in light of Corollary 7.3.
Example 7.1 revisited. All trajectories of the system considered in Example 7.1

converge to the origin. However, every nontrivial orbit of the system has infinite arc
length. In this case, Corollary 7.3 implies that at least one connected component of
the limiting direction set at the origin contains 0 in its convex hull. We will next verify
that this is indeed the case.

Writing x1 = r cos θ and x2 = r sin θ yields

‖ f (x)‖−1 f (x) = − r√
1 + r2

[
cos θ
sin θ

]

+ 1√
1 + r2

[
sin θ

− cos θ

]

for the system considered in Example 7.1. It follows that every limit point of
‖ f (x)‖−1 f (x) as x → 0 is of the form [sin α,− cosα]T, where α ∈ R. Conversely,
for every α ∈ R, the sequence {xk} given by xk = [k−1 cosα, k−1 sin α]T is such that
xk → 0 and ‖ f (xk)‖−1 f (xk) → [sin α,− cosα]T as k → ∞. It follows that the
limiting direction set L0 at the origin is the unit circle S1. Since S1 is connected, co L0
is simply the convex hull of S1, which contains 0.

The following theorem provides a partial converse to Theorem 4.3:

Theorem 7.4 Suppose 0 �∈ co Lz for every z ∈ E . If (1) is convergent relative to
G, then there exists a lower semicontinuous function V : G → [0,∞) such that the
inequality (2) holds on G with c = 1.

Proof Suppose (1) is convergent relative to G, that is, G = R. By Corollary 7.3,
G = R ⊆ A ⊆ G, that is, G = A. Letting V : G → [0,∞) be given by V (x) = S(x),
it follows from Proposition 3.1 that V is lower semicontinuous on G and V̇ (x) =
−‖ f (x)‖ for every x ∈ G. Thus, the inequality (2) is satisfied on G with c = 1. ��

7.2 Converse results for stability

In general, the converses of the statements (i), (ii) and (iii) in Theorem 5.1 do not hold.
For instance, the system considered in Example 7.1 had an asymptotically stable equi-
librium such that the arc length function was undefined at every point other than the
equilibrium. The following example demonstrates a semistable equilibrium such that
the arc length function is defined everywhere on a neighborhood of the equilibrium
and yet unbounded on every neighborhood of the equilibrium:
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Example 7.5 Let g : [0,∞)× R → [0,∞) be the continuous function given by

g(a, b) = b2, a ≤ b,

= 1 + (b2 − 1)(b − a + 1), b ≤ a < b + 1,

= 1, a ≥ b + 1.

For each b ∈ R, the function a �→ g(a, b) is globally bounded and piecewise linear.
Hence, for each b ∈ R, the function a �→ [g(a, b)]−1 is integrable on every com-
pact interval of [0,∞) and the function a �→ ∫ a

0 [g(τ, b)]−1dτ is continuous. Also,
g(a, b) ≥ 0 for every (a, b) ∈ [0,∞)×R, with equality if and only if (a, b) = (0, 0).

Let r : R
3 → [0,∞) be the function defined by r(x) =

√
x2

1 + x2
2 . By the Urysohn

lemma [41, Thm. 4.3.1], there exists a continuous function h : R
3 → [0, 1] such that

h(x) = 0 for every x ∈ R
3 satisfying r(x) ≥ x3 + 1, and h(x) = 1 for every x ∈ R

3

satisfying r(x) ≤ x3. Consider the system (1), where f : R
3 → R

3 is given by

f (x) = g(r(x), x3)

⎡

⎣
−x1
−x2

0

⎤

⎦ − h(x)

⎡

⎣
x2

−x1
0

⎤

⎦ . (13)

Letting ‖ · ‖ denote the Euclidean norm on R
3, it follows that

‖ f (x)‖ = r(x)
√
(g(r(x), x3))2 + (h(x))2,

which implies that the set of equilibria is E = {x ∈ R
3 : r(x) = 0}.

For every x ∈ R
3, let Gx denote the set {z ∈ R

3 : z3 = x3}. It is easy to show that,
for every x ∈ R

3, Gx is positively invariant. Since the function r is proper relative
to Gx and ṙ(x) = −r(x)g(r(x), x3) ≤ 0 for every x ∈ R

3, it follows that, for every
x ∈ R

3, every orbit in Gx is bounded relative to Gx .
We claim that Gx ⊆ A for every x ∈ R

3. To prove this, consider the continuous
function V : R

3 → R given by V (x) = ∫ r(x)
0 [g(τ, x3)]−1dτ . The derivative of V

along the solutions of (1) is given by V̇ (x) = −r(x), so that V̇ −1(0) = E . Consider
x ∈ R

3, and let M = max{1, x2
3 }. Then, g(r(z), z3) ≤ M for every z ∈ Gx . Hence,

for every z ∈ Gx , ‖ f (z)‖ = r(z)
√
(g(r(z), x3))2 + (h(z))2 ≤ −V̇ (z)

√
M2 + 1. The-

orem 4.3 now applies with c = √
M2 + 1 and G = U = Gx . Hence, Theorem 4.3

implies that Gx ⊆ A.
Since Gx ⊆ A ∩ B for every x ∈ R

3 and since R
3 = ∪x∈R3Gx , it follows from

Corollary 4.2 that R
3 = R, that is, the system (1) is convergent relative to R

3.
Next we claim that every equilibrium of the system (1) is Lyapunov stable rel-

ative to R
3. To see this, consider x ∈ E , and let Vx : R

3 → R be the function
Vx (z) = (r(z))2 + (z3 − x3)

2. Then, Vx is positive definite at x while V̇x (z) =
−2(r(z))2g(r(z), z3) is negative semidefinite at x . Hence it follows that x is Lyapu-
nov stable. Thus, every solution of (1) converges to a Lyapunov stable equilibrium
and the system (1) is semistable. In particular, 0 is semistable relative to R

3.
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Next consider x ∈ R
3 satisfying r(x) ≤ x3 and x3 > 0. Since every z ∈ R

3

satisfying r(z) ≤ z3 satisfies h(z) = 1, g(r(z), z3) = z2
3 and ṙ(z) = −z2

3r(z) ≤ 0,
it follows that ψ(t, x) ∈ {z ∈ R

3 : r(z) ≤ z3} for every t ≥ 0. In addition, (13)
implies that ψ(t, x) ∈ {z ∈ R

3 : z3 = x3} for all t ≥ 0. Hence, for every t ≥ 0,
ṙ(ψ(t, x)) = −r(ψ(t, x))x2

3 , so that r(ψ(t, x)) = e−x2
3 t r(x) for every t ≥ 0. There-

fore, for every t ≥ 0, ‖ f (ψ(t, x))‖ = e−x2
3 t r(x)

√
1 + x4

3 . It is easy to evaluate

S(x) = r(x)
√

1 + x4
3/x2

3 .

Now consider the sequence {xk}, where, for each k =1, 2, . . . , xk = [k−1, 0, k−1]T.
For each k, xk ∈ {z ∈ R

3 : r(z) ≤ z3}. Hence, S(xk) = k
√

1 + k−4. It is easy to
see that xk → 0 while S(xk) → ∞ as k → ∞. Thus, the origin is a semistable
equilibrium contained in the interior of the set A, and a point of discontinuity of the
arc length function. This demonstrates that the converse of Theorem 5.1 does not hold
in general.

While Example 7.5 demonstrates that the converse of Theorem 5.1 does not hold
in general, the following result shows that the converse does hold in the case where
no connected component of the limiting direction set at the equilibrium contains 0 in
its convex hull.

Theorem 7.6 Let x ∈ E\int E and suppose 0 /∈ co Lx . Then the following hold:

(i) If x is Lyapunov stable relative to G, then x ∈ C.
(ii) If x is semistable relative to G, then x ∈ int C.

Proof (i) Suppose x is Lyapunov stable relative to G. By Lemma A.2 from the appen-
dix, there exists a bounded open neighborhood U ⊆ R

n of Lx such that 0 /∈ co U .
Denote r1 = inf{‖w‖ : w ∈ co U} so that r1 > 0.

Choose ε > 0 and let Vε ⊆ G be a relatively open neighborhood of x such that
‖ f (z)‖−1 f (z) ∈ U for every z ∈ Vε\E and ‖z − x‖ < r1ε/2 for every z ∈ Vε. By
Lyapunov stability, there exists a relatively open neighborhood Vδ ⊆ G of x such that
ψt (Vδ) ⊆ Vε for all t ≥ 0.

First, consider z ∈ Vδ ∩ E . Then, z satisfies |S(z)− S(x)| = S(z) = 0 < ε.
Next, consider z ∈ Vδ\E and let T = sup{t > 0 : f (ψ(t, z)) �= 0}. Define

g : [0, T ) → R
n by g(t) = ‖ f (ψ(t, z))‖−1 f (ψ(t, z)). The function g is continuous

and hence g([0, T )) is a connected subset of U . Let W denote the connected compo-
nent of U containing g([0, T )). Since W is connected and bounded, co W is convex
and compact. Since W ⊆ U , it follows that 0 /∈ co W . Let r2 = inf z∈co W ‖z‖, so
that r2 ≥ r1. On applying Theorem 4.6.3 of [40], it follows that there exists p ∈ R

n

such that ‖p‖i = 1 and pTw ≥ r2 for all w ∈ co W , where ‖p‖i
def= max{|pTw| :

w ∈ R
n, ‖w‖ = 1} denotes the induced norm of the linear function2 w �→ pTw.

Therefore, for every t ∈ [0, T ),

2 If ‖ · ‖ is the Euclidean norm, then ‖p‖i = ‖p‖.
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r1ε > ‖ψ(t, z)− x‖ + ‖x − z‖
≥ ‖p‖i‖ψ(t, z)− z‖
≥ pT(ψ(t, z)− z)

=
t∫

0

pTg(τ )‖ f (ψ(τ, z))‖dτ

≥ r2

t∫

0

‖ f (ψ(τ, z))‖dτ.

Letting t → T , it follows that z ∈ A and S(z) < r1ε/r2 ≤ ε.
Thus we have shown that, for every ε > 0, there exists a relatively open neigh-

borhood Vδ ⊆ G such that Vδ ⊆ A and |S(z) − S(x)| = S(z) < ε for all z ∈ Vδ . It
follows that x ∈ C.

(ii) Suppose x is semistable relative to G. By Lemma A.2, there exists an open
neighborhood U ⊆ R

n of Lx such that 0 /∈ co U . Let V be an open neighborhood of
Lx such that V ⊆ U . There exists a relatively open neighborhood V1 ⊆ G of x such
that every solution in V1 converges to a Lyapunov stable equilibrium and, for every
z ∈ V1\E , ‖ f (z)‖−1 f (z) ∈ V . It follows that Lz ⊆ V ⊆ U for every z ∈ V1\int E .
Since 0 /∈ co U , it follows that 0 /∈ co Lz for every z ∈ V1\int E . By (i) above, it
follows that every equilibrium in V1\int E is contained in C ⊆ int A. Since every
equilibrium in int E is clearly in C, it follows that every equilibrium in V1 is contained
in C ⊆ int A. Let V2 ⊂ G be a relatively open neighborhood of x such that V2 ⊆ V1.
By Lyapunov stability of x , there exists a relatively open neighborhood V3 ⊆ G of
x such that ψt (V3) ⊆ V2 for every t ≥ 0. It follows that ψ∞(V3) ⊆ V2 ⊆ V1. Now
consider z ∈ V3. Then,ψ∞(z) is an equilibrium in V1 and hence contained in C. It now
follows from (ii) of Proposition 3.2 that z ∈ C. Since z ∈ V3 was chosen arbitrarily,
we conclude that V3 ⊆ C. Thus, V3 is a relatively open neighborhood of x that is
contained in C, and hence x ∈ int C. ��

The following result yields a partial converse to Theorem 5.2:

Theorem 7.7 Let x ∈ E\int E and suppose 0 /∈ co Lx . Then the following hold:

(i) If x is Lyapunov stable relative to G, then there exists a relatively open neigh-
borhood V ⊆ G of x and a lower semicontinuous function V : V → R

n such
that x is a local minimizer of V relative to G, V is continuous at x, and V̇ is
continuous on V and satisfies the inequality (2) on V with c = 1.

(ii) If x is semistable relative to G, then there exists a relatively open neighborhood
V ⊆ G of x and a continuous function V : V → G such that every equilibrium in
V is a local minimizer of V , and V̇ is continuous on V and satisfies the inequality
(2) on V with c = 1.

Proof (i) Suppose x is Lyapunov stable relative to G. It follows from (i) of Theo-
rem 7.6 that x ∈ C, that is, the arc length function S is defined on a relatively open
neighborhood V ⊆ G of x and continuous at x . Define V : V → R by V (z) = S(z)
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for every z ∈ V . Then, V (z) ≥ 0 for every z ∈ V while V (x) = 0. Thus, x is a local
minimizer of V relative to G. By Proposition 3.1, V is lower semicontinuous on V ,
while V̇ is given by V̇ (z) = −‖ f (z)‖, z ∈ V , and is clearly continuous. Inequality
(2) is thus satisfied on V with c = 1.

(ii) Suppose x is semistable relative to G. By (ii) of Theorem 7.6, x ∈ int C, that is,
the arc length function S is defined and continuous on a relatively open neighborhood
V ⊆ G of x . Define V : V → R by V (z) = S(z) for every z ∈ V . Then, V (z) ≥ 0 for
every z ∈ V while V (z) = 0 for every z ∈ V ∩ E . Thus, every equilibrium in V is a
local minimizer of V relative to G. By Proposition 3.1, V̇ is given by V̇ (z) = −‖ f (z)‖,
z ∈ V , which is clearly continuous. Inequality (2) is thus satisfied on V with c = 1.

��

Remark 7.8 It is easy to see that any equilibrium in the relative interior of E is semista-
ble relative to G. Also, the arc length function is identically zero, and hence continuous,
in a neighborhood of an equilibrium in int E . Hence, Theorems 7.6 and 7.7 are stated
only for equilibria that are not in the relative interior of E .

Remark 7.9 Theorems 7.6 and 7.7 state that the converses of statements (i) and (ii) of
Theorems 5.1 and 5.2, respectively, hold under the assumption that no connected com-
ponent of the limiting direction set contains 0 in its convex hull. Statements (i) and (ii)
of Theorems 5.1 and 5.2 deal with Lyapunov stability and semistability, respectively,
while statement (iii) in each of these theorems deals with asymptotic stability. It is
natural to ask if the converses of statements (iii) in Theorems 5.1 and 5.2 hold under
the assumption mentioned above. However, a well-known result from [42] states that
in the case where G = R

n , the image of every open neighborhood of an asymptotically
equilibrium under the vector field f contains 0 in its interior. This implies that if x is
an asymptotically stable equilibrium of (1), then Lx = Sn−1, so that 0 ∈ co Lx . Thus,
the assumption made in Theorems 7.6 and 7.7 on the limiting direction set does not
apply in the case of asymptotically stable equilibria.

8 Conclusion

We have shown that properties of the arc length function can be used to deduce con-
vergence of trajectories and stability of equilibria. It is possible to infer properties
of the arc length function by using Lyapunov functions. This leads to arc-length-
based Lyapunov tests for convergence and stability. These tests do not require the
Lyapunov function to be positive definite, and can yield stability conclusions for a
continuum of equilibria using a single Lyapunov function. This makes our results
especially well suited to applications that naturally involve a continuum of equilib-
ria, as our examples illustrate. The converses of our results hold under the condition,
captured in terms of the limiting direction set, that trajectories do not curl up upon
themselves.

Acknowledgments The authors thank three anonymous reviewers for bringing to the authors’ attention
a significant body of recent literature involving the use of arc length for studying convergence and stability.
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A Appendix

Proof of Lemma 4.1 First we note that limt→∞ y(t) exists if and only if, for every
ε > 0, there exists Tε > 0 such that ‖y(t + h) − y(t)‖ < ε for every h ≥ 0 and
t > Tε.

For every t, h ≥ 0, we have

‖y(t + h)− y(t)‖ ≤
t+h∫

t

‖ẏ(τ )‖dτ ≤
∞∫

t

‖ẏ(τ )‖dτ. (14)

Suppose ẏ is absolutely integrable. Then, for every ε > 0, there exists Tε > 0 such
that the second integral in Eq. (14) is less than ε for all t > Tε. Hence, we conclude
that limt→∞ y(t) exists. ��

The assertions of the following lemma are stated without proof on page 129 of [43]:

Lemma A.1 Let y : [0,∞) → R
n be continuously differentiable and suppose that

ẏ(t) �= 0 for all t ≥ 0. Let L denote the set of all subsequential limits of sequences of

the form
{

1
‖ẏ(ti )‖ ẏ(ti )

}
, where {ti } is a increasing divergent sequence in [0,∞). Then

L is nonempty, compact and connected, and, for every open neighborhood U ⊆ R
n

of L, there exists T > 0 such that 1
‖ẏ(t)‖ ẏ(t) ∈ U for all t > T .

Proof Define g : [0,∞) → Sn−1 by g(t) = ‖ẏ(t)‖−1 ẏ(t). Our hypotheses on y
imply that g is continuous. It is easy to show that L = ∩t≥0Bt , where, for every

t ∈ [0,∞), Bt
def= g([t,∞)). For every t ∈ [0,∞), Bt is a closed subset of the com-

pact set Sn−1. Hence, for every t ∈ [0,∞), Bt is compact. Also, the family of sets
{Bt }t≥0 is nested in the sense Bt ⊆ Bh for every t ≥ h ≥ 0. Hence, Theorem 3.5.9 in
[41] implies that L is nonempty and compact.

For each t ∈ [0,∞), Bt is the closure of the continuous image of a connected set,
and hence connected. To show that L is connected, consider two disjoint open sets
U ,V ⊂ R

n such that L ∩ U �= ∅ and L ∩ V �= ∅. Since L = ∩t≥0Bt , for each t ,

Bt ∩ U �= ∅ and Bt ∩ V �= ∅. For each t , let Mt
def= Bt\(U ∪ V). Then, for each

t ∈ [0,∞), Mt is a closed subset of the compact set Bt and hence compact. Since Bt is
connected for each t , it follows thatMt �= ∅. Also, the family of sets {Mt }t≥0 is nested
in the sense Mt ⊆ Mh for every t ≥ h ≥ 0. Hence, Theorem 3.5.9 in [41] implies
that ∩t≥0Mt �= ∅. Also, ∩t≥0Mt ⊆ (∩t≥0Bt )\(U ∪V) = L\(U ∪V). It follows that
L �⊆ U ∪ V . Since U and V were chosen arbitrarily, it follows that L is connected.

Next, let U ⊆ R
n be an open neighborhood of L, and, for every t ∈ [0,∞),

define Nt
def= Bt\U . Then, for every t ∈ [0,∞), Nt is a closed subset of the compact

set Bt , and hence compact. Moreover, {Nt }t≥0 is a nested family of sets. Suppose
Nt is nonempty for every t ≥ 0. Then Theorem 3.5.9 in [41] implies that ∩t≥0Nt

is nonempty. However, by construction, ∩t≥0Nt = ∩t≥0(Bt\U) = (∩t≥0Bt )\U =
L\U = ∅. This contradiction implies that there exists T ≥ 0 such that NT = ∅,
that is, BT ⊆ U . Since g(t) ∈ BT for every t ≥ T , it follows that ‖ẏ(t)‖−1 ẏ(t) ∈ U
for every t ≥ T . ��
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For the next result, it will be useful to recall some basic facts on set convergence.
The limit superior of a sequence {Wk} of subsets of R

n denoted lim supk→∞ Wk , is the
set of all subsequential limits of sequences {wk} in R

n such thatwk ∈ Wk for every k,
while the limit inferior of the sequence, denoted by lim infk→∞ Wk , is the set of limits
of convergent sequences {wk} in R

n such that wk ∈ Wk for every k. The sequence
{Wk} converges to the set W ⊆ R

n if W = lim infk→∞ Wk = lim supk→∞ Wk .
It follows from [44, Thm. 1.1.7], [45, Thm. 4.18] that every sequence of nonempty
subsets of a bounded subset of R

n has a subsequence that converges to a nonempty
set. The limit of a convergent sequence of connected subsets of a bounded set is also
connected. See, for instance, Lemma A.1 in [3].

Lemma A.2 Suppose x ∈ G\int E and 0 /∈ co Lx . Then, for every ε > 1, there exists
an open neighborhood U ⊆ R

n of Lx such that 0 /∈ co U and everyw ∈ co U satisfies
‖w‖ ≤ ε.

Proof For each k = 1, 2, . . . , let Uk = {w ∈ R
n : dist(z,Lx ) < 1/k}. For every k,

Uk is a bounded open set containing Lx , Uk is compact, Uk+1 ⊂ Uk and ∩kUk = Lx .
We claim that there exists k such that 0 /∈ co Uk .

To prove our claim by contradiction, suppose that 0 ∈ co Uk for every k. Then, for
each k, there exist a connected component of Wk of Uk and a vector vk contained in
the convex hull of Wk such that the sequence {vk} converges to 0. Each Wk is a subset
of the bounded set U1. Hence, there exists an increasing sequence {k j }∞j=1 of integers
such that the subsequence {Wk j }∞j=1 converges. Let W = lim j→∞ Wk j . Then, W
is the limit of a sequence of connected subsets of the bounded set U1, and is hence
connected [3, Lem. A.1].

Next, consider w ∈ W . There exists a sequence {w j } such that w j ∈ Wk j ⊆ Uk j

for every j , and lim j→∞w j = w. Since {Uk} is a decreasing sequence of sets, for
every k, the sequence {w j } is eventually contained in Uk . Hence, w ∈ Uk for every k,
that is w ∈ ∩kUk = Lx . Since w ∈ W was arbitrary, it follows that W ⊆ Lx . Hence,
the connected set W is contained in a connected component of Lx .

Carathéodory’s theorem [46, Thm. 17.1] implies that, for every j , there exist vec-
tors wi

j ∈ Wk j , i = 1, . . . , n, and scalars λi
j ∈ [0, 1], i = 1, . . . , n, such that

λ1
j +· · ·+λn

j = 1 and λ1
jw

1
j +· · ·+λn

jw
n
j = vk j . For each i = 1, . . . , n, let λi ∈ [0, 1]

andwi be subsequential limits of the bounded sequences {λi
j }∞j=1 and {wi

j }∞j=1, respec-

tively. Then, for every i , wi ∈ lim j→∞ Wk j = W , while λ1 + · · · + λn = 1 and
λ1w1 + · · · + λnwn = lim j→∞ vk j = 0. Thus, 0 ∈ co W ⊆ co Lx , which is a

contradiction. Hence, we conclude that there exists k such that 0 /∈ co Uk .
Next let ε > 1, and choose an integer i such that i > max{k, (ε − 1)−1}. Finally,

let U = Ui . Then, every w ∈ U satisfies dist(w,Lx ) < i−1 < (ε − 1), while co U ⊆
co Uk , so that 0 /∈ co U . Considerw ∈ U . Since Lx is compact, there exists z ∈ Lx such
that ‖w− z‖ = dist(w,Lx ) < ε−1. Then, ‖w‖ ≤ ‖w− z‖+‖z‖ < (ε−1)+1 = ε.
Sincew ∈ U was chosen to be arbitrary, it follows that everyw ∈ U satisfies ‖w‖ < ε.
Since the open ball {w ∈ R

n : ‖w‖ < ε} is convex and contains U , it follows that
co U ⊆ {w ∈ R

n : ‖w‖ ≤ ε}. Thus, U is an open neighborhood of Lx such that
0 /∈ co U and every w ∈ co U satisfies ‖w‖ ≤ ε. ��
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21. Kurdyka K, Mostowski T, Parusiński A (2000) Proof of the gradient conjecture of R. Thom. Ann Math
152:763–792

22. Absil P-A, Kurdyka K (2006) On the stable equilibrium points of gradient systems. Syst Control Lett
55:573–577

23. Lageman C (2007) Pointwise convergence of gradient-like systems. Math Nachr 280(13–14):1543–
1558

24. Forti M, Nistri P, Quincampoix M (2006) Convergence of neural networks for programming problems
via a nonsmooth Łojasiewicz inequality. IEEE Trans Neural Netw 17(6):1471–1486

25. Bolte J, Daniilidis A, Lewis A (2007) The Łojasiewicz inequality for nonsmooth subanalytic functions
with applications to subgradient dynamical systems. SIAM J Optim 17(4):1205–1223

26. Bhatia NP, Hajek O (1969) Local semi-dynamical systems. In: Lecture notes in mathematics, vol 90.
Springer-Verlag, Berlin

27. Iggidr A, Kalitine B, Outbib R (1996) Semidefinite Lyapunov functions stability and stabilization.
Math Control Signal Syst 9:95–106

123

 Author's personal copy 



184 S. P. Bhat, D. S. Bernstein

28. Bhat SP, Bernstein DS (2003) Arc-length-based Lyapunov tests for convergence and stability in sys-
tems having a continuum of equilibria. In: Proceedings of American control conference, Denver, CO,
June 2003, pp 2961–2966

29. Bhat SP, Bernstein DS (1999) Lyapunov analysis of semistability. In: Proceedings of the American
control conference, San Diego, CA, June 1999, pp 1608–1612

30. Hartman P (1982) Ordinary differential equations, 2nd edn. Birkhäuser, Boston
31. Kartsatos AG (1980) Advanced ordinary differential equations. Mariner Publishing Company, Inc.,

Tampa
32. Rouche N, Habets P, Laloy M (1977) Stability theory by Liapunov’s direct method. Applied mathe-

matical sciences. Springer-Verlag, New York
33. Yoshizawa T (1975) Stability theory and the existence of periodic solutions and almost periodic solu-

tions. Springer-Verlag, New York
34. Apostol TM (1974) Mathematical Analysis, 2nd edn. Addison-Wesley Publishing Company, Inc.
35. Bhatia NP, Szegö GP (1970) Stability theory of dynamical systems. Springer-Verlag, Berlin
36. LaSalle JP (1960) Some extensions of Liapunov’s second method. IRE Trans Circuit Theory

CT-7(4):520–527
37. Byrnes CI, Martin CF (1995) An integral-invariance principle for nonlinear systems. IEEE Trans

Autom Control 40:983–994
38. Teel A, Panteley E, Loría A (2002) Integral characterizations of uniform asymptotic and exponential

stability with applications. Math Control Signal Syst 15:177–201
39. Blanchini F, Miani S (2008) Set-theoretic methods in control. Birkhäuser, Boston
40. Garling DJH (2007) Inequalities: a journey into linear analysis. Cambridge University Press,

Cambridge
41. Munkres JR (1975) Topology a first course. Prentice-Hall, Englewood Cliffs
42. Brockett RW (1983) Asymptotic stability and feedback stabilization. In: Millman RS, Brockett RW,

Sussmann HJ (eds) Differential geometric control theory. Birkhäuser, Boston, pp 181–191
43. Filippov AF (1988) Differential equations with discontinuous right-hand sides. Kluwer, Dordrecht
44. Aubin JP, Frankowska H (1990) Set-valued analysis. In: Systems and control: foundations and appli-

cations, vol 2. Birkhäuser, Boston
45. Rockafellar RT, Wets RJ-B (1998) Variational analysis. In: Comprehensive studies in mathematics, vol

317. Springer-Verlag, Berlin
46. Rockafellar RT (1970) Convex analysis. Princeton University Press, Princeton

123

 Author's personal copy 


	Arc-length-based Lyapunov tests for convergence  and stability with applications to systems having  a continuum of equilibria
	Abstract
	1 Introduction
	2 Preliminaries
	3 Arc length of orbits
	4 Arc length and convergence
	5 Arc length and stability
	6 Application examples
	6.1 An example from [3]
	6.2 A consensus example
	6.3 An example from chemical kinetics

	7 Converse arc length results
	7.1 Converse results for convergence
	7.2 Converse results for stability

	8 Conclusion
	Acknowledgments
	A Appendix
	References



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 149
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 149
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 599
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF06270633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F00620065002000500044004600200645062A064806270641064206290020064406440637062806270639062900200641064A00200627064406450637062706280639002006300627062A0020062F0631062C0627062A002006270644062C0648062F0629002006270644063906270644064A0629061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E0635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E>
    /BGR <FEFF04180437043f043e043b043704320430043904420435002004420435043704380020043d0430044104420440043e0439043a0438002c00200437043000200434043000200441044a0437043404300432043004420435002000410064006f00620065002000500044004600200434043e043a0443043c0435043d04420438002c0020043c0430043a04410438043c0430043b043d043e0020043f044004380433043e04340435043d04380020043704300020043204380441043e043a043e043a0430044704350441044204320435043d0020043f04350447043004420020043704300020043f044004350434043f0435044704300442043d04300020043f043e04340433043e0442043e0432043a0430002e002000200421044a04370434043004340435043d043804420435002000500044004600200434043e043a0443043c0435043d044204380020043c043e0433043004420020043404300020044104350020043e0442043204300440044f0442002004410020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200441043b0435043404320430044904380020043204350440044104380438002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF005400610074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002c0020006b00740065007200e90020007300650020006e0065006a006c00e90070006500200068006f006400ed002000700072006f0020006b00760061006c00690074006e00ed0020007400690073006b00200061002000700072006500700072006500730073002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f007400650076015900ed007400200076002000700072006f006700720061006d0065006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e4007400740065006900640020006b00760061006c006900740065006500740073006500200074007200fc006b006900650065006c007300650020007000720069006e00740069006d0069007300650020006a0061006f006b007300200073006f00620069006c0069006b0065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740069006400650020006c006f006f006d006900730065006b0073002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e00740065002000730061006100740065002000610076006100640061002000700072006f006700720061006d006d006900640065006700610020004100630072006f0062006100740020006e0069006e0067002000410064006f00620065002000520065006100640065007200200035002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e000d000a>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03a703c103b703c303b903bc03bf03c003bf03b903ae03c303c403b5002003b103c503c403ad03c2002003c403b903c2002003c103c503b803bc03af03c303b503b903c2002003b303b903b1002003bd03b1002003b403b703bc03b903bf03c503c103b303ae03c303b503c403b5002003ad03b303b303c103b103c603b1002000410064006f006200650020005000440046002003c003bf03c5002003b503af03bd03b103b9002003ba03b103c42019002003b503be03bf03c703ae03bd002003ba03b103c403ac03bb03bb03b703bb03b1002003b303b903b1002003c003c103bf002d03b503ba03c403c503c003c903c403b903ba03ad03c2002003b503c103b303b103c303af03b503c2002003c503c803b703bb03ae03c2002003c003bf03b903cc03c403b703c403b103c2002e0020002003a403b10020005000440046002003ad03b303b303c103b103c603b1002003c003bf03c5002003ad03c703b503c403b5002003b403b703bc03b903bf03c503c103b303ae03c303b503b9002003bc03c003bf03c103bf03cd03bd002003bd03b1002003b103bd03bf03b903c703c403bf03cd03bd002003bc03b5002003c403bf0020004100630072006f006200610074002c002003c403bf002000410064006f00620065002000520065006100640065007200200035002e0030002003ba03b103b9002003bc03b503c403b103b303b503bd03ad03c303c403b503c103b503c2002003b503ba03b403cc03c303b503b903c2002e>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105D405D205D305E805D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005D405DE05D505EA05D005DE05D905DD002005DC05D405D305E405E105EA002005E705D305DD002D05D305E405D505E1002005D005D905DB05D505EA05D905EA002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E05D005DE05D905DD002005DC002D005000440046002F0058002D0033002C002005E205D905D905E005D5002005D105DE05D305E805D905DA002005DC05DE05E905EA05DE05E9002005E905DC0020004100630072006F006200610074002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E>
    /HRV (Za stvaranje Adobe PDF dokumenata najpogodnijih za visokokvalitetni ispis prije tiskanja koristite ove postavke.  Stvoreni PDF dokumenti mogu se otvoriti Acrobat i Adobe Reader 5.0 i kasnijim verzijama.)
    /HUN <FEFF004b0069007600e1006c00f30020006d0069006e0151007300e9006701710020006e0079006f006d00640061006900200065006c0151006b00e90073007a00ed007401510020006e0079006f006d00740061007400e100730068006f007a0020006c006500670069006e006b00e1006200620020006d0065006700660065006c0065006c0151002000410064006f00620065002000500044004600200064006f006b0075006d0065006e00740075006d006f006b0061007400200065007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c0020006b00e90073007a00ed0074006800650074002e0020002000410020006c00e90074007200650068006f007a006f00740074002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002000e9007300200061007a002000410064006f00620065002000520065006100640065007200200035002e0030002c0020007600610067007900200061007a002000610074007400f3006c0020006b00e9007301510062006200690020007600650072007a006900f3006b006b0061006c0020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d00690020006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b00750072006900650020006c0061006200690061007500730069006100690020007000720069007400610069006b007900740069002000610075006b01610074006f00730020006b006f006b007900620117007300200070006100720065006e006700740069006e00690061006d00200073007000610075007300640069006e0069006d00750069002e0020002000530075006b0075007200740069002000500044004600200064006f006b0075006d0065006e007400610069002000670061006c006900200062016b007400690020006100740069006400610072006f006d00690020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200035002e0030002000610072002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF0049007a006d0061006e0074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006100730020006900720020012b00700061016100690020007000690065006d01130072006f00740069002000610075006700730074006100730020006b00760061006c0069007401010074006500730020007000690072006d007300690065007300700069006501610061006e006100730020006400720075006b00610069002e00200049007a0076006500690064006f006a006900650074002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006f002000760061007200200061007400760113007200740020006100720020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200035002e0030002c0020006b0101002000610072012b00200074006f0020006a00610075006e0101006b0101006d002000760065007200730069006a0101006d002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /POL <FEFF0055007300740061007700690065006e0069006100200064006f002000740077006f0072007a0065006e0069006100200064006f006b0075006d0065006e007400f300770020005000440046002000700072007a0065007a006e00610063007a006f006e00790063006800200064006f002000770079006400720075006b00f30077002000770020007700790073006f006b00690065006a0020006a0061006b006f015b00630069002e002000200044006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d006900650020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006e006f00770073007a0079006d002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006c0069007a00610163006900200061006300650073007400650020007300650074010300720069002000700065006e007400720075002000610020006300720065006100200064006f00630075006d0065006e00740065002000410064006f006200650020005000440046002000610064006500630076006100740065002000700065006e0074007200750020007400690070010300720069007200650061002000700072006500700072006500730073002000640065002000630061006c006900740061007400650020007300750070006500720069006f006100720103002e002000200044006f00630075006d0065006e00740065006c00650020005000440046002000630072006500610074006500200070006f00740020006600690020006400650073006300680069007300650020006300750020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e00300020015f00690020007600650072007300690075006e0069006c006500200075006c0074006500720069006f006100720065002e>
    /RUS <FEFF04180441043f043e043b044c04370443043904420435002004340430043d043d044b04350020043d0430044104420440043e0439043a043800200434043b044f00200441043e043704340430043d0438044f00200434043e043a0443043c0435043d0442043e0432002000410064006f006200650020005000440046002c0020043c0430043a04410438043c0430043b044c043d043e0020043f043e04340445043e0434044f04490438044500200434043b044f00200432044b0441043e043a043e043a0430044704350441044204320435043d043d043e0433043e00200434043e043f0435044704300442043d043e0433043e00200432044b0432043e04340430002e002000200421043e043704340430043d043d044b04350020005000440046002d0434043e043a0443043c0435043d0442044b0020043c043e0436043d043e0020043e0442043a0440044b043204300442044c002004410020043f043e043c043e0449044c044e0020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200431043e043b043504350020043f043e04370434043d043804450020043204350440044104380439002e>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200070006f0075017e0069007400650020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b0074006f007200e90020007300610020006e0061006a006c0065007001610069006500200068006f0064006900610020006e00610020006b00760061006c00690074006e00fa00200074006c0061010d00200061002000700072006500700072006500730073002e00200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d006f006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076016100ed00630068002e>
    /SLV <FEFF005400650020006e006100730074006100760069007400760065002000750070006f0072006100620069007400650020007a00610020007500730074007600610072006a0061006e006a006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b006900200073006f0020006e0061006a007000720069006d00650072006e0065006a016100690020007a00610020006b0061006b006f0076006f00730074006e006f0020007400690073006b0061006e006a00650020007300200070007200690070007200610076006f0020006e00610020007400690073006b002e00200020005500730074007600610072006a0065006e006500200064006f006b0075006d0065006e0074006500200050004400460020006a00650020006d006f0067006f010d00650020006f0064007000720065007400690020007a0020004100630072006f00620061007400200069006e002000410064006f00620065002000520065006100640065007200200035002e003000200069006e0020006e006f00760065006a01610069006d002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF005900fc006b00730065006b0020006b0061006c006900740065006c0069002000f6006e002000790061007a006401310072006d00610020006200610073006b013100730131006e006100200065006e0020006900790069002000750079006100620069006c006500630065006b002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e00200020004f006c0075015f0074007500720075006c0061006e0020005000440046002000620065006c00670065006c0065007200690020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200035002e003000200076006500200073006f006e0072006100730131006e00640061006b00690020007300fc007200fc006d006c00650072006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043a043e0440043804410442043e043204430439044204350020044604560020043f043004400430043c043504420440043800200434043b044f0020044104420432043e04400435043d043d044f00200434043e043a0443043c0435043d044204560432002000410064006f006200650020005000440046002c0020044f043a04560020043d04300439043a04400430044904350020043f045604340445043e0434044f0442044c00200434043b044f0020043204380441043e043a043e044f043a04560441043d043e0433043e0020043f0435044004350434043404400443043a043e0432043e0433043e0020043404400443043a0443002e00200020042104420432043e04400435043d045600200434043e043a0443043c0435043d0442043800200050004400460020043c043e0436043d04300020043204560434043a0440043804420438002004430020004100630072006f006200610074002004420430002000410064006f00620065002000520065006100640065007200200035002e0030002004300431043e0020043f04560437043d04560448043e04570020043204350440044104560457002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200038002000280038002e0032002e00310029000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300031003000200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f0061006400650064002000610074002000680074007400700073003a002f002f0070006f007200740061006c002d0064006f0072006400720065006300680074002e0073007000720069006e006700650072002d00730062006d002e0063006f006d002f00500072006f00640075006300740069006f006e002f0046006c006f0077002f00740065006300680064006f0063002f00640065006600610075006c0074002e0061007300700078000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c00200030003800200061006e0064002000500069007400530074006f0070002000530065007200760065007200200030003800200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e000d>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice


