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Abstract—This paper presents a decentralized multi-agent motion planning method for aerial robots moving among 3D polygonal obstacles. The algorithm combines a prioritized $A^*$ algorithm for high-level (global) planning along with a barrier functions-based method for low-level (local) coordination and control. We first extend the barriers function method developed in earlier work to treat arbitrary polygonal obstacles. We then combine the prioritized $A^*$ algorithm to compute waypoints and paths that facilitate the performance of the barrier-based coordination and collision avoidance. We assume that the obstacles are known to the agents, and that each agent knows the state of other agents lying in its sensing area. Simulation and experimental results with quadrotors in 2D and 3D environments demonstrate the efficacy of the proposed approach.

I. INTRODUCTION

Path and motion planning is a core, active research topic in the robotics and control systems communities that becomes particularly challenging for multi-robot systems [1]. Motion planning for a single robot operating in an obstacle environment is typically treated with sampling-based methods (probabilistic roadmaps, rapidly-exploring random trees, LQR-trees), Lyapunov-based methods (artificial potential functions and vector field methods), graph search and decision theory, see for instance [2]–[8]. Each of these methods has its own merits and disadvantages. Sampling-based methods typically produce paths that need to be smoothened prior to execution, while the trajectory generation for agents with complex dynamics is not straightforward; furthermore, the convergence to the desired goal is probabilistic. Potential functions [9] unify path planning and trajectory generation, but they typically exhibit local minima which result in trajectories getting stuck away from the desired goal, while special forms of local minima free functions typically require tweaking of certain parameters to produce collision-free and convergent trajectories [10]. Re-active methods have been refined over the years to overcome the deficiencies of gradient-based solutions [11]. In [12], the authors introduce the notion of a “reciprocal velocity obstacle” which guarantees oscillation free motion. However, typically such methods do not consider global path optimization. Traditional discrete planning methods such as rapidly-exploring random trees and probabilistic roadmaps do not scale well for multi-agent problems as they require much computation when directly used in high-dimensional spaces. The Lazy Probabilistic Roadmap Method [13], and MAPP [14] aim to reduce the computational demand of such methods. However, collision avoidance in these approaches is treated in a discrete manner, i.e., agents can only switch between nodes but not fully use the space between nodes. In contrast to this solution, potential function methods can provide a continuous avoiding behavior.

Prioritized planning has also been studied in the robotics motion planning literature, and various approaches on assigning priorities are described, for instance, in [15]–[18]. In a prioritized approach, each robot is assigned with a priority, and each robot computes its path based on the order implied by their priority. The resulting path for each agent hence avoids static obstacles on the map and the robots with higher priority in the communication region, which are considered as dynamic obstacles. In this paper, we take advantage of the priority approach to improve the performance of the $A^*$ algorithm when applied to a multi-UAV system.

More specifically, in this paper we propose a two-level strategy for the decentralized multi-agent motion in 3D polygonal obstacle environments, see also Figure 1, that combines prioritized $A^*$ high-level planning with barrier functions for low-level coordination and control. We first build upon the method in [19], and modify it to account for known polygonal obstacles in 3D environments. We then implement a prioritized $A^*$ algorithm for planning paths and computing waypoints for the agents that improve the performance of the low-level barrier-based control. Safe coordination is taken care of by the low-level controller. This way, the proposed two-level strategy combines the
advantages of the utilized methods while overcoming their disadvantages. Based on barrier functions we design an velocity coordination algorithm that guarantees the collision-free motion of the agents while reducing the computation load of pure discrete path planning in high-dimensional spaces. By using the prioritized A* algorithm for path planning, we obtain an optimal path and waypoints that avoids the sticking situation often seen in pure potential function methods. Experimental results with three quadrotors accompany the computer simulations and demonstrate the efficiency of the proposed approach in realistic settings.

The paper is organized as follows: Section II gives the mathematical modeling while Section III provides an overview of the proposed approach. The high-level and the low-level layers of the algorithm are given in Sections V and IV, respectively, while Section VII presents their extension to 3D environments. Simulation and experimental results are given in Sections VIII and IX while Section X summarizes our findings and thoughts on future research.

II. MODELING AND PROBLEM STATEMENT

A. Quadrotor Dynamics Model

Modeling of the dynamics of a quadrotor is a topic well stated in the literature, see for instance [20]. Here we simply give a short summary. For a quadrotor with mass \( m \) and inertia \( J \) expressed in the body-fixed frame, the equations of motion can be written as:

\[
\begin{align*}
\dot{r}^n &= v^a, \\
\dot{q} &= \frac{1}{2}q \circ \begin{bmatrix} 0 \\ \omega^b \end{bmatrix}, \\
\dot{\omega} &= J^{-1}M, \\
\end{align*}
\]

(1a) (1b) (1c) (1d)

where \( r^a \) and \( v^a \) are position and velocity of the center of gravity of the quadrotor with respect to (w.r.t.) the navigational (i.e., a inertial) frame of reference, \( q \) is the attitude of the quadrotor in quaternion representation, \( C_q^n \) is the rotation matrix from the body-fixed frame to the navigational frame, \( \omega^b \) is the angular velocity in the body-fixed frame, and \( F \) is the total force including the motor trust, gravity and drag forces. Multiplication \( \circ \) in Equation (1b) denotes the Hamilton Product. The total torque \( M \) contains the moments generated by thrust and drag forces. In the subsequent simulation and experimental trials, the motor regulation as well as the attitude control of the quadrotor are implemented by the simulator and the vehicle’s on-board controller, respectively. Hence our planning, coordination and control design focuses on computing and implementing linear velocity commands to the quadrotor.

B. Problem Statement

We initially consider \( N \) quadrotors which are deployed in a known 2D workspace (environment) \( W \) with \( M \) static polygonal obstacles. Each quadrotor \( i \in \{1, \ldots, N\} \) is modeled as a circular disk of radius \( r_a \). Each quadrotor has access to its own position and velocity, measures the position

of quadrotors lying in its sensing region, realized as a circular disk of radius \( R_s \), and exchanges information on velocity with agents lying in its safety (or communication) region, which is realized as a circular disk of radius \( R_c < R_s \). Each quadrotor is assigned a goal location \( r_{id} = [x_{id}, y_{id}]^T \) in the free space and needs to move there while avoiding static obstacles and other agents. In addition, each quadrotor has its own priority which could be either predefined or calculated dynamically.

III. OVERVIEW OF THE TWO-LEVEL APPROACH

Our method contains two layers: the low-level (or local) coordination and control, and the high-level (or global) path planning.

The low-level layer is built upon the coordination protocols in [19], and extended to multi-agent coordination in 3D polygonal environments. The design is decentralized since the effect of other agents and obstacles is considered only locally, i.e., when other agents and obstacles are close enough. The high-level path planning is done by dividing the map of the environment into uniform grids and performing an prioritized A* path finding algorithm for each agent. This layer considers the destination and the obstacles for each agent for finding the nominal path as well as the current and expected next grid occupied by nearby agents with higher priority. Once the waypoint list is generated, each agent follows the waypoints under the low-level controller until the high-level re-planning is triggered.

IV. HIGH-LEVEL PATH PLANNING

We use a prioritized A* algorithm to compute the paths of the agents to their destinations. The known map is divided into uniform square grids. Each grid has a corresponding node. When an agent is in one grid, we say that the agent is also in the corresponding node. Node is labeled as "impassable" when there are obstacles inside it, otherwise it is "passable". For a given node \( N_i \), its position \( p_{N_i} = [x_{N_i}, y_{N_i}]^T \) is the center of the corresponding grid. To describe the prioritized A* algorithm we first need to define three parameters: \( H_i \), \( G_i \) and \( F_i \) associated with each node \( N_i \) as follows. Figure 2 gives a brief illustration of how the parameters are defined.

![Fig. 2. A* Algorithm node parameters](image-url)
The parameter \( H_i \) is defined as:
\[
H_i = \sqrt{(x_{N_i} - x_{id})^2 + (y_{N_i} - y_{id})^2},
\]
where \( r_{id} = [x_{id}, y_{id}]^T \) is the agent \( i \)'s destination. \( H_i \) represents the cost to go from \( N_i \) to the destination \( r_{id} \) for agent \( i \). Furthermore, the parameter:
\[
G_j(N_j) = G_j + \sqrt{(x_{N_j} - x_{N_j})^2 + (y_{N_j} - y_{N_j})^2},
\]
where \( N_j \) is some other node located at \( p_{N_j} = [x_{N_j}, y_{N_j}]^T \), represents the potential cost for the agent going from its current node to \( N_i \) passing through the node \( N_j \). Finally, the parameter:
\[
F_i = H_i + G_i,
\]
represents the total potential cost for the agent going from its current node to its destination while passing through \( N_i \).

A node would also have a parent node if it is assigned one, for node \( N_i \), its parent is denoted by \( N_{i,\text{parent}} \).

Each agent \( i \) communicates with other agents inside its sensing area with their priorities, current nodes, and next \( n \) nodes in their waypoint lists where \( n = \frac{R}{\text{gridsidelength}} \). The current and the next node of an agent are regarded as occupied by that agent. By avoiding the occupied nodes of nearby quadrotors with higher priorities, traffic jam is effectively detected and avoided.

A pseudocode of the prioritized \( A^* \) algorithm is given below in Algorithm 1.

A path re-planning constant \( re > 0 \) is defined such that the high-level path planning would be triggered once every \( re \) times. Increasing \( re \) would decrease the overall path re-planning times and therefore decrease the computation cost. However, a larger \( re \) also means that it takes longer time for the agent to realize the jam situation around it. Thus, \( re \) should be made as high as possible under the given computational limits. During the time intervals when the high-level path planning is not triggered, the mutual avoidance is controlled by the barrier function.

V. LOW LEVEL CONTROL DESIGN

A. Barrier Functions for Multi-Agent Coordination

We briefly discuss the construction of the barrier function per agent \( i \) that encodes convergence to its destination \( r_{id} \) and avoidance of neighbor agents \( j \neq i \). More details are available in [19].

1) Convergence: We encode convergence of agent \( i \) to its destination \( r_{id} \) through a cost function:
\[
V_{i0} = \|r_i - r_{id}\|^2 = (x_i - x_{id})^2 + (y_i - y_{id})^2.
\]

2) Avoiding neighbors: For encoding that agent \( i \) keeps a safe separation \( d_s \) w.r.t. agent \( j \) we define the constraint function: \( c_{ij}(r_i, r_j) = (x_i - x_{id})^2 + (y_i - y_{id})^2 - d_s^2 > 0 \), the barrier function:
\[
b_{ij}(r_i, r_j) = -\ln(c_{ij}(r_i, r_j)),
\]
and the recentered barrier function:
\[
r_{ij}(r_i, r_j) = b_{ij}(r_i, r_j) - b_{ij}(r_{id}, r_j) - (\nabla b_{ij}(r_{id})^T (r_i - r_{id})),
\]
where \( (\nabla b_{ij}(r_{id})^T \) is the transpose of the gradient vector of the barrier function \( b_{ij}(r_i, r_j) \) (6), evaluated at \( r_{id} \). To obtain a positive-definite function we take:
\[
V'_{ij}(r_i, r_j) = r_{ij}(r_i, r_j)^2,
\]
and finally, in order to encode avoidance only w.r.t. the agents \( j \neq i \) that lie in the sensing region, we define:
\[
V_{ij}(r_i, r_j) = \sigma_{ij}V'_{ij},
\]
where:
\[
\sigma_{ij} = \begin{cases} 
1, & d_s \leq d_{ij} \leq R_z \\
Ad_{ij}^3 + Bd_{ij}^2 + Cd_{ij} + D, & R_z < d_{ij} < R_s \\
0, & d_{ij} \geq R_s \end{cases}
\]
with the coefficients being computed as \( A = -\frac{2}{(R_x^2 - R_z^2)}, \)
\( B = \frac{3(R_x + R_z)}{(R_x^2 - R_z^2)}, \)
\( C = -\frac{6R_x R_z}{(R_x^2 - R_z^2)}, \)
\( D = \frac{B^2(3R_z - R_x)}{(R_x^2 - R_z^2)^3}, \) so that (10) is a continuously differentiable function.

**B. Extension to Polygonal Environments**

We made the necessary amendments to [19] to address 2D (and in the sequel, 3D) polygonal environments.

We first notice that when \(|r_{id} - r_j| < d_j^2\), then the terms \(b_{ij}(r_{id}, r_j)\) and \((\nabla b_{ij}r_{id})^T\) in (7) are undefined. To overcome this, we introduce a new vector called \(v\) which indicates the preferred direction of agent \(i\): \(v\) is a unit vector whose direction is the relative direction from the agent’s current node to the next node in the agent’s waypoint list. When agents and goal locations are close enough so that (7) becomes undefined, then the current waypoint \(r_{id} = [x_{id} \ y_{id}]^T\) is replaced by the waypoint \(r_{id}^N = p_{N_i} + d \ v\), where \(p_{N_i}\) is the agent’s current node position and \(d = 2 \times R_e\). In this way, we avoid the undefined situation while we make the agent move in its preferred direction.

We next treat the case of polygonal obstacles. We assume that each obstacle is an arbitrary convex polygon, randomly positioned in the workspace, and that its geometry is known through a map of the environment. For a polygonal obstacle with \(n\) edges, we extend the edges of obstacles and divide the nearby area into \(2n\) regions. We define the distance \(d\) between the agent and the obstacle according to different regions in which the agent is, see Figure 3:

- In the regions that include an edge of the obstacle, \(d\) is defined as distance between the edge and the agent.
- In the regions that include a vertex but not edges of the obstacle, \(d\) is defined as distance between the vertex and the agent.

![Diagram of obstacle division](attachment:image.png)

**Fig. 3. Area division for 2D obstacle**

An example on defining the distance between and agent and a rectangular obstacle \(o_j\) with 4 vertices whose coordinates are \((x_{o_1}, y_{o_1}), (x_{o_2}, y_{o_2}), (x_{o_3}, y_{o_3}), (x_{o_4}, y_{o_4})\) and \((x_{o_2}, y_{o_2})\), where \(x_{o_1} < x_{o_2}\) and \(y_{o_1} < y_{o_2}\), is given as follows. Let the position of the agent be \((x, y)\), then the distance of the agent to the obstacle is defined as:

\[
d_{ij} = \begin{cases} 
  x_{o_1} - x, & \text{if } (x < x_{o_1}) \land (y < y_{o_1}), \\
  x - x_{o_1}, & \text{if } (x > x_{o_1}) \land (y < y_{o_1}), \\
  y - y_{o_1}, & \text{if } (y < y_{o_1}) \land (x < x_{o_1}), \\
  y_{o_1} - y, & \text{if } (y > y_{o_1}) \land (x < x_{o_1}), \\
  \sqrt{(x - x_{o_1})^2 + (y - y_{o_1})^2}, & \text{if } (y \leq y_{o_1}) \land (x \leq x_{o_1}), \\
  \sqrt{(x - x_{o_2})^2 + (y - y_{o_2})^2}, & \text{if } (y \geq y_{o_2}) \land (x \leq x_{o_1}), \\
  \sqrt{(x - x_{o_2})^2 + (y - y_{o_2})^2}, & \text{if } (y \leq y_{o_1}) \land (x \geq x_{o_2}), \\
  \sqrt{(x - x_{o_1})^2 + (y - y_{o_1})^2}, & \text{if } (y \geq y_{o_2}) \land (x \geq x_{o_2}). 
\end{cases}
\]

We then define the barrier function for the agent-obstacle case in a similar spirit to the agent-agent case:

\[
V_{ij} = (b_{ij}(x, y))^2 = (-ln(d(x, y))^2)^2. \tag{11}
\]

Finally, we constrain the effect of the obstacles in a zone around them that is determined by a parameter called \(\text{fence}\); more specifically, when \(d_{ij} > \text{fence}\), then \(b_{ij}\) and \(V_{ij}\) are set equal to zero.

**C. Design of the Low-Level Controller**

For an agent \(i\) moving in an \(N\)-agent environment with \(M\) static obstacles we define the function:

\[
v_i = \sum_{j=0}^{N} V_{ij} + \sum_{k=1}^{M} V_{ik}, \tag{12}
\]

and scale it to vary between 0 and 1 as:

\[
V_i = \frac{v_i}{1 + v_i}. \tag{13}
\]

The direction of motion of agent \(i\) is then controlled to be along the negated gradient vector: \(\phi_i = \arctan2(-\frac{\partial V_i}{\partial x}, \frac{\partial V_i}{\partial y})\).

To obtain safe (collision-free) position trajectories for agent \(i\) we modify the controller in [19] and set the magnitude of the linear velocity of agent \(i\) as:

\[
u_i = \begin{cases} 
  \min_{j \in I \{J_{ij} < 0 \}} \frac{d_{ij} - d_s}{u_{ic}}, & \text{if } d_{ij} < R_c, \\
  u_{ic}, & \text{if } d_{ij} > R_c. 
\end{cases} \tag{14}
\]

The velocity \(u_{ij}\) denotes a safe (collision-free) velocity of agent \(i\) w.r.t. agent \(j\), given as:

\[
u_{ij} = \frac{d_{ij} - d_s}{R_c - d_s} + u_{ic} \frac{R_c - d_s}{R_c - d_s}, \tag{15}
\]

where the terms in (15) are defined as:

\[
u_{ic} = k_i \tanh(\|r_i - r_{id}\|), \tag{16a}
\]

\[
u_{ij} = u_{ic} \frac{r_{ij} \cdot v_i}{r_{ij} \cdot v_i}, \tag{16b}
\]

where \(I\) is the set of agents in the safety region of \(i\), \(J_i = r_{ij} \cdot v_i\), \(r_{ij} = r_i - r_j\) and \(v_i\) is the normalized velocity vector of agent \(i\). The set \(J_i < 0\) denotes the neighbor agents of agent \(i\) whom the agent \(i\) is approaching on its current direction. In this way agent \(i\) slows down w.r.t. the neighbor agents with whom it is more susceptible to collide.
VI. MAIN ALGORITHM

A pseudocode of our main algorithm is given as Algorithm 2 (above).

VII. EXTENSION TO 3D ENVIRONMENTS

In 3D environment, the quadrotors are allowed to change altitude instead of keeping altitude-hold mode in 2D case. For the high-level path planning, the environment is divided into uniform cubes, and nodes are located in the center of corresponding cubes. For a given node \(N_i\), its parameters \(H_i, G_i\) are rewritten as:

\[H_i = \sqrt{(x_{N_i} - x_{id})^2 + (y_{N_i} - y_{id})^2 + (z_{N_i} - z_{id})^2} \quad \text{and} \quad G_i(N_j) = G_j + \sqrt{(x_{N_i} - x_{N_j})^2 + (y_{N_i} - y_{N_j})^2 + (z_{N_i} - z_{N_j})^2},\]

In low level control, we extend the obstacle surfaces to divide the surrounding space into several regions, as shown in Figure 4. The distance \(d\) between the agent and the obstacle is now defined based on the region in which the agent is, see also Figure 4, as follows:

- In the regions that include an edge of the obstacle (type A), \(d\) is defined as the distance between the position of agent to the line the edge lies on.
- In regions that include a surface of the obstacle (type B), \(d\) is defined as the distance between the surface and the agent.
- In the regions that include a vertex of the obstacle (type C), \(d\) is defined as the distance between the vertex and the agent.

Finally, the direction of agent \(i\) is now considered to be along the vector \((- \frac{\partial V_i}{\partial x}, - \frac{\partial V_i}{\partial y}, - \frac{\partial V_i}{\partial z}\)).

VIII. SIMULATION RESULTS

The efficacy of the proposed approach is demonstrated through simulation results in 2D and 3D environments.

A. 2D case

Computer simulations were performed by Gazebo with ROS. We use the hector_quadrotor package in ROS to setup a simulation environment with quadrotors. This package has build-in noise, filter, sensor, and velocity control which is suitable to demonstrate our algorithm. We ran two simulations to show 2D and 3D cases with a control loop frequency of 20Hz.

The first simulation demonstrates the motion of 20 agents in a 2D known polygonal environment. Each agent computes a path to its goal using \(A^*\) and moves towards it under the barrier control law (14). Once it gets connected with other agents, the imminent conflicts are modeled in the barrier construction based on the assigned priorities.

The assigned priorities are only used in the high-level path planning which are triggered once \(re\) loops for each agent. While the high-level path planning is not triggered, the mutual avoidance is controlled by the barrier function.

In the sequel we consider that all units are in SI. The map is 40x40 and is divided into 20x20=400 uniform grids of width \(w_g = 2\). The parameter values in the simulation are: \(R_s = 1.5\), \(R_z = 1.4\), \(R_c = 1.3\), \(d_s = 1.2\), \(k_1 = 1\), \(\text{fence} = 0.3\).

Table I gives the departure and destination for the 20 agents. Figure 5 depicts the resulting paths of the agents under the proposed control strategy. The initial positions of the agents are depicted with red circles. The linear velocities of the agents are shown in Figure 6. The minimum pairwise distance over time is illustrated in Figure 7, where the horizontal line stands for the minimum allowable separation \(d_s\). The time needed for \(A^*\) algorithm to compute a path for each agent (for the selected grid) is less than 1.5 msec.

For comparison, we also ran the simulation with \(A^*\) algorithm without priorities. The simulation setup and the
Table I

<table>
<thead>
<tr>
<th>agent</th>
<th>departure</th>
<th>destination</th>
<th>agent</th>
<th>departure</th>
<th>destination</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(-17,-19)</td>
<td>(17,19)</td>
<td>2</td>
<td>(-7,-19)</td>
<td>(7,19)</td>
</tr>
<tr>
<td>3</td>
<td>(0,-19)</td>
<td>(19,19)</td>
<td>4</td>
<td>(7,-19)</td>
<td>(-7,19)</td>
</tr>
<tr>
<td>5</td>
<td>(17,-19)</td>
<td>(-17,19)</td>
<td>6</td>
<td>(19,-17)</td>
<td>(-19,17)</td>
</tr>
<tr>
<td>7</td>
<td>(19,-7)</td>
<td>(-19,7)</td>
<td>8</td>
<td>(19,0)</td>
<td>(-19,0)</td>
</tr>
<tr>
<td>9</td>
<td>(19,7)</td>
<td>(-19,-7)</td>
<td>10</td>
<td>(19,17)</td>
<td>(-19,17)</td>
</tr>
<tr>
<td>11</td>
<td>(17,19)</td>
<td>(-17,-19)</td>
<td>12</td>
<td>(7,19)</td>
<td>(-7,19)</td>
</tr>
<tr>
<td>13</td>
<td>(0,19)</td>
<td>(19,19)</td>
<td>14</td>
<td>(-7,19)</td>
<td>(7,-19)</td>
</tr>
<tr>
<td>15</td>
<td>(-17,19)</td>
<td>(17,-19)</td>
<td>16</td>
<td>(-19,17)</td>
<td>(19,-17)</td>
</tr>
<tr>
<td>17</td>
<td>(-19,7)</td>
<td>(19,-7)</td>
<td>18</td>
<td>(-19,0)</td>
<td>(19,0)</td>
</tr>
<tr>
<td>19</td>
<td>(-19,-7)</td>
<td>(19,7)</td>
<td>20</td>
<td>(-19,17)</td>
<td>(19,17)</td>
</tr>
</tbody>
</table>

Fig. 5. Paths of 20 Agents in 2D Case

Fig. 6. Velocities of 20 Agents in 2D Case

Fig. 7. Minimum pairwise inter-agent distances.

low-level controller remained the same. The simulated path was shown in Figure 8. Obviously, traffic jam caused close

Fig. 8. Agents’ Paths with the Un-prioritized A∗ Algorithm to the center of the map while agents move to their destinations results in chattering trajectories when no priorities are considered; in constrast, the use of priorities produces smoother paths for the robots. The total time consumed by the unprioritized algorithm was 206.3s, and the total path length traveled was 1168. For the prioritized algorithm, the total time consumed was 175.5s, and the total path length traveled was 1078, which gave a 15% reduction in time and a 8% in path length.

B. 3D case

The second simulation involves $N = 8$ agents flying in a 3D environment populated with $M = 5$ cuboid obstacles of known to the agents geometries and positions. The base of all obstacles is a square with side of length $w = 4$, whereas their heights are between 6 and 10. The effective workspace of dimensions $20 \times 20 \times 10$ m is divided into $10 \times 10 \times 5 = 500$ uniform grids of width $w_g = 2$. The parameter values of the simulation are the same as in the previous case.
All agents start from the ground, fly to the departure point and wait until all agents reach the departure point. Then the algorithm starts to work. Table II gives the departure and destination for the 8 agents.

<table>
<thead>
<tr>
<th>agent</th>
<th>departure</th>
<th>destination</th>
<th>agent</th>
<th>departure</th>
<th>destination</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(-9,0,9)</td>
<td>(9,0,1)</td>
<td>2</td>
<td>(0,-9,7)</td>
<td>(0,9,3)</td>
</tr>
<tr>
<td>3</td>
<td>(9,0,5)</td>
<td>(-9,0,5)</td>
<td>4</td>
<td>(9,-9,3)</td>
<td>(-9,9,5)</td>
</tr>
<tr>
<td>5</td>
<td>(-9,9,1)</td>
<td>(9,-9,9)</td>
<td>6</td>
<td>(9,-9,3)</td>
<td>(-9,9,5)</td>
</tr>
<tr>
<td>7</td>
<td>(-9,-9,5)</td>
<td>(9,9,7)</td>
<td>8</td>
<td>(9,9,7)</td>
<td>(-9,-9,5)</td>
</tr>
</tbody>
</table>

The paths of the agents are shown in Figure 9, where the spheres denote the destinations of the agents.

Figure 10 illustrates the resulting linear velocities of the agents under the proposed control strategy.\(^1\)

The smallest pairwise distance among all pairs of agents at each time instant is shown in Figure 11, where the horizontal line depicts the minimum allowable separation. The time needed for $A^*$ to compute the path for each agent (for the selected grid) is less than 0.1 msec.

The initial speed is equal to 1 and indicates the climbing velocity for the agent to reach its departure point. The zero speed after then indicates that the agent is waiting until the other agents reach their departure points.

\(^1\)The initial speed is equal to 1 and indicates the climbing velocity for the agent to reach its departure point. The zero speed after then indicates that the agent is waiting until the other agents reach their departure points.

**IX. EXPERIMENTAL RESULTS**

The efficacy of the proposed hybrid algorithm is further demonstrated through experimental implementations on a motion planning scenario involving $N = 3$ quadrotors in an workspace with $M = 4$ obstacles. The experiments were conducted in the Distributed Aerospace Systems and Control Lab at the University of Michigan. The aerial platform used is the Hummingbird Quadrotor from Ascending Technologies, with the original Xbee modules replaced by Xbee WIFI modules for higher bandwidth. The ROS package used for the experiments is asctec.hl framework, which provides velocity control and wireless communication through Xbee WIFI module between each Hummingbird and the ground PC. The ground PC is running with Intel(R) Core(TM) i7-4710HQ 2.5GHz processor in Linux OS, and the loop rate of control algorithm and communication is 20Hz. A VICON motion capture system provides measurements of high precision and accuracy for the positions of the quadrotors.

We considered a cubic workspace of dimensions 4 x 4 x 3, which was divided in 48 uniform cubid grid cells of side $w_g = 1$. The parameter values in the simulation are: $R_s = 0.7$, $R_z = 0.6$, $R_c = 0.5$, $d_s = 0.4$, $k_1 = 3$, $fence = 0.3$. The $M = 4$ cuboid obstacles are 1 or 2 m high and have the same 1x1 base.

Figure 12 shows the paths of each agents. The paths are drawn from the time instant after the agents have reached their starting points, which have been set as: $r_{10} = [-1.5 \ -1.5 \ 1.5]^T$, $r_{20} = [-1.5 \ 1.5 \ 1.6]^T$, $r_{30} = [1.5 \ 1.5 \ 1.7]^T$, and their destinations were set as $r_{1d} = [1.5 \ 1.5 \ 1.5]^T$, $r_{2d} = [1.5 \ -1.5 \ 1.4]^T$, $r_{3d} = [-1.5 \ -1.5 \ 1.7]^T$.

The inter-agent distances are shown in Figure 13 and remain always greater than the safe separation $d_s$, hence the quadrotors are flying along collision-free trajectories.

Finally, the linear velocities commanded by the proposed algorithm, and the actual velocities, calculated as the derivatives of the position data acquired by VICON during the
Fig. 12. Paths of 3 Agents in 3D Case

Fig. 13. Pairwise Inter-Agent Distance in the 3 Agent Experiment

Fig. 14. The control input for agent 1 and its actual linear velocity.

Fig. 15. The control input for agent 2 and its actual linear velocity.

Fig. 16. The control input for agent 3 and its actual linear velocity.

experiment, are shown in Figures 14, 15 and 16 for each one of the agents, respectively.

Figures 17, 18 show snapshots of the experimental procedure. The blue lines on the ground indicate the location of the obstacles.

X. CONCLUSIONS

This paper presented a two-layer approach for decentralized multi-agent motion planning in 3D polygonal environments which combines a prioritized $A^*$ algorithm along with barrier functions-based coordination and low-level control. The algorithm preserves the guarantees of the collision-free motion of the agents [19] while computing paths through redefining waypoints when appropriate that improve the performance of a stand-alone gradient-based solution in a polygonal obstacle environment. Simulation and experimental results with groups of quadrotors demonstrated the efficacy of the algorithm. Current and future work focuses on extending the algorithm to agents of more complicated dynamics in uncertain environments, that would be relevant in future Unmanned Traffic Management scenarios and applications.
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