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Abstract—This paper presents a novel method for generating the trajectory of a robot assisting a human in servicing a set of tasks embedded in a convex 2-D domain. This method makes use of Bayesian inference to predict human intent in task selection. Rather than following optimal trajectory towards a single task, the robot computes a set of potentially optimal tasks each weighted by the human’s posterior probability and superimposes them into a cost function that is designed to minimize the weighted Euclidean distance relative to set. The effect is a flexible path human-robot collaborative network that is shown in simulation to complete all tasks in a given domain in less time than existing methods for a certain class of highly impulsive humans, i.e., humans that tend to randomly switch tasks at times generated by a Poisson counting process. The algorithm is also illustrated through an experimental demonstration.

I. INTRODUCTION

Over the past decade, the reductions in cost and improved performance of embedded computers has transformed small unmanned aircraft systems (sUAS) from hobbyists’ toys into aerial robotic research platforms. Members of the sUAS research community now envision a future in which humans and robots will collaborate in tasks such as: surveillance [1], search and rescue [2], and environmental monitoring [3]. The latter task, as well as inventory keeping, are primary applications of NASA’s Astrobot: a free-flying robot designed to assist astronauts in intravehicular activities [4]. These flying assistants serve as a motivating example for this work.

Much of the existing literature on human-robot interaction has focused on human supervisory control, i.e., an operator is required to process information provided by the robot, usually through a computer interface, and then direct the robot’s behavior [5]. In these systems, the human is often required to possess detailed knowledge of the robot’s various operating modes and transition characteristics in order to properly predict future actions. Automation surprises, due to human fatigue or lack of mode awareness, may have potentially fatal consequences [6], [7].

Human-robotic networks of the future need to operate in a manner that is both intuitive and natural for the human, i.e., free of the information transfer overhead present in supervisory protocols. This will enable a truly collaborative “peer-to-peer” network where humans and robots can operate independently of one another to service various sets of tasks within a given domain [8]. Central to this idea is the requirement that the robot must effectively infer the intent of the human collaborator. The converse problem has been studied at length in [9]–[12], where a typical solution is to design legible motion planning, i.e. visually communicative robot trajectories that are arced or exaggerated to aid in human perception. Inferring human intent, the focus of our work, has typically been approached using tools from Bayesian statistics [13]–[17] which we shall likewise employ.

Many authors have studied human intent inference in the context of single-task collaboration. In [13], the authors consider a human and robot collaborating within a factory setting on the construction of a cart. The robot is required to fetch, return, and use various tools to assemble the cart at a workbench while the human stocks cart components. The authors model the workbench state as a first-order Markov process and demonstrate experimentally that Bayesian inference of human stocking intent offers a more continuous and natural assembly process than their strictly reactive control trials. In [14], the authors use the related technique, Intention-Driven Dynamics, in games such as table tennis.

Our focus lies in the context of multiple-task collaboration. Specifically, we consider a 2-D domain which contains a set of spatially distributed tasks which must each be visited by either the human or the robotic agent. This problem has previously been studied in [16], [17] where the authors have modelled task-allocation under the assumption that humans will behave in a roughly optimal manner. In these works, robots take optimal trajectories towards their most likely target and must recompute the target sequence only when a change in most likely human intent is detected: e.g., the human impulsively changes their target mid-transit. In contrast, we take a flexible path approach, i.e, the possible robot target sequences exist in superposition and inform a cost function that weighs the likelihood of all targets at any given time. In this way, our trajectories tend to curve towards targets as they are continually updated with new posterior probability data. This approach is demonstrated in simulation to have shorter total task completion times than prior approaches for cases involving highly impulsive humans.

This paper is organized as follows: Section II presents our human and robot kinematic models as well as our task domain. Section III describes the Bayesian inference of human goals and presents our method for robot trajectory design. In Sections IV and V, we discuss simulation results and provide an illustrative experimental case study. Section VI presents our conclusions and intended future work.
II. Problem Formulation

Consider a convex domain $\mathcal{D} \subseteq \mathbb{R}^2$ which contains a set $\mathcal{T}$, referred to as the task queue, of $N$ spatially distributed tasks denoted $T_i, \forall i \in \{1, \ldots, N\}$. Each task is located at position $p_{T_i}$, and all positions are measured relative to a global coordinate frame $\mathcal{G}$ with origin $\mathcal{O}$. A heterogeneous network consisting of a single human agent $\mathcal{H}$ and a single robotic agent $\mathcal{R}$ are charged with servicing each of the $N$ tasks. Human and robot positions are denoted $p_{\mathcal{H}}(t_k)$ and $p_{\mathcal{R}}(t_k)$ respectively where $t_k = k \Delta T$, $k \in \mathbb{Z}$, and $\Delta T$ is the discrete time step.

Definition 1: $T_i$ is considered complete and is removed from $\mathcal{T}$ the instant that either the human or the robot has passed within a task capture radius of $r_c$, i.e., $\|p_{\mathcal{H}}(t_k) - p_{T_i}\| \leq r_c \vee \|p_{\mathcal{R}}(t_k) - p_{T_i}\| \leq r_c$.

The discrete time kinematics of the human and robot evolve as:

$$p_{\mathcal{H}}(t_{k+1}) = p_{\mathcal{H}}(t_k) + v_{\mathcal{H}}(t_k) \Delta T,$$

$$p_{\mathcal{R}}(t_{k+1}) = p_{\mathcal{R}}(t_k) + v_{\mathcal{R}}(t_k) \Delta T,$$

respectively where $v_{\mathcal{H}}(t_k)$ and $v_{\mathcal{R}}(t_k)$ denote agent velocities which are constrained by a maximum value $V$, i.e., $v_{\mathcal{H}}(t_k) \leq V$ and $v_{\mathcal{R}}(t_k) \leq V, \forall t_k$. Thus, at time $t_k$ we may constrain the set of reachable points at $t_{k+1}$ such that $p_{\mathcal{H}}(t_{k+1}) \in \overline{B}_{r_c} p_{\mathcal{H}}(t_k)$ and $p_{\mathcal{R}}(t_{k+1}) \in \overline{B}_{r_c} p_{\mathcal{R}}(t_k)$, where $\overline{B}_{r_c} p_{\mathcal{H}}(t_k)$ is the closed ball of radius $V \Delta T$ centered at $p_{\mathcal{R}}(t_k)$. This task domain and agent kinematic model is similar to that of [17] which serves as our baseline technique for comparison.

Modeling human behavior in a collaborative environment is incredibly complex and thus we shall restrict ourselves to three potential models for human task selection. The first is referred to as the human-optimal sequence. It is the sequence of tasks that would result in the shortest overall path length for the human assuming straight paths. It does not account for the actions of the robot. The second model is referred to as the human-greedy sequence and assumes that the human will always proceed towards their closest target. The third model, human-collaborative sequence, assumes that the human and robot will collaborate perfectly and travel at maximum speeds in order to service all targets in the theoretical minimum time. Note that these sequences are recomputed whenever a task is removed from the queue.

Humans are often unpredictable and thus it is necessary to perturb these baseline models in a manner consistent with the seemingly sub-optimal aspects of human behavior. The authors of [17] took an approach, referred to as "human action randomness", in which a human shall nominally walk straight towards their intended target with probability $\alpha \in (0, 1)$ of taking a random step in transit. The intent is to capture the indecisiveness of human nature; however, we postulate that a more realistic model is that of a homogeneous Poisson process. This generates events, at random arrival times, in which the human impulsively "changes their mind" as to their intended target. They select a new one at random while always proceeding along straight paths. We shall refer to this as our impulsivity perturbation model. Thus, upon every reduction event in the task queue, the human shall select a target, consistent with their task selection model, and proceed towards it with some probability of an impulsivity event occurring in transit.

In a homogeneous Poisson process, the interarrival times are independent identically distributed (i.i.d) exponential random variables with mean $\lambda^{-1}$ and a probability density function (pdf) $f(x) = \lambda e^{-\lambda x}$ where $x \in [0, \infty)$. We shall refer to $\lambda$ as our human impulsivity factor. Using a cumulative distribution inverse method, we define impulsivity event times with a discrete approximation of the well known method presented in [18].

Definition 2: Impulsivity event $\epsilon_{n+1}$ occurs at a time:

$$t_{n+1} = t_n - \Delta T \left[ \frac{\lambda^{-1} \ln (U_{n+1})}{\Delta T} \right],$$

where $U_{n+1}$ is a uniformly distributed random variable in $(0, 1)$ and the upper-bracketed delimiters represent the ceiling function. Note that the initial event $\epsilon_1$ occurs at $t_1 = -\Delta T \left[ \frac{\lambda^{-1} \ln (U_1)}{\Delta T} \right]$.

Remark 1: The purpose of this work is to design a flexible robot trajectory generation method that facilitates shorter total task completion times than existing methods for highly impulsive humans, i.e., $\lambda \gg 1$.

III. Approach

A. Human Intent Inference

To predict human intent, we use the standard Bayesian inference model presented in [15] and later adopted in [16], [17]. Essentially, the robot observes the translation of the human at each time step and computes the probability that any given task in $\mathcal{T}$ is the intended target of the human. The posterior probability for $T_i$ evolves as:

$$P(T_i|p_{\mathcal{H}}(t_{1:k+1})) \propto P(p_{\mathcal{H}}(t_{k+1})|T_i, p_{\mathcal{H}}(t_{1:k}))P(T_i|p_{\mathcal{H}}(t_{1:k})).$$

Assuming a memoryless system, we make the simplification that our likelihood function obeys

$$P(p_{\mathcal{H}}(t_{k+1})|T_i, p_{\mathcal{H}}(t_{1:k})) = P(p_{\mathcal{H}}(t_{k+1})|T_i, p_{\mathcal{H}}(t_k)).$$

We model the relationship between human action and intent following a standard Boltzmann, i.e., softmax, policy:

$$P(p_{\mathcal{H}}(t_{k+1})|T_i, p_{\mathcal{H}}(t_k)) \propto e^{\beta Q_i(p_{\mathcal{H}}(t_{k+1}))},$$

where $\beta$ is the adjustable rationality index characterizing the tendency of the human to take an optimal path towards their intended task. This should be distinguished from $\lambda$ which characterizes the tendency of a human to switch tasks. For $\beta \rightarrow \infty$, the robot assumes that the human will be perfectly rational and take straight paths while $\beta \rightarrow 0$ implies the robot will assume the human follows a random walk.

$Q_i(p_{\mathcal{H}}(t_k))$ is the Q-value for the action taken by the human over $p_{\mathcal{H}}(t_{k:k+1})$, i.e., the expected discounted reward of stepping from $p_{\mathcal{H}}(t_k)$ to $p_{\mathcal{H}}(t_{k+1})$ and then proceeding optimally towards $T_i$. Our robots assume that a rational human would take steps that carry them closer to their target.
along a minimum path length. Thus, $Q_i(p_H(t_k))$ is the value function of a $\gamma$-discounted optimal control problem:

$$Q_i(p_H(t_k)) = R\gamma||p_{H_1} - p_H(t_k)|| - C\frac{\gamma - \gamma ||p_{H_1} - p_H(t_k)||}{1 - \gamma},$$

where $R$ is a terminal reward and $C$ is a running cost. For additional descriptions of reinforcement and Q-learning, see [19].

**B. Robot Task Superposition**

Assume for a moment that at time $t_k$, $T_i$ is the current intended task of the robot at $p_{H}(t_k)$ and the robot is positioned at $p_{R}(t_k)$. Furthermore, let us assume that both the robot and human shall proceed along straight paths at maximum velocity towards each intended task. Then, there exists an optimal sequence of tasks for both the robot and the human from these initial conditions. Define $T_i^j, \forall j \in \{1, ..., N\}$ and $\ell \in \{1, ..., (N-1)\} | T_i^\ell = T_i$. $T_i^j$ is the $j$th task in the $\ell$th permutation of possible network task sequences beginning with $T_i$. Also define $m$ as the last task in the human’s sequence and $m + 1$ as the first task in the robot’s sequence. Note that the human and robot will complete tasks simultaneously.

The robot must find the indices $\ell$ and $m$ that correspond to the task sequence and agent task allocation that minimizes the completion time for the network, i.e., that minimize the maximum path length of either agent:

$$\arg\min_{\ell, m} \max_{m \in \{1, ..., N-1\}} \sum_{j=1}^{m} ||p_{T_i^j} - p_{T_i^{j-1}}|| (1 - \delta_{j,1}) + ||p_{H}(t_k) - p_{T_i^\ell}|| \delta_{j,1} + \sum_{j=m+1}^{N} ||p_{T_i^j} - p_{T_i^{j-1}}|| (1 - \delta_{j,m+1}) + ||p_{R}(t_k) - p_{T_i^{j+1}}|| \delta_{j,m+1},$$

(6)

where $\delta_{j,1}$ is the Kronecker delta function. Note that (6) may be solved in real-time with a brute-force method for approximately $N \leq 10$. For networks with $N > 10$, one may employ mixed integer linear programming such as in [20].

Thus for each $T_i$, our robot should choose $T_i^m$ with probability $P(T_i|p_{H}(t_k))$. We superimpose the potential choices of $T_i^m$, weighted by both proximity and $P(T_i|p_H(t_k))$, into a cost function that selects the robot’s next translation step:

$$p_{R}(t_{k+1}) = \arg\min_{p \in \partial, r_p} \sum_{i=1}^{N} ||p - p_{T_i^{m+1}}|| \left( P(T_i|p_H(t_k)) \right) - \min \left( 0, \ln \left( \frac{||p - p_{R}(t_k)||}{r_a} \right) \right).$$

(7)

where $r_a$ is a tunable parameter referred to as the task attractive radius. Note that $T_i^m$ is different for each index $i$ in the summation. This is implicit as to not further complicate the notation. The generation of this trajectory is summarized in Algorithm 1.

The effect of (7) is that a robot, with distance greater than $r_a$ from any task, will travel along a trajectory purely informed by the probabilities that each $T_i^m + 1$ is its optimal task. If $R$ passes within $r_a$ of an adjacent task during its travel, the logarithmic term in (7) will output a negative value and thus the task’s weight $P(T_i|p_{H}(t_k Plus 1))$ shall be supplemented with an additional positive value. This results in a logarithmic attraction to adjacent tasks that $R$ passes while approaching tasks with high values for $P(T_i|p_{H}(t_k Plus 1))$.

Trajectories resulting from (7) are less direct and tend to curve towards tasks as $P(T_i|p_{H}(t_k Plus 1)) \rightarrow 1$ rather than taking straight paths. This offers more flexibility in task selection than existing methods, such as [17], that direct the robot along straight paths towards the task which is optimal with probability greater than 0.5. We postulate that our method will perform better for highly impulsive humans, $\lambda >> 1$, than the existing strategy as we are able to avoid sharp and sudden changes in the robot’s trajectory that arise during the discrete event in which one task replaces another as having probability greater than 0.5. Furthermore, the existing strategy suffers in that it is often hard to identify any task as having a probability greater than 0.5 when there are a substantial number of tasks in the network. The authors of [17] address this problem by only recalculating the robots optimal sequence when a new task has risen above the probability threshold. Essentially, the human intent inference data is not utilized between these recalculation events.

**IV. Simulation Results**

Our hypothesis, that this method will offer shorter total task completion times than [17] for humans with high values of $\lambda$, has been verified through a series of simulations. In total, 1000 unique task domains were generated each with uniformly distributed random values for $p_{H}(t_k)$, $p_{R}(t_k)$ and $p_{T_i}, \forall i \in \{1, ..., N\}$. Simulations take place in a 100 x 100 unit domain with $N = 10$ tasks. $R = 10$, $C = 1$, and $\gamma = 0.9$ were chosen as our Q-value parameters as they typically resulted in a smooth and gradual growth in $P(T_i|p_{H}(t_k Plus 1))$ that would exceed 0.9 immediately before the human entered the capture radius $r_c$ of a task.

$$V = 2\sqrt{2}$$ was chosen as the maximum velocity because $Q_i(p_H(t_k Plus 1))$ is computed only at discrete grid points in our simulation. These points intersect the reachable set of each agent and thus $V = 2\sqrt{2}$ implies that $Q_i(p_H(t_k Plus 1))$ is computed over a geometrically symmetric 6 x 6 square of points. It was observed that choosing values for $V$ that are not multiples of $\sqrt{2}$ tended to prevent diagonal movement. $r_c = \frac{1}{2}V + 1$ was chosen as it was the smallest value to reliably guarantee task capture without any possibility of infinite oscillations around the task location. Finally, $r_a = 40$ was chosen empirically as it was observed to guarantee capture of any adjacent task within approximately 10 units of
algorithm 1 Compute Robot Trajectory

inputs: n, \( \Delta T, \beta, r_c, r_a; T = \{ T_i, p_T, \forall i \in \{1, \ldots, N\} \}, \)
\( p_T(h_k), p_R(h_0), V, R, C; \gamma \)

declare: \( k \leftarrow 0 \)
\( P(T|p_T(h_k)) \leftarrow \frac{\|p_T(h_k) - p_T\|^{-1}}{\sum_{i=1}^{N} \|p_T(h_k) - p_T[i]\|^{-1}}, \forall i \in \{1, \ldots, N\} \)

while \( N > 0 \) do

  while \( i < N + 1 \) do

    compute \( Q_i(p_T(h_{k+1})) \) via (5).
    \( p_T(h_{k+1}) \leftarrow p_T(i, p_T(h_k)) \leftarrow p_T(i, p_T(h_{k+1})) \)
    \( T_j \leftarrow permutaions(i, \ldots, N) \), \( T_i \leftarrow T_j \)
    compute \( \{l, m\} \) via (6).
    \( i \leftarrow i + 1 \)
  end while
  normalize \( P(p_T(h_{k+1} | T_i, p_T(h_k)), \forall i \).
  compute \( p_R(h_{k+1}), \forall i \).
  if \( \exists j \|p_T(h_k) - p_T[j]\| < r_c \lor \|p_T(h_k) - p_T[j]\| < r_c \)
    then
      \( T \leftarrow T \setminus T_{j}, p_T \)
      \( N \leftarrow N - 1 \)
    break
  end if
end while
end while

R. We consider this to be a reasonable detour in a trajectory proceeding towards tasks with high \( P(T|p_T(h_{k+1})) \).

Each of our 1000 unique task domains was tested in simulations with values for \( \lambda \) set at integer steps between 0 and 24 and under all three human behavior models described in Section II. This resulted in a total of 150,000 individual simulations. The average total task completion time over the 1000 task domains is presented in Fig. 1. As one would assume, the time required to complete all tasks was highly dependent upon the spatial arrangement of tasks in the domain. Therefore, the standard deviations associated with the average values in Fig. 1 tended to be very large, e.g., approximately 10 seconds for trials with small \( \lambda \) and upwards of 30 seconds for trials with large \( \lambda \). These standard deviations are presented in Fig. 2.

In order to prevent domains containing highly distributed tasks from holding an unfair weight in these averages, a set of corrected trends were produced for Fig. 3. For these, each simulation task completion time is normalized against the theoretical minimum time (control robot with \( \lambda = 0 \) in human-collaborative task sequence) for that given map before the averaging occurs. This was done to properly scale the relative performance for each unique map. However, this only affected the percent change in performance by at most a few fractions of a percent.

For all three human models, the control robot performs better for small values of \( \lambda \). As \( \lambda \) increases a trade-off occurs at which point the flexible path robot shows better performance. This trade-off occurs for \( \lambda \) in an approximate range of \( 6 - 8 \) for the human-optimal task sequence, \( 6 - 11 \) for the human-greedy task sequence, and \( 7 - 9 \) for the human-collaborative task sequence. For \( \lambda = 0 \), the improvements in total task completion time for our three human models are \( -17.7\% \), \(-17.3\% \), and \(-17.1\% \) respectively while \( \lambda = 24 \) they are \( 9.2\% \), \( 7.0\% \) and \( 8.9\% \). These results are presented in Fig. 4. The trajectories from a sample trial of the human-optimal task sequence with \( \lambda = 13 \) are presented in Fig. 5 which illustrates a direct comparison of our method with the existing one. For the full animation of this figure, see the supplemental video available at https://www.dropbox.com/s/q5910p77ls0h5yg/HRI_FEB_2018.mp4?dl=0
Fig. 5. A sample trial illustrates a direct comparison of the flexible path robot (FPR) with the control robot (CR). The upper six and lower six images are time lapses of the FPR and CR simulations respectively for $\lambda = 13$ and for the same set of initial conditions and impulsivity event times $t_{\epsilon_n}$. At $t = 1$, the FPR has already started towards its closest task while the CR remains stationary as it waits for event $P(T_{1:p_H}(t_{1:k+1})) > 0.5$ to trigger the initial robot sequence computation. While $1 < t < 15$, the robot completes this closest task in both simulations. The CR then proceeds north east towards the same task as the human as it is still operating under its initial sequence computation. It is not until a probability event triggers a recomputation that the CR takes a south west turn. Meanwhile, the FPR had already begun proceeding in a generally southward direction. While $15 < t < 35$, the human impulsively switches targets from the northernmost target to the easternmost target. This eventually triggers a sharp deviation in the CR’s path away from the southernmost target while the FPR is unaffected as it is already well within $r_{a_0}$ of the southernmost task. By $t = 55$, the CR is well behind the FPR.

V. EXPERIMENTAL CASE STUDY

Our algorithm has also been tested experimentally within an indoor test environment with five tasks placed within a $5 m \times 2.5 m$ domain. Our robotic agent is an Ascending Technologies Hummingbird quadrotor which is controlled via an XBee wireless serial module from our ground desktop computer. Position data of both the human and quadrotor are made available to our algorithm at 250 Hz via a Vicon motion capture system.
Fig. 3. For these corrected trends, each simulation task completion time is normalized against the theoretical minimum time for that task domain before averaging.

Fig. 4. The flexible path robot shows a definite improvement in total task completion time across all three human behavior models for $\lambda > 11$.

capture system. The algorithm is implemented in MATLAB on the ground computer which interfaces with the vehicle via the Robot Operating System (ROS) and the MATLAB Robotics Systems Toolbox.

In the experiment, the human initially proceeded towards task 1 while the robot was drawn towards tasks 3-5 due to a combination of their attractiveness terms and the high probability that task 5 was the optimal robot task. Upon detecting a shift in the human’s intent towards tasks 3-5, the robot’s trajectory curved back towards tasks 1 and 2. This is illustrated in Fig. 6 and the supplemental video.

One noticeable difference between the experiment and simulation is that $P(T_i|p_H(t_{1:k+1}))$ showed much greater oscillations as the human approached intended targets. This may be a result of the fact that the simulated human proceeds at a constant velocity while the actual human’s trajectory is noisy. This may result in a noisy evolution of $Q_i(p_H(t_k))$. Our immediate future experimental goals are to implement a finer mesh task grid and to filter the human’s trajectory.

Fig. 6. In our experimental trial, the human initially proceeds towards task 1 and then impulsively switches to task 5. This prompts the robot to switch to tasks 1 and 2.
In this paper, we presented a novel method for generating the trajectory of a robot assisting a human in servicing a set of tasks in a convex 2-D domain. Like existing methods, we used Bayesian inference to estimate the human’s intent which informed the computation of potentially optimal task sequences for the robot. However, our approach is novel in that all of these potential task sequences are superimposed into a cost function weighted by the posterior probability of the human’s intent with an additional consideration for task proximity. This results in flexible robot path that increases the performance of the network for a class of highly impulsive humans, i.e., typically humans with $\lambda > 11$. We verified these results through 150,000 simulations of various domain maps and agent initial conditions as well as values for $\lambda$.

Furthermore, we demonstrated the efficacy of this algorithm experimentally. Qualitatively, the experimental agent performed well; however, the posterior probability tended to oscillate much more rapidly than in the simulated environment. We are considering potential solutions to this problem, e.g., filtering position measurements and using a higher resolution spatial discretization. Future work will extend this network to multiple humans and robots and formalize a hybrid automaton with modes dedicated to additional assistive tasks other than point-to-point servicing.

**VI. CONCLUSIONS**

In this paper, we presented a novel method for generating the trajectory of a robot assisting a human in servicing a set of tasks in a convex 2-D domain. Like existing methods, we used Bayesian inference to estimate the human’s intent which informed the computation of potentially optimal task sequences for the robot. However, our approach is novel in that all of these potential task sequences are superimposed into a cost function weighted by the posterior probability of the human’s intent with an additional consideration for task proximity. This results in flexible robot path that increases the performance of the network for a class of highly impulsive humans, i.e., typically humans with $\lambda > 11$. We verified these results through 150,000 simulations of various domain maps and agent initial conditions as well as values for $\lambda$.

Furthermore, we demonstrated the efficacy of this algorithm experimentally. Qualitatively, the experimental agent performed well; however, the posterior probability tended to oscillate much more rapidly than in the simulated environment. We are considering potential solutions to this problem, e.g., filtering position measurements and using a higher resolution spatial discretization. Future work will extend this network to multiple humans and robots and formalize a hybrid automaton with modes dedicated to additional assistive tasks other than point-to-point servicing.
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