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The increasing interest in autonomous marine systems and related applications has motivated, among others, the development of systems and algorithms for the dynamic positioning of underactuated marine vehicles (ships, surface vessels, underwater vehicles) under the influence of unknown environmental disturbances. In this paper, we present a state feedback control solution for the navigation and practical stabilization of an underactuated marine vehicle under non-vanishing current disturbances, by means of hybrid control. The proposed solution involves a logic-based switching control strategy among simple state feedback controllers, which renders the position trajectories of the vehicle practically stable to a goal set around a desired position. The control scheme consists of three control laws; the first one is active out of the goal set and drives the system trajectories into this set, based on a novel dipolar vector field. The other two control laws are active in the goal set and alternately regulate the position and the orientation of the vehicle, so that the switched system is practically stable around the desired position. The overall system is shown to be robust, in the sense that the vehicle enters and remains into the goal set even if the external current disturbance is unknown, varying and only its maximum bound (magnitude) is given. The efficacy of the proposed solution is demonstrated through simulation results.
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1 Introduction

Guidance, navigation and control of marine vehicles (ships, surface vessels and underwater vehicles) has received great interest over the past twenty years, motivated in part by their extensive use in oil industry, in scientific explorations (e.g. in oceanographic, archeological and marine biology research), in search and rescue missions, surveillance and inspection tasks, etc.

The control design for underactuated marine vehicles, in particular, constitutes an interesting and challenging subset of the overall problem, and has been mainly motivated by the need for minimal vehicle design, fault tolerance and control under thruster failures, as well as by the navigation problem for specific classes of vehicles, such as torpedo-shaped Autonomous Underwater Vehicles (AUV). There are various reasons that justify the characterization of the underactuated control design as challenging, including: (i) the manifestation of second-order nonholonomic constraints, which dictate the non-existence of continuous, time invariant state feedback control laws (Brockett 1983), (ii) the highly nonlinear and coupled structure of the system dynamics, as well as (iii) the effect of external disturbances due to waves, currents and wind (for surface vessels). It is generally accepted that each of these parameters should be carefully taken into consideration during the control design, so that the resulting closed-loop system performs efficiently and reliably in real environmental conditions.
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1.1 Literature Survey

Driven mainly by the vivid research activity on the control of underactuated systems, the stabilizing control design for underactuated marine vehicles has been addressed via methods and strategies that overcome the limitation induced by Brockett’s condition. Pioneer work in this direction has appeared in (Wichlund et al. 1995), where a smooth state-feedback law stabilizes an underactuated ship to an equilibrium manifold, instead of an equilibrium point. Smooth, time-varying controllers which yield asymptotic stability to the origin are proposed in (Pettersen and Egeland 1999, Pettersen and Fossen 2000, Mazenc et al. 2002, Do et al. 2002, Dong and Guo 2005), whereas discontinuous, time-invariant controllers are proposed in (Reyhanoglu 1996, Fantoni et al. 2000, Aguiar and Pascoal 2001, Ghommam et al. 2006, Cheng et al. 2002). More recently, the increasing research interest in hybrid systems and control has resulted in the formulation of hybrid control solutions, see for instance (Kim et al. 2002, Aguiar and Pascoal 2002, Greytak and Hover 2008, Ma 2009); in these contributions, a proper switching logic among suitably defined state feedback control laws yields asymptotic stability for various models of underactuated marine vehicles.

Very much related to the context of stabilizing control is the problem of dynamic positioning for underactuated marine vehicles. For a recent survey on dynamic positioning control systems the reader is referred to (Sørensen 2011). Briefly, the term dynamic positioning has been traditionally used to describe the process of automatically maintaining the position and heading of the vehicle by means of its own propellers and thrusters, only. Therefore, the high-level dynamic positioning control problem reduces into finding a feedback control law that (ideally) asymptotically stabilizes both position and orientation to desired constant values.

Nevertheless, the effect of environmental (external) disturbances on the vehicle, which mainly arises due to waves, currents and the wind, in principle serves as a non-vanishing perturbation at the desired configuration; consequently, only practical stability can be ensured in practice. External disturbances due to waves and wind are dominating in the case of ships and surface vessels, whereas the motion of a fully submerged underwater vehicle is mostly affected by current disturbances. The aforementioned studies do not take into account the influence of environmental disturbances. To the best of our knowledge, pioneer work in this direction is presented in (Sørensen et al. 1996), where the problem of station-keeping and tracking for ships is addressed via Linear Quadratic Gaussian (LQG) control and a model reference feedforward controller. The dynamic positioning of a ship is also considered in (Pettersen and Nijmeijer 2001); the proposed time-varying control law provides semi-global practical asymptotic stability against environmental forces of unknown magnitude, but known direction. In (Aguiar and Pascoal 2007) the dynamic positioning of an underactuated AUV in the presence of a constant, unknown current is considered; an adaptive controller yields convergence to a desired target point, whereas the final orientation of the vehicle is aligned with the direction of the current. The same philosophy regarding the final orientation is adopted in (Pereira et al. 2008), which addresses the station-keeping for a surface vessel in the presence of wind disturbances. In (Aguiar et al. 2007) the authors propose a switching feedback control law which stabilizes an underactuated AUV around a small neighborhood of the origin, yielding input-to-state practical stability in the presence of disturbances and measurement noise. A hybrid control design for dynamic positioning from calm to extreme sea conditions is proposed in (Nguyen et al. 2007); this work utilizes a supervisory switching logic for orchestrating the switching among different candidate controllers that satisfy the structural changes in the hydrodynamics and the performance requirements subject to varying environmental conditions. Dynamic positioning has been also addressed using sliding-mode control in (Tannuri et al. 2010) and using fuzzy control in (Chang et al. 2002).

\[1\text{A dynamic positioning control system typically consists of several submodules, including signal processing from sensors, wave filtering and state estimation, controller logic for different modes of operation, high-level feedback control laws, feedforward control laws, guidance system and reference trajectories, low-level thrust allocation and model adaptation in various operational and environmental conditions (Sørensen 2011).} \]
Despite these contributions, it is generally accepted that the stabilization of underactuated underwater vehicles in the presence of disturbances has only been partially addressed and is still open in many respects (Aguiar et al. 2007).

1.2 Problem Overview and Contributions

Allowing the desired orientation of a marine vehicle to be essentially specified by external disturbances, as done in (Pettersen and Fossen 2000, Pettersen and Nijmeijer 2001, Aguiar and Pascoal 2007, Pereira et al. 2008), is a plausible assumption and often beneficial for many practical applications, for instance when a marine vehicle needs to move among predefined waypoints to accomplish a mission, or reach a specific spatial region. Yet, there may be cases where a marine vehicle should not only remain close to a desired position, but also to attain a desired (range of) orientation(s) as well. For instance, it is common practice to employ a relatively small, agile underwater robotic vehicle for the inspection of an underwater structure (e.g. oil platform, ship hull), a ship wreck, or marine population, via its onboard camera. In such cases, it may be desirable to keep both the position and the orientation of the vehicle close to nominal values, so that the inspection task (for instance, taking snapshots from a predefined set of configurations (positions and orientations) with respect to (w.r.t.) the target) is essentially effective.\footnote{Inspection could plausibly be facilitated by a rotating camera along the vertical axis (pan camera). In that case, the vehicle can be controlled to align with and counteract the current (external) disturbance, and the camera can be controlled to carry out the inspection task according to some predefined criteria; yet this assumption essentially defines a different control problem with the system having an extra degree-of-freedom (d.o.f.). Here we assume that the onboard camera can not rotate along the yaw d.o.f., which holds true for many low-cost commercial underwater robotic vehicles.}

Let us consider for instance a marine (underwater, surface) vehicle, which is used to inspect a stationary target through its onboard, non-rotating, camera (Fig. 1). The position and orientation trajectories of the vehicle are ideally required to be asymptotically stable w.r.t. to the origin $q_G = 0$, where $q \in \mathbb{R}^2 \times S$ denotes the pose (position and orientation) vector w.r.t. $G$. However, the perturbation induced by the current disturbance of velocity $V_c$ and direction $\beta_c$ w.r.t. a global frame $G$, is non-vanishing at $q_G$ and thus the origin is not an equilibrium point. Consequently, it is meaningless to search for control laws that yield the system asymptotically stable at $q_G$. Instead, one can aim at rendering the system uniformly ultimately bounded within a set that contains the origin, addressing thus the practical stabilization problem.

Motivated by these considerations, this paper proposes a switching control strategy and design which yields global, practical stability for an underactuated marine vehicle under the effect of unknown, but bounded, non-vanishing current perturbations. Under the proposed control scheme, the vehicle converges and remains into a goal set around the origin. The resulting performance is achieved via state-dependent switching among three state feedback controllers.
The first controller is active outside the goal set and drives the system trajectories into this set using a dipolar vector field (Panagou et al. 2011). The other two controllers are active inside the goal set, and alternately regulate either the position, or the orientation of the vehicle. The switched system is shown to be robust, in the sense that the system trajectories enter and remain into the goal set even when only a maximum bound $\|v\|_{\text{max}}$ on the current disturbance is given, while the direction of the current $\beta_c$ is not necessarily constant.

Compared to earlier relevant work on dynamic positioning for underactuated marine vehicles, which drop the specification on the desired orientation, the proposed control strategy allows also for the regulation of the vehicle’s orientation to zero during the time intervals when the corresponding controller is active. This feature, along with the robustness property, renders the proposed solution suitable for applications where both the position and the orientation of an autonomous marine vehicle are of importance, e.g. for inspection tasks with a fixed (i.e. non-rotating) onboard camera. Furthermore, our control strategy does not require the disturbance direction to be either constant, or a priori known, or estimated on-line, as done in (Pettersen and Nijmeijer 2001, Aguiar and Pascoal 2007); only the maximum bound on the disturbance magnitude is required to be known. Compared to other hybrid control solutions (Nguyen et al. 2007) for dynamic positioning, our strategy differs in the sense that it does not involve an orchestration among controllers for various environmental conditions, but is rather an orchestration among different state-dependent controllers which yield the position trajectories ultimately bounded around the origin, against a bounded class of disturbances. Finally, it should be mentioned that the proposed switching control logic has been in part inspired by the notion of “unstable/stable switched systems” in (Aguiar et al. 2007). However, the overall control design and analysis is not similar with those in (Aguiar et al. 2007), while the use of the dipolar vector fields renders the navigation and control design much more intuitive and straightforward, without the need for coordinate transformations, as done in (Aguiar et al. 2007).

Preliminary results of this work have appeared in (Panagou and Kyriakopoulos 2011), where the proposed control strategy is implemented for a vehicle with unicycle kinematics, subject to an unknown, but bounded, velocity disturbance. Compared to this paper, here the control design is based on the 3-d.o.f. equations for the motion of a marine vehicle, including both the kinematics and the vehicle dynamics; consequently, the control design and stability analysis are not the same with the ones in (Panagou and Kyriakopoulos 2011). Furthermore, the dipolar vector field used in this paper is of simpler analytic form compared to the one used in (Panagou and Kyriakopoulos 2011). Finally, more simulation results are included, which demonstrate the efficacy of the proposed switching control strategy in the case that the direction of the current disturbance is not constant, but subject to zero-mean, uniform deviation w.r.t. an unknown direction.

The paper is organized as follows: Section 2 gives the problem formulation and Section 3 briefly introduces the notion of dipolar vector fields used in the control design. Section 4 presents the switching control strategy, while the analytic construction of the control laws, the stability analysis of the switched system and the robustness consideration are given in Section 5. Section 6 includes the simulation results. The conclusions and thoughts on future research are summarized in Section 7.

## 2 Problem Formulation

We consider the motion on the horizontal plane of a marine vehicle which has two back thrusters for moving along the surge and yaw d.o.f., but no lateral thruster along the sway d.o.f.. The considered thrust allocation pattern is encountered on many commercial underwater and surface robotic vehicles, while it furthermore constitutes a standard configuration for many custom-made AUVs with reconfigurable thrust allocation. The roll angle $\phi$ and the pitch angle $\theta$ are assumed to be passively stable around zero, i.e. $\phi = \theta = 0$.

We assume that the vehicle moves under the influence of an non-rotational current of velocity
Furthermore:

Along the axes of $B$ and $\nu_r = [\nu r | v_r]$, where $\nu$ is the position vector and $\psi$ is the orientation (yaw angle) of the vehicle w.r.t. $G$, and $\nu_r = [u_r \ v_r \ r]^T$ is the vector of relative (linear and angular) velocities w.r.t. the body-fixed frame $B$, defined as: $\nu_r = \nu - \nu_c$, where $\nu = [u \ v \ r]^T$ are the linear and angular velocities of the vehicle w.r.t. $B$. Furthermore: $m_{11}, m_{22}, m_{33}$ are the terms of the inertia matrix including the added mass effect along the axes of $B$, $X_u, Y_v, N_r$ are the linear drag terms, $X_u|u|, Y_v|v|, N_r|r|$ are the nonlinear drag terms, and $\tau_u, \tau_r$ are the control inputs along the surge and yaw d.o.f. 

Remark 2.1 The model (1) neglects the off-diagonal elements of the inertia and damping matrices, in the sense that they are relatively small compared to the dominating diagonal elements. This is considered a valid assumption for fully submerged vehicles which have three planes of symmetry and move at low speed in the presence of ocean currents (Fossen 2002), and furthermore has been used in earlier related work on dynamic positioning Aguiar et al. (2007), Aguiar and Pascoal (2007). Yet, the output feedback control design for an AUV of more complicated modeling, which includes off-diagonal inertia and linear damping elements that couple the sway and yaw d.o.f., has been addressed in Refsnes et al. (2007, 2008). Motivated in part by this, we furthermore illustrate the effectiveness of the proposed control design in the case of port-starboard symmetry only, i.e. for a model with off-diagonal elements in the inertia and damping matrices, see Section 6.

Remark 2.2 Note that the (in general destabilizing) yaw Munk moment $N_{Munk}$ is included in the model (1) through equation (1f), since $(m_{11} - m_{22}) u_r v_r = (m - X_h - (m - Y_v)) u_r v_r = (Y_v - X_h) u_r v_r = N_{Munk}$. In any case, one should keep in mind that the added mass inertia and coriolis matrices have been modeled in various ways in earlier work, depending on the assumptions mentioned above and the control objectives; for more details see Refsnes et al. (2007, 2008).

The system (1) falls into the class of control affine systems with drift vector field $f(x)$ and additive perturbations $v(\cdot)$, written as: $\dot{x} = f(x) + \sum_{i=1}^{2} g_i(x) u_i + v(\cdot)$, where $x = [q^T \ \nu_r]^T = [x \ y \ \psi \ u_r \ v_r \ r]^T$ is the state vector, $g_i(\cdot)$ are the control vector fields and $v(\cdot) = [V_c \cos \beta_c \ V_c \sin \beta_c \ 0_{1 \times 4}]^T$ is the perturbation vector field. In the sequel, the perturbation vector field is denoted as $v(\cdot) = [V_c \cos \beta_c \ V_c \sin \beta_c]^T$.

The dynamics along the sway d.o.f. serves as a second-order nonholonomic constraint; the equation (1e) implies that $x_c = 0$ is an equilibrium point of (1) if $v_r = 0$ and $u_r r = 0$. One gets out of the first condition that $v = v_c$. Given that the linear velocity $v$ of the vehicle along the sway d.o.f. should be zero at the equilibrium, it follows that: $v_c = 0 \Rightarrow V_c \sin(\beta_c - \psi_e) = 0 \Rightarrow$

1To avoid ambiguity, let us note that $m_{11}, m_{22}, m_{33}$ stand for the standard SNAME notation $m - X_u, m - Y_v, I - N_r$, i.e. correspond to the inertia plus added mass matrix elements along surge, sway and yaw d.o.f. (Fossen 2002).
$V_c = 0$ or $\psi_e = \beta_c + \kappa \pi, \kappa \in \mathbb{Z}$. Thus, the desired orientation $\psi_e = 0$ can be an equilibrium of (1) if $V_c = 0$, which corresponds to the nominal case, or if $\beta_c = 0$, i.e. if the current is parallel to the $x$-axis of the global frame $G$. In the general case that $\beta_c \neq 0$, the current serves as a non-vanishing perturbation at the (pose) equilibrium $q_e = 0$, and therefore the closed-loop trajectories of (1) can only be rendered ultimately bounded in a neighborhood of $q_e$. Thus, the control design for (1) reduces into addressing the practical stabilization problem, i.e. to find state feedback control laws so that the system trajectories $q(t)$ remain bounded around the origin.

**Problem Statement:** Given the system (1), subject to current-induced perturbations $v = [V_c \cos \beta_c \ V_c \sin \beta_c]^{\top}$, $V_c > 0$, $\beta_c \in [0, 2\pi)$, design a switching signal $\sigma(\cdot) : \mathbb{R}^n \rightarrow \mathcal{I} = \{1, 2, \ldots, \chi\}$ and $\chi$ feedback control laws $\gamma_\sigma(\cdot)$, so that the closed-loop system is $\epsilon$-practically asymptotically stable around the origin, in the sense that for given $\epsilon > 0$ and any initial $q_0$ the solution $q(t) = q(t, q_0, \gamma_\sigma(\cdot))$ exists $\forall t \geq 0$, and furthermore $q(t) \in B(0, \epsilon)$, $\forall t \geq T$, where $T = T(q_0) > 0$.

### 3 Dipolar Vector Fields

The control design employs in part the concept of dipolar vector fields (Panagou et al. 2011). In its simplest form, a dipolar vector field $F : \mathbb{R}^2 \rightarrow \mathbb{R}^2$ is defined on a 2-dimensional vector space, has integral curves that all contain the origin $(0,0)$ of the global coordinate frame, is non-vanishing everywhere in $\mathbb{R}^2$ except for the origin, and is given as:

$$F(r) = \lambda(p^\top r)r - p(r^\top r),$$

where $\lambda \geq 2$, $p = [p_x \ p_y]^\top$ and $r = [x \ y]^\top$ is the vector of (position) coordinates w.r.t. the frame $G$, see Fig. 2(a) the vector field for $\lambda = 2$, $p = [1 \ 0]^\top$.

Figure 2. The vector fields $F_n(x, y)$ and $F_p(x, y)$ for $\lambda = 2$, $p_n = [1 \ 0]^\top$, $p_p = [\cos \beta_c \ \sin \beta_c]^\top$. The integral curves converge to $(x, y) = (0,0)$ with the direction $\phi_n = \text{atan2}(0,1)$ and $\phi_p = \text{atan2}(\sin \beta_c, \cos \beta_c)$ of the vectors $p_n$ and $p_p$, respectively.

The main characteristic of a dipolar vector field (2) is that its integral curves converge to $(0,0)$ with the direction $\phi_p = \text{atan2}(p_y, p_x)$ of the dipole moment vector $p$. Consequently, choosing the vector $p$ such that $\phi_p = \text{atan2}(p_y, p_x) \triangleq \psi_d$ reduces the problem of steering the vehicle to a desired configuration $q_d = [0 \ 0 \ \psi_d]^\top$ into forcing the vehicle to align with and flow along the integral curves of the dipolar vector field $F(\cdot)$. In other words, the 2-dimensional dipolar vector field $F(\cdot)$ can serve as a feedback motion plan (LaValle 2006) for the system, since by
construction the integral curves offer reference paths to \((x, y) = (0, 0)\) which converge there with the desired orientation \(\psi_d \triangleq \text{atan2}(p_y, p_x)\).

Following this idea, and assuming for now that the current velocity \(V_c\) and orientation \(\beta_c\) are known\(^1\), one can easily construct a dipolar vector field \(F_p(\cdot)\) for the perturbed system (1), with integral curves converging to the equilibrium \(q_e = [x_e \ y_e \ \psi_e]^\top\) of (1). The vector field \(F_p(\cdot)\) is taken out of the family of dipolar vector fields (2), and is generated by a dipole moment vector \(p_p = [p_x \ p_y]^\top\) such that \(\tan \psi_e = \tan \beta_c \triangleq \frac{p_y}{p_x}\).

Consequently, for \(p_p = [\cos \beta_c \ \sin \beta_c]^\top\) and \(\lambda = 2\) one gets a dipolar vector field \(F_p(x, y) = F_{px} \hat{x} + F_{py} \hat{y}\) (Fig. 2(b)), where the analytic expressions of the vector field components \(F_{px}, F_{py}\) along the unit coordinate vectors are taken out of equation (2) and read:

\[
\begin{align*}
F_{px} &= x^2 \cos \beta_c + 2xy \sin \beta_c - y^2 \cos \beta_c, \\
F_{py} &= y^2 \sin \beta_c + 2xy \cos \beta_c - x^2 \sin \beta_c.
\end{align*}
\]

4 Switching Control Strategy

Having the vector field \(F_p(x, y)\) given by (3) at hand now reduces the control design into finding a state feedback control law \(\gamma_1(\cdot)\) which forces the vehicle to follow the integral curves of (3) as reference paths. Let us denote the system (1) under the control law \(\gamma_1(\cdot)\) as the (closed-loop) system \(\hat{q} = f_1(q, \gamma_1)\). Clearly, such a control law would cause the position \(q = [x \ y]^\top\) of the vehicle to converge to the origin \((x, y) = (0, 0)\), whereas the orientation \(\psi\) would converge to the orientation \(\phi_p\) of the dipole moment vector \(p_p = [\cos \beta_c \ \sin \beta_c]^\top\). Inspired by (Aguiar et al. 2007), we say that the system \(f_1(q, \gamma_1)\) is stable w.r.t. the position \(r\) and unstable w.r.t. the orientation \(\psi\), in the sense that \(\psi\) does not converge to the desired value \(\psi_d = 0\).

In fact, since \(q_G = 0\) is not an equilibrium point of (1), it follows that forcing the orientation \(\psi \to 0\) via a control law \(\gamma_2(\cdot)\) will result in a system \(\hat{q} = f_2(q, \gamma_2)\) of stable orientation \(\psi\), but unstable position \(r\). In other words, one needs to make a trade-off between regulating the position \(r\) to a desired value \(r_d\) and regulating the orientation \(\psi\) to a desired value \(\psi_d\). In this sense, one may resort to a switching control strategy between the systems \(f_1(q, \gamma_1), f_2(q, \gamma_2)\), to alternately force either the position \(r\), or the orientation \(\psi\) to their desired values, to eventually get an \(\varepsilon\)-practically stable system.

To design a state-dependent switching control strategy, we first assume that the direction of the current disturbance is known, i.e. that the unit vector \(\hat{v} = [\cos \beta_c \ \sin \beta_c]^\top\) of the current velocities w.r.t. the global frame \(G\) is known\(^2\).

We then partition the configuration space \(C \subseteq \mathbb{R}^2 \times [0, 2\pi)\) into the operating regions \(K\) and \(G\), such that \(K = \{q = [r^\top \ \psi]^\top \in C \ | \ |r| > r_0\}\), for some \(r_0 > 0\), and \(G = C \setminus K\) (Fig. 3(a)). The region \(K\) is further divided into \(A = \{q \in K \ | \ \langle r, \hat{v} \rangle \geq 0\}\) and \(B = \{q \in K \ | \ \langle r, \hat{v} \rangle < 0\}\), with \(K = (A \cup B)\). The region \(G\) is similarly divided into \(G_1 = \{q \in G \ | \ \langle r, \hat{v} \rangle \geq 0\}\) and \(G_2 = \{q \in G \ | \ \langle r, \hat{v} \rangle < 0\}\), with \(G = (G_1 \cup G_2)\). The division of the region \(G\) is inspired by the following consideration: When \(q \in G_1\), the disturbance \(v\) forces the position trajectories \(r(t)\) of the (uncontrolled) system (1) away from the desired value \((0, 0)\), whereas when \(q \in G_2\), the disturbance forces the position trajectories \(r(t)\) towards the desired value \((0, 0)\).

Given this state space partitioning, the main idea for the control design is now the following: If \(q \in K\), then a control law based on the dipolar vector field (3) drives the system trajectories into the set \(G\). Then, while \(q \in G\), the system switches to a control law that regulates the orientation \(\psi\) to \(0\). However, since the regulation of the orientation \(\psi\) may yield instability w.r.t. the position \(r\), it is preferable to control the orientation of the vehicle when the current

---

\(^1\)The assumption on known direction \(\beta_c\) is later dropped in Section 5.3.

\(^2\)This assumption is later dropped, in the sense that only the maximum bound of \(V_c\) is considered to be known.
Note that hysteresis into the design of the state-dependent switching signal $\sigma(q(t))$ is introduced by taking into account both the current value of $q(t)$ and the previous value of the switching signal $\sigma(q(t^-))$. Thus, the hysteresis-based switching logic: (i) results in a hybrid closed-loop control system with $\sigma$ being the discrete state, since the value of $\sigma$ is not determined by the current value of $q(t)$ alone, but is also depended on its previous value, $\sigma = \varphi(q, \sigma^-)$, and (ii) prevents the appearance of chattering when the state crosses the switching surfaces (Liberzon 2003).
5 Control Design

Having the switching strategy at hand, we now need to design the candidate state feedback controllers $\gamma_\sigma(\cdot)$, $\sigma \in \{1, 2, 3\}$ that regulate either the position, or the orientation of the marine vehicle. Following common practice for this class of systems, the system (1) is divided into two subsystems $\Sigma_1$, $\Sigma_2$, where $\Sigma_1$ consists of the kinematic equations (1a)-(1c) and the sway dynamics (1e), while the dynamic equations (1d), (1f) constitute the subsystem $\Sigma_2$.

The velocities $[u_r \ r]^{\top}$ are considered as virtual control inputs for the subsystem $\Sigma_1$, while the actual control inputs $\tau = [\tau_u \ \tau_r]^{\top}$ are used to control the subsystem $\Sigma_2$. Thus, the problem reduces into: first, designing the virtual control inputs $\gamma(\cdot)$ for the subsystem $\Sigma_1$, and second, ensuring that the actual velocity trajectories of subsystem $\Sigma_2$ are asymptotically stable to the virtual velocity inputs $\gamma(\cdot)$, by suitably defining the control inputs $\tau$.

5.1 Control design at the kinematic level

5.1.1 Design of the control law $\gamma_1(\cdot)$

The control law $\gamma_1(\cdot)$ forces the system to align with the vector field (3) while converging to the desired position $(0, 0)$. Let us denote with $p_p \triangleq p = [p_x \ p_y]^{\top}$ the dipole moment vector which generates the vector field (3). Note also that we would like the direction $\phi_p$ of the integral curves at $(0, 0)$ to lie in the interval $[-\frac{\pi}{2}, \frac{\pi}{2}]$, so that the vehicle faces a target of interest as shown in Fig. 1. Thus, we need a vector $p$ such that $p^{\top} \vec{x}_G > 0 \Rightarrow p_x > 0$. Therefore, we take $p \triangleq \text{sgn}(\cos \beta_c) [\cos \beta_c \ \sin \beta_c]^{\top}$, which implies that if $\cos \beta_c \geq 0$, then $p \equiv \hat{\phi}$, whereas if $\cos \beta_c < 0$, then $p \equiv -\hat{\phi}$.

Theorem 5.1 The position trajectories $r(t) = [x(t) \ y(t)]^{\top}$ of the system (1) enter a ball $B(0, r_0)$ for any $r(0) \notin B(0, r_0)$, under the control law $\gamma_1(\cdot)$ given as:

\[
\begin{align*}
    u_{r,d} &= -k_1 \text{sgn} \left( r^{\top} \begin{bmatrix} \cos \psi \\ \sin \psi \end{bmatrix} \right) \|r\| - \text{sgn}(p^{\top} r) \|v\|, \\
    r_d &= -k_2 (\psi - \phi),
\end{align*}
\]

where $k_1, k_2 > 0$, $\phi = \text{atan2}(F_{py}, F_{px})$ is the orientation of the vector field (3) at $(x, y)$, and the function $\text{sgn}(\cdot)$ is defined as $\text{sgn}(a) = \begin{cases} 1, & \text{if } a \geq 0, \\ -1, & \text{if } a < 0, \end{cases}$

The proof is given in Appendix A.

5.1.2 Design of the control laws $\gamma_2(\cdot)$ and $\gamma_3(\cdot)$

Let us denote with $\partial X_Y$ the boundary of a set $X$ w.r.t. a neighbor set $Y$. Theorem 5.1 guarantees that, under the control law (4), the configuration (pose) trajectories $q(t)$ of the system enter the set $G = \{q = [r^{\top} \ \psi]^{\top} \in B(0, r_0) \times [0, 2\pi) \}$. Once the system has entered the set $G$, let us consider the following two cases:

(1) Assume that $q \in G_1 = \{G \mid \langle r, v \rangle \geq 0 \}$, i.e. that the system trajectories $q(t)$ have entered the set $G_1$. In this set, the current disturbance $v$ forces the vehicle away from the origin $(x, y) = (0, 0)$. Then:

Theorem 5.2 The system trajectories $q(t)$ enter the set $B$ under the control law $\gamma_2(\cdot)$ given as:

\[
\begin{align*}
    u_{r,d} &= -k_3 \text{sgn}(\cos \beta_c) \|v\|, \\
    r_d &= -k_4 (\psi - \phi_p),
\end{align*}
\]
with \( k_3 > 1, k_4 > 0 \).

The proof is given in Appendix B.

(2) Assume that \( q \in G_2 = \{ G \mid \langle r, v \rangle < 0 \} \), i.e. that the system trajectories \( q(t) \) have entered the set \( G_2 \). In this set, the current disturbance \( v \) forces the vehicle towards the origin \((x, y) = (0, 0)\). Then:

Theorem 5.3 The position trajectories \( r(t) \) enter the set \( A \) under the control law \( \gamma_3(\cdot) \) given as:

\[
u_{rd} = 0, \ r_d = -k_5 \psi, \ k_5 > 0. \quad (6)
\]

The proof is given in Appendix C.

5.1.3 Stability of the switched system \( \dot{q} = f_\sigma(q, \gamma_\sigma) \)

For analyzing the stability of the proposed state-dependent switching, we take into account that the properties of each subsystem \( f_\sigma(q, \gamma_\sigma) \) are of concern only in the regions where this system is active. Following (Branicky 1998), let us consider a strictly increasing sequence of times

\[ T = \{ t_0, t_1, \ldots, t_n, \ldots \}, \]

the interval completion \( I(T) = \bigcup_{n \in \mathbb{N}} [t_{2n}, t_{2n+1}] \) of \( T \), and the switching sequence

\[ \Sigma = \{ q_0; (t_0, t_0), (t_1, t_1), \ldots, (t_n, t_n), \ldots \mid t_n \in \mathcal{I}, n \in \mathbb{N} \}, \]

where \( t_0 \) is the initial time, \( q_0 \) is the initial state and \( \mathbb{N} \) is the set of nonnegative integers.

For \( t \in [t_k, t_{k+1}) \), one has \( \sigma(t) = t_k \), that is the \( t_k \)-th subsystem is active. For any \( j \in \mathcal{I} \), let us denote with \( \Sigma \mid j = \{ t_{j_1}, t_{j_1+1}, t_{j_2}, t_{j_2+1}, \ldots, t_{j_\nu}, t_{j_\nu+1}, \ldots \} \) the sequence of switching times when the \( j \)-th subsystem is “switched on” or “switched off”, with \( E \mid j = \{ t_{j_1}, t_{j_2}, \ldots, t_{j_\nu}, \ldots \} \) being the “switched on” times of the \( j \)-th subsystem.

Theorem 5.4 (Zhao and Hill 2008, Thm 3.9) Assume that for each \( j \in \mathcal{I} \), there exists a positive definite generalized Lyapunov-like function\(^1\) \( V_j(x) \) with respect to \( f_j(x, 0) \) and the associated trajectory \( x(t) \). Then the origin of the system \( \dot{x} = f_\sigma(x, u_\sigma) \), with \( u_\sigma \equiv 0 \), is stable if and only if there exist class \( \mathcal{GK}^2 \) functions \( \alpha_j \) satisfying

\[
V_j(x(t_{j+k+1})) - V_j(x(t_j)) \leq \alpha_j(||x_0||), \quad k \geq 1, \quad j = 1, 2, \ldots, \chi. \quad (7)
\]

This theorem states that stability is ensured as long as \( V_j(x(t_{j+k+1})) - V_j(x(t_j)) \), i.e. the change of \( V_j \) between any “switched on” time \( t_{j+k+1} \) and the first active time \( t_{j_1} \), is bounded by a class \( \mathcal{GK} \) function, regardless of the initial value \( V_j(q(t_j)) \) at the first active time.

Lemma 5.5 The position trajectories \( r(t) \) of the switched system \( \dot{q} = f_\sigma(q, \gamma_\sigma) \), where \( \sigma \in \mathcal{I} = \{ 1, 2, 3 \} \), under the proposed switching logic, is Lyapunov stable.

Proof The correctness of the proposed lemma can be verified by a direct application of Theorem 5.4. Note that the initial condition \( r(0) \) may either be in \( K \) or in \( G \), and that all the switchings occur when the state \( q \) crosses the switching surface \( \mathcal{S} : ||r|| = r_0 \).

---

\(^1\)A continuous function \( V : \mathbb{R}^n \to [0, \infty) \) is called a generalized Lyapunov-like function for the vector field \( f \) and the associated trajectory \( x(t) \) over a strictly increasing sequence of times \( T \), if there exists a continuous function \( \phi : [0, \infty) \to [0, \infty) \) with \( \phi(0) = 0 \), such that \( V(x(t)) \leq \phi(V(x(t_{2n+1}))) \), for all \( t \in (t_{2n}, t_{2n+1}) \) and all \( n \in \mathbb{N} \) (Zhao and Hill 2008).

\(^2\)A function \( \alpha : [0, \infty) \to [0, \infty) \) is called a class \( \mathcal{GK} \) function if it is increasing and right continuous at the origin with \( \alpha(0) = 0 \) (Zhao and Hill 2008).
For each subsystem $\sigma \in \{1, 2, 3\}$, consider the generalized Lyapunov-like function $V_\sigma(r) = \|r\|$. Note that $V_\sigma$ serves as a generalized Lyapunov-like function even when $\sigma = 2$ or $\sigma = 3$ is the active subsystem, i.e. when $r(t) \in G$, since its value is bounded in the sense that $V_\sigma(r(t)) \leq \phi \left(V_\sigma(r(t_k))\right) = \phi(r_0)$, where $t \in [t_k, t_{k+1})$ and $\phi(\cdot) = \|r\|$. 

At any “switched on” time instant $t_{\sigma n}$ with $n > 1$, (that is, for any “switched on” time instant after the first switch has occurred at $t_{\sigma 1}$), one has that $V_\sigma(r(t_{\sigma n})) \leq r_\sigma$, where $r_\sigma = r_0 + \delta$ and $\delta > 0$ can be chosen arbitrarily small. Then, for any first active time $t_{\sigma 1}$, where clearly $V_\sigma(r(t_{\sigma 1})) \geq 0$, one has $V_\sigma(r(t_{\sigma n})) - V_\sigma(r(t_{\sigma 1})) \leq r_\sigma$, that is, any growth of each $V_\sigma$ is always bounded.

In summary, the proposed switching control strategy guarantees that the trajectories $r(t)$ of the perturbed system (1) are $\varepsilon$-practically asymptotically stable around the origin, in the sense that $r(t)$ converges into a ball $B(0, \varepsilon)$, where $\varepsilon = r_0 + \delta$ and $\delta > 0$ can be made arbitrarily small, and remains into the ball for $t > T$, whereas the orientation $\psi$ is regulated to zero during the time intervals that the subsystem $f_3(q, \gamma_3)$ is active.

5.2 Control design at the dynamic level

Finally, the control inputs $\tau_u$, $\tau_r$ of the subsystem $\Sigma_2$ should be designed so that the actual velocities $u_r(t)$, $r(t)$ are globally exponentially stable (GES) to the virtual control inputs $u_{r,d}(\cdot)$, $r_{d}(\cdot)$, for each $\gamma(\cdot)$.

Theorem 5.6 The actual velocities $u_r(t)$, $r(t)$ are GES to the virtual control inputs $u_{r,d}(\cdot)$, $r_{d}(\cdot)$, respectively, under the control laws $\tau_u = \xi_1(\cdot)$, $\tau_r = \xi_2(\cdot)$ given as:

$$\tau_u = m_{11}\alpha - m_{22}v_r r - X_u u_r - X_{u,u}u_r|u_r|, \quad (8a)$$

$$\tau_r = m_{33}\beta - (m_{11} - m_{22})u_r r - N_r r - N_{r,r}r|r|, \quad (8b)$$

where

$$\alpha = -k_u(u_r - u_{r,d}(\cdot)) + (\nabla u_{r,d}(\cdot))\dot{q}, \quad k_u > 0, \quad (9a)$$

$$\beta = -k_r(r - r_{d}(\cdot)) + (\nabla r_{d}(\cdot))\dot{q}, \quad k_r > 0, \quad (9b)$$

and $\nabla u_{r,d} = \left[\frac{\partial u_{r,d}}{\partial x}, \frac{\partial u_{r,d}}{\partial y}, u_{r,d}\right]^T$, $\nabla r_d = \left[\frac{\partial r_d}{\partial x}, \frac{\partial r_d}{\partial y}, \frac{\partial r_d}{\partial \psi}\right]^T$. The proof is given in the Appendix D.

5.3 Robustness consideration

The control design and stability analysis has been based on the assumption that the current $v = [V_c \cos \beta_c \ V_c \sin \beta_c]^T$ is known. However, this is quite unrealistic in general, since on-line measurements of the current velocity can not be easily acquired. An estimation of the current velocity is usually obtained using nonlinear observers, see for example in (Aguiar and Pascoal 2007, Refsnes et al. 2007), and then employed into the control design. However, this approach complicates the design and analysis of the overall closed-loop system, since both the estimation error and the state vector are required to be stable at zero. Therefore, guaranteeing the robustness of the switched system in the case that the current disturbance is unknown is meaningful for the class of problems considered here. Robustness reduces into guaranteeing that the system trajectories enter and remain into a ball $B(0, \varepsilon)$ of the origin.

To this end, let us assume that only a maximum bound $\|v\|_{\text{max}}$ on the disturbance is known, i.e. that $\|v\| = \sqrt{(V_c \cos \beta_c)^2 + (V_c \sin \beta_c)^2} = V_c \leq \|v\|_{\text{max}}$, while the current direction $\beta_c = \text{atan2}(\sin \beta_c, \cos \beta_c)$ is unknown, and not necessarily constant. In this case the vector $p$ which
generates the vector field $F_p(\cdot)$ can not be a priori determined, nor the proposed switching control strategy can be straightforward applied, since the term $\text{sgn}(\cos \beta_c)$ is unknown.

Thus, we consider the nominal vector field $F_n$ out of (2) (see Fig. 2(a)), which is generated by a dipole moment vector $p_n = [p \ 0]^T$, where $p > 0$. For $p = 1$ and $\lambda = 2$ the vector field components $F_{nx}$, $F_{ny}$ of $F_n = F_{nx} \hat{x} + F_{ny} \hat{y}$ read:

$$F_{nx} = x^2 - y^2,$$

$$F_{ny} = 2xy,$$

while $\|F\| = \sqrt{F_{nx}^2 + F_{ny}^2} = x^2 + y^2$. Consequently, regarding the control law $\gamma_1(\cdot)$, one can verify that by following the same analysis as in Section 5.1.1, still gets the four cases in terms of $\text{sgn}(r^T \nu)$ and $\text{sgn}(\nu^T \nu)$, which effectively means that the system trajectories enter $B(0, r_0)$. In other words, the position trajectories $r(t)$ of the vehicle robustly converge into $B(0, r_0)$ under any current disturbance $\nu$ such that $\|\nu\| \leq \|\nu\|_{\max}$.

Similarly, the control laws (5), (6) while in $G = \{q \in B(0, r_0) \times [0, 2\pi]\}$ can not be directly applied, since they depend on both $\text{sgn}(r^T \nu)$ and $\text{sgn}(\cos \beta_c)$. Nevertheless, the same idea on the switching control strategy can be used, where now the region $G$ is divided into the region $G_1 = \{q \in G \mid \langle p, r \rangle \leq 0\}$ and the region $G_2 = \{q \in G \mid \langle p, r \rangle > 0\}$, with $G = (G_1 \cup G_2)$. Then, we have the following cases:

1. if the vehicle reaches $G_1$ after leaving $K$, it is controlled so that it reaches $B$ through $G_2$; this is achieved via the control law $\gamma_2(\cdot)$ given as:

$$u_r = k_3 \|\nu\|,$$

$$r = -k_4 \psi.$$  \hspace{1cm} (11a)

$$r = -k_4 \psi.$$  \hspace{1cm} (11b)

2. if the vehicle reaches $G_2$ after leaving $K$, it is controlled so that it reaches $A$ through $G_1$; this is achieved via the control law $\gamma_3(\cdot)$ given as:

$$u_r = -k_3 \|\nu\|,$$

$$r = -k_4 \psi.$$  \hspace{1cm} (12a)

$$r = -k_4 \psi.$$  \hspace{1cm} (12b)

In both cases, a gain $k_3 > 1$ on the linear velocity $u_r$ is needed to counteract the destabilizing effect of the unknown lateral velocity induced by the current. At any case, the control law $\gamma_1(\cdot)$ guarantees that the vehicle always re-enters into the region $G$.

6 Simulation Results

The efficacy of the switching control strategy is illustrated via simulations. We consider an underactuated marine vehicle moving on the horizontal plane under the influence of an environmental disturbance $\nu = [V_c \cos \beta_c, V_c \sin \beta_c]^T$. The dynamic (inertia, added mass, damping) parameters of (1) have been taken out of (Wang and Clark 2006) and are depicted in the table below in SI units. The goal configuration $q_G$ is the origin $[0 \ 0 \ 0]^T$, while the black line centered at $(0.5, 0)$ is a point of interest, e.g. a target that the vehicle has to inspect through an onboard camera,
7 Conclusions

This paper presented a switching control approach for the practical stabilization of an underactuated marine vehicle under non-vanishing, current-induced perturbations. The proposed control scheme is a hysteresis-based switching logic among three state feedback control laws. The first law is a hysteresis-based switching logic among three state feedback control laws. The first law is a hysteresis-based switching logic among three state feedback control laws.

In the scenarios throughout Fig. 4 - 6, the current disturbance \( \boldsymbol{v} \) is assumed to be known, where \( V_c = 0.1 \text{ m/sec} \), and \( \beta_c = -30, 30, 160 \text{ deg} \), respectively. In Fig. 7 the current of velocity \( V_c = 0.1 \text{ m/sec} \) and direction \( \beta_c = 160 \text{ deg} \) is assumed to be unknown; the only information which is available to the switching controller is the bound \( \| \boldsymbol{v} \|_{\text{max}} = 0.1 \). In all cases, the trajectories \( x(t), y(t) \) converge into the \( \mathcal{B}(0, r_0) \), where \( r_0 = 0.15 \text{ m} \), and remain bounded into the ball \( \mathcal{B}(0, \varepsilon) \), where \( \varepsilon = r_0 + r_c \), with \( r_c \) being a small positive number.\(^1\) see Fig. 4(b), 4(c) and Fig. 7(b), 7(c). The evolution of the system trajectories \( x(t) \) is depicted in Fig. 4(a), 7(a).

It is worth noting that the main difference between the scenarios in Fig. 6, where the current direction \( \beta_c = 160 \text{ deg} \) is known, and Fig. 7, where the current direction \( \beta_c = 160 \text{ deg} \) is unknown, lies in the evolution of the orientation trajectories \( \psi(t) \). In particular, in the former case and while in region \( G \), the orientation \( \psi \) is alternately regulated between zero (when the control law \( \gamma_3(\cdot) \) is active) and the direction \( \phi_p \) of the vector \( \boldsymbol{p} \) (when the control law \( \gamma_2(\cdot) \) is active). In the latter case, the orientation \( \psi \) is regulated to zero when the vehicle is in \( G \), but oscillates with higher frequency. This behavior is due to the fact that the system switches more frequently between the control laws \( \gamma_1(\cdot), \gamma_2(\cdot) \) and \( \gamma_3(\cdot) \), since the destabilizing effect of the current-induced motion along the unactuated d.o.f. drives the vehicle faster out of the set \( G \), compared to the first case. Still, the hysteresis-based switching among the controllers (4), (11), (12) prevents the appearance of chattering when crossing the switching surface.\(^2\)

In Fig. 8 the system is subject to unknown current direction \( \beta_c = 90 \text{ deg} \), i.e. to a current perturbation that is vertical to the desired final orientation \( \psi_d = 0 \) and along the unactuated d.o.f. at this point. The system response and the resulting path demonstrate that the position trajectories remain bounded around the origin, while the switching among the candidate control laws is, as expected, much faster compared to the case in Fig. 7.

The proposed switching control strategy applies also in cases that the current direction \( \beta_c \) is not constant. In the scenario depicted in Fig. 9 the current direction is subject to zero-mean, uniform random deviation from the (unknown) nominal value \( \beta_c \). Fig. 9(b) illustrates the path followed by the vehicle, while Fig. 9(c) demonstrates that the position trajectories remain bounded in the ball \( \mathcal{B}(0, \varepsilon) \).

Finally, the efficacy of the proposed control algorithm is demonstrated in the case of a vehicle with port-starboard symmetry only, i.e. when the system modeling includes off-diagonal elements in the inertia and linear damping matrices. More specifically, we consider the model of a surface vehicle (Fossen 2002) which includes the coupling between sway and yaw d.o.f. via the inertia (added mass) term \( m_{23} = m_{32} = -Y_{\beta} = 0.3943 \) and the linear damping terms \( Y_{\beta} = -4.0075, N_{\psi} = -6.6667 \times 10^{-4} \). The system response is given in Fig. 10. As expected, the vehicle’s motion and resulting path (Fig. 10(b)) exposes a much more oscillatory behavior, compared to the previous cases, mostly due to the inertia term \( m_{23} \) which affects the underactuated (sway) d.o.f. Yet, the main objective of the control design is fulfilled, since the position trajectories remain bounded in \( \mathcal{B}(0, \varepsilon) \), as demonstrated in 10(b), while the orientation \( \psi(t) \) is regulated to zero during some time intervals, as demonstrated in Fig. 10(a).

\(^1\)The size of the parameter \( r_c \) depends on the inertia forces and moments in subsystem \( \Sigma_2 \). The faster the actual virtual velocities \( u_\psi(t), r(t) \) converge to the virtual desired values \( u_{\psi,d}, r_d \), then the faster the dynamic system (1) behaves as the “virtual” closed-loop kinematic subsystem \( \Sigma_1 \), and therefore in this case \( r_c \) can be made arbitrarily small, \( r_c \rightarrow 0 \).

\(^2\)In the case of unknown current disturbances we assume that the (actual) relative linear velocities \( u_\psi \equiv u - V_c \cos(\beta_c - \psi), v_\psi \equiv v - V_c \sin(\beta_c - \psi) \) are not online available, but rather that only the body-fixed velocities \( u, v \) can be measured. Thus, instead of \( u_\psi, v_\psi \) in (8) we use the “worst-case relative velocities” \( |u + V_c|, |v + V_c| \), respectively.
control law employs a dipolar vector field and drives the system trajectories into a set $G$ around the origin. The other two control laws are active in $G$; switching between them renders the position of the vehicle practically stable, while the orientation is regulated to zero during some time intervals. The switched system is robust, in the sense that the system trajectories converge and remain into the set $G$ even if only a bound $\|v\|_{\text{max}}$ on the current velocity is given. The proposed control approach is suitable for applications where both the position and the orientation of an underactuated vehicle is of importance, for instance in pursuing the dynamic positioning for a marine vehicle while inspecting a target of interest. Simulation results illustrate the efficacy of the approach. Future work can be towards the consideration of model parametric uncertainty as well as of more challenging perturbation models.
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Appendix A: Proof of Theorem 5.1

Proof In order to study the convergence of the position trajectories \( r(t) \) into a ball around the origin, we think of the system \( \Sigma_1 \) as decomposed into two subsystems with different time scales, where the state \( z \triangleq [\psi \ v_r]^\top \) constitutes the boundary-layer (fast) system, and the states \( x \triangleq [x \ y]^\top \) constitute the reduced (slow) system. Then, the closed-loop dynamics under the control law (4b) of the overall system \( \Sigma_1 \) can be written as a singular perturbation model by considering the (small) parameter \( \epsilon \triangleq 1/k_2 \), for \( k_2 \) sufficiently large, as follows:

\[
\begin{align*}
\dot{x} &= u_r \cos \psi - v_r \sin \psi + V_c \cos \beta_c \\
\dot{y} &= u_r \sin \psi + v_r \cos \psi + V_c \sin \beta_c \\
\epsilon \dot{\psi} &= -(\psi - \phi) \\
\epsilon \dot{v}_r &= \frac{m_{11}}{m_{22}} u_r (\psi - \phi) + \epsilon \frac{Y_v}{m_{22}} v_r + \epsilon \frac{Y_v |v|}{m_{22}} |v_r| v_r.
\end{align*}
\]

The boundary-layer system has one isolated root, given for \( \epsilon = 0 \) as \( \psi = \phi \). Taking \( \eta = \psi - \phi \), one can easily verify that \( \epsilon \frac{dx}{dt} = \epsilon \psi - \epsilon \phi = -(\psi - \phi) - \epsilon \phi \Rightarrow \frac{d\eta}{dt} \triangleq -\eta \), where \( \epsilon \frac{d\eta}{dt} = \frac{d\eta}{dt} \) (Khalil 2002). This implies that \( \psi \) converges exponentially and at a very fast time scale to \( \phi \).

Let us now consider the candidate Lyapunov function \( V = \frac{1}{2}(x^2 + y^2) \) for the reduced (slow) subsystem, which is positive definite, radially unbounded and of class \( C^1 \), and take the derivative of \( V \) along the system trajectories, evaluated at the stable equilibrium \( \eta = 0 \) of the boundary-layer subsystem, i.e. for \( \psi = \phi \):

\[
\dot{V} = \nabla V \begin{bmatrix} \dot{x} \\ \dot{y} \end{bmatrix} = [x \ y] \begin{bmatrix} u_r \cos \phi - v_r \sin \phi + V_c \cos \beta_c \\ u_r \sin \phi + v_r \cos \phi + V_c \sin \beta_c \end{bmatrix} = r^\top [\begin{array}{c} \cos \phi \\ \sin \phi \end{array}] u_r + r^\top [\begin{array}{c} -\sin \phi \\ \cos \phi \end{array}] v_r + r^\top [\begin{array}{c} V_c \cos \beta_c \\ V_c \sin \beta_c \end{array}] v_r.
\]

Substituting the control law (4a) yields:

\[
\dot{V} = -k_1 \begin{bmatrix} \cos \phi \\ \sin \phi \end{bmatrix} \text{sgn} \left( r^\top \begin{bmatrix} \cos \phi \\ \sin \phi \end{bmatrix} \right) ||r|| - \left( r^\top \begin{bmatrix} \cos \phi \\ \sin \phi \end{bmatrix} \right) \text{sgn}(p^\top r) ||v|| + r^\top \begin{bmatrix} -\sin \phi \\ \cos \phi \end{bmatrix} v_r + r^\top v
\]

\[
= -k_1 \left| r^\top \begin{bmatrix} \cos \phi \\ \sin \phi \end{bmatrix} \right| ||r|| - \left( r^\top \begin{bmatrix} \cos \phi \\ \sin \phi \end{bmatrix} \right) \text{sgn}(p^\top r) ||v|| + r^\top \begin{bmatrix} -\sin \phi \\ \cos \phi \end{bmatrix} v_r + r^\top v.
\]

Let us check the sign of \( \dot{V} \) by considering the following cases.

**Case 1:** \( \text{sgn}(p^\top r) = -1 \) and \( r^\top v \geq 0 \), see Fig. A1. Then:

\[
\dot{V} = -k_1 \left| r^\top \begin{bmatrix} \cos \phi \\ \sin \phi \end{bmatrix} \right| ||r|| + \left( r^\top \begin{bmatrix} \cos \phi \\ \sin \phi \end{bmatrix} \right) ||v|| + r^\top \begin{bmatrix} -\sin \phi \\ \cos \phi \end{bmatrix} v_r + |r^\top v|.
\]

In this case, one can easily verify out of Fig. A1 that \( r^\top \begin{bmatrix} \cos \phi \\ \sin \phi \end{bmatrix} \leq 0 \). Therefore:

\[
\dot{V} = -k_1 \left| r^\top \begin{bmatrix} \cos \phi \\ \sin \phi \end{bmatrix} \right| ||r|| - \left( r^\top \begin{bmatrix} \cos \phi \\ \sin \phi \end{bmatrix} \right) ||v|| + r^\top \begin{bmatrix} -\sin \phi \\ \cos \phi \end{bmatrix} v_r + |r^\top v|.
\]

After some algebra one can verify that:

\[
\begin{align*}
\left| r^\top \begin{bmatrix} \cos \phi \\ \sin \phi \end{bmatrix} \right| &= \frac{1}{||F||} \left| r^\top \begin{bmatrix} F_{px} \\ F_{py} \end{bmatrix} \right| \overset{(3)}{=} \frac{1}{||F||} (x^2 + y^2) |r^\top \hat{v}| \Rightarrow \left| r^\top \begin{bmatrix} \cos \phi \\ \sin \phi \end{bmatrix} \right| = \left| r^\top \hat{v} \right|, \quad (A1)
\end{align*}
\]

where the norm of the vector field is \( ||F|| \triangleq \sqrt{F_{px}^2 + F_{py}^2} \overset{(3)}{=} x^2 + y^2 \), and \( \hat{v} = [\cos \beta_c \ \sin \beta_c]^\top \).
is the unit vector along the current direction. Consequently, one has:

\[ V = -k_1 \left| r^T \hat{v} \right| \left| r \right| - \left| r^T \hat{v} \right| \left| v \right| + r^T \left[ -\frac{\sin \phi}{\cos \phi} \right] v_r + \left| r^T \hat{v} \right| \left| v \right| \]

\[ = -k_1 \left| r^T \hat{v} \right| \left| r \right| + r^T \left[ -\frac{\sin \phi}{\cos \phi} \right] v_r \leq -k_1 \left| r^T \hat{v} \right| \left| r \right| + \left| r \right| v_r. \quad (A2) \]

**Case 2:** \( \text{sgn}(p^T r) = -1 \) and \( r^T v < 0 \). Then:

\[ \dot{V} = -k_1 \left| r^T \left[ \cos \phi \sin \phi \right] \right| \left| r \right| + \left( r^T \left[ \cos \phi \sin \phi \right] \right) \left| v \right| + r^T \left[ -\frac{\sin \phi}{\cos \phi} \right] v_r - \left| r^T v \right|. \]

In this case one has \( r^T \left[ \cos \phi \sin \phi \right] \leq 0 \). Therefore:

\[ \dot{V} = -k_1 \left| r^T \left[ \cos \phi \sin \phi \right] \right| \left| r \right| - \left| r^T \left[ \cos \phi \sin \phi \right] \right| \left| v \right| + r^T \left[ -\frac{\sin \phi}{\cos \phi} \right] v_r - \left| r^T v \right| \]

\[ = -r^T \left[ \cos \phi \sin \phi \right] (k_1 \left| r \right| + \left| v \right|) + r^T \left[ -\frac{\sin \phi}{\cos \phi} \right] v_r - \left| r^T \hat{v} \right| \left| v \right| \]

\[ \overset{(A1)}{=} -\left| r^T \hat{v} \right| (k_1 \left| r \right| + 2 \left| v \right|) + r^T \left[ -\frac{\sin \phi}{\cos \phi} \right] v_r \leq -\left| r^T \hat{v} \right| (k_1 \left| r \right| + 2 \left| v \right|) + \left| r \right| v_r. \quad (A3) \]

**Case 3:** \( \text{sgn}(p^T r) = 1 \) and \( r^T v \geq 0 \). Then:

\[ \dot{V} = -k_1 \left| r^T \left[ \cos \phi \sin \phi \right] \right| \left| r \right| - \left( r^T \left[ \cos \phi \sin \phi \right] \right) \left| v \right| + r^T \left[ -\frac{\sin \phi}{\cos \phi} \right] v_r + \left| r^T v \right|. \]

In this case one has \( r^T \left[ \cos \phi \sin \phi \right] \geq 0 \). Therefore:

\[ \dot{V} = -k_1 \left| r^T \left[ \cos \phi \sin \phi \right] \right| \left| r \right| - \left| r^T \left[ \cos \phi \sin \phi \right] \right| \left| v \right| + r^T \left[ -\frac{\sin \phi}{\cos \phi} \right] v_r + \left| r^T \hat{v} \right| \left| v \right| \]

\[ \overset{(A1)}{=} -k_1 \left| r^T \hat{v} \right| \left| r \right| - \left| r^T \hat{v} \right| \left| v \right| + r^T \left[ -\frac{\sin \phi}{\cos \phi} \right] v_r + \left| r^T \hat{v} \right| \left| v \right| = -k_1 \left| r^T \hat{v} \right| \left| r \right| + r^T \left[ -\frac{\sin \phi}{\cos \phi} \right] v_r, \]

i.e. \( \dot{V} \) is the same as in Case 1.

**Case 4:** \( \text{sgn}(p^T r) = 1 \) and \( r^T v < 0 \). Then:

\[ \dot{V} = -k_1 \left| r^T \left[ \cos \phi \sin \phi \right] \right| \left| r \right| - \left( r^T \left[ \cos \phi \sin \phi \right] \right) \left| v \right| + r^T \left[ -\frac{\sin \phi}{\cos \phi} \right] v_r - \left| r^T v \right|. \]

In this case one has \( r^T \left[ \cos \phi \sin \phi \right] \geq 0 \). Therefore:

\[ \dot{V} = -k_1 \left| r^T \left[ \cos \phi \sin \phi \right] \right| \left| r \right| - \left| r^T \left[ \cos \phi \sin \phi \right] \right| \left| v \right| + r^T \left[ -\frac{\sin \phi}{\cos \phi} \right] v_r - \left| r^T v \right| \]

\[ \overset{(A1)}{=} -k_1 \left| r^T \hat{v} \right| \left| r \right| - \left| r^T \hat{v} \right| \left| v \right| + r^T \left[ -\frac{\sin \phi}{\cos \phi} \right] v_r - \left| r^T \hat{v} \right| \left| v \right| = -\left| r^T \hat{v} \right| \left( k_1 \left| r \right| + 2 \left| v \right| \right) + r^T \left[ -\frac{\sin \phi}{\cos \phi} \right] v_r, \]

i.e. \( \dot{V} \) is the same as in Case 2.

As expected, the evolution of \( \dot{V} \) along the system trajectories \( \dot{x}(t), \dot{y}(t) \) depends on the unactuated dynamics via the sway velocity \( v_r \). Furthermore, since \( v_r \) comes from the control input \( \zeta = u_r \), one can resort to an input-to-state stability (ISS) argument to study its evolution, as
follows: Consider the candidate ISS-Lyapunov function $V_v = \frac{1}{2} v_r^2$ and take its time derivative

$$\dot{V}_v = -\frac{m_{11}}{m_{22}} v_r (u_r r) - \left( \frac{|Y_v|}{m_{22}} v_r^2 + \frac{|Y_{v|v|}|}{m_{22}} |v_r| v_r^2 \right),$$

where $Y_v, Y_{v|v|} < 0$ and the function $w(v_r) = \frac{|Y_v|}{m_{22}} v_r^2 + \frac{|Y_{v|v|}|}{m_{22}} |v_r| v_r^2$ is positive definite. Take $\theta \in (0, 1)$, then:

$$\dot{V}_v = -\frac{m_{11}}{m_{22}} v_r (u_r r) - (1 - \theta) w(v_r) - \theta w(v_r) \Rightarrow \dot{V}_v \leq -(1 - \theta) w(v_r), \quad \forall v_r : -\frac{m_{11}}{m_{22}} v_r (u_r r) - \theta w(v_r) \leq 0.$$

If the control input $\zeta = u_r r$ is bounded, $|\zeta| \leq \zeta_b$, then

$$\dot{V}_v \leq -(1 - \theta) w(v_r), \quad \forall |v_r| : |Y_v||v_r| + |Y_{v|v|}|v_r^2 > \frac{m_{11}}{\theta} \zeta_b.$$

Then, the subsystem (1e) is ISS w.r.t. $\zeta$ (Khalil 2002, Thm 4.19), which essentially expresses that for any bounded input $\zeta = u_r r$, the linear velocity $v_r(t)$ will be ultimately bounded by a class $\mathcal{K}$ function of $\sup_{t \geq 0} |\zeta(t)|$. If furthermore $\zeta(t) = u_r(t) r(t)$ converges to zero as $t \to \infty$, then $v_r(t)$ converges to zero as well (Khalil 2002).

At this point, note that the control input $r \triangleq -k_2 \eta$ is bounded and converges to zero at a very fast time scale, since the orientation error $\eta = 0$ is the exponentially stable equilibrium of the boundary-layer subsystem. This further implies that, for sufficiently large $k_2$, the sway velocity $v_r$ converges to zero very fast, compared to the remaining slow dynamics of $x(t)$, $y(t)$. Consequently, the positive terms in (A2), (A3) vanish much faster than the negative terms, yielding $\dot{V} \leq 0$, where $\dot{V} = 0$ if $r^\top \hat{o} = 0$ or if $r = 0$.

Consequently, for $r^\top v \neq 0$, any initial $r(0)$ and any $0 < r_0 < \|r(0)\|$, one has that $\dot{V}$ is negative in the set $\{r \mid \frac{1}{2} r_0^2 \leq V(\|r\|) \leq \frac{1}{2} \|r(0)\|^2\}$, which verifies that $r(t)$ enters the set $\{r \mid V(r) \leq \frac{1}{2} r_0^2\}$, or equivalently, $r(t)$ enters the ball $B(0, r_0)$. Finally, note that the case $r^\top \hat{o} = 0$ where $\dot{V} = 0$ does not affect the convergence of the system into $B(0, r_0)$, since the system can not identically stay in this set. 

**Appendix B: Proof of Theorem 5.2**

*Proof* Under the control law (5) the system trajectories $q(t)$ first reach the boundary $\partial G_{1,0}$, and then reach the boundary $\partial G_{2,0}$.

To verify the first argument, i.e. that the system trajectories reach the boundary $\partial G_{1,0}$, consider the Lyapunov-like function:

$$V_{21} = r^\top v + \frac{1}{2} (\psi - \phi_p)^2 = V_c (x \cos \beta_c + y \sin \beta_c) + \frac{1}{2} (\psi - \phi_p)^2,$$

which is positive everywhere in $G_1$, since there one has $r^\top v \geq 0$, and becomes zero on the boundary $\partial G_{1,0}$ for $\psi = \phi_p$, and take its time derivative along the system trajectories:

$$\dot{V}_{21} = \left[ V_c \cos \beta_c \ V_c \sin \beta_c \ S\left(\frac{x}{y}\right) \right] + (\psi - \phi_p) \dot{\psi} = \left[ \begin{array}{c} \cos \psi \\ \sin \psi \end{array} \right] u_r + v^\top \left[ -\sin \psi \\ \cos \psi \end{array} \right] v_r + \|v\|^2 + (\psi - \phi_p) r$$

$$= -k_3 \text{sgn}(\cos \beta_c) \|v\| v^\top \left[ \begin{array}{c} \cos \psi \\ \sin \psi \end{array} \right] + v^\top \left[ -\sin \psi \\ \cos \psi \end{array} \right] v_r + \|v\|^2 - k_4 (\psi - \phi_p)^2.$$

Let us consider the following cases.
(1) \(\text{sgn}(\cos \beta_c) = -1\). It is reasonable to assume that, under the control law (4), the vehicle has reached \(G_1\) with \(v^\top \begin{bmatrix} \cos \psi \\ \sin \psi \end{bmatrix} < 0\). Then:

\[
\dot{V}_{21} = -k_3 \left| v^\top \begin{bmatrix} \cos \psi \\ \sin \psi \end{bmatrix} \right| \|v\| + \|v\|^2 + v^\top \begin{bmatrix} -\sin \psi \\ \cos \psi \end{bmatrix} v_r - k_4 (\psi - \phi_p)^2 =
\]

\[
= \|v\| \left( \left| v^\top \begin{bmatrix} \cos \psi \\ \sin \psi \end{bmatrix} \right| - k_3 \left| v^\top \begin{bmatrix} \cos \psi \\ \sin \psi \end{bmatrix} \right| \right) + v^\top \begin{bmatrix} -\sin \psi \\ \cos \psi \end{bmatrix} v_r - k_4 (\psi - \phi_p)^2,
\]

where the first term is \(< 0\) for \(\|v\| < k_3 \left| v^\top \begin{bmatrix} \cos \psi \\ \sin \psi \end{bmatrix} \right| \Rightarrow k_3 > 1\). Furthermore, one has that \(\zeta = u_r, r \to 0\), since \(r \to 0\) (via \(\psi \to (\phi_p = \psi_e)\)), yielding \(v_r \to 0\). Note also that \(\dot{V}_{21} = 0 \Leftrightarrow \{k_3 = 1 \text{ and } v_r = 0 \text{ and } \psi = \phi_p\}\). Therefore, for \(k_3 > 1\) the system trajectories starting in \(G_1\) enter the region \(G_2\).

(2) \(\text{sgn}(\cos \beta_c) = 1\). Similarly one can take \(v^\top \begin{bmatrix} \cos \psi \\ \sin \psi \end{bmatrix} > 0\) and follow the same procedure to yield that for \(k_3 > 1\), the system trajectories starting in \(G_1\) enters the region \(G_2\).

Finally, to verify the second argument, i.e. that the system trajectories reach the boundary \(\partial G_{2b}\), consider the Lyapunov-like function:

\[
V_{22} = r_0^2 - \|r\|^2 = r_0^2 - (x^2 + y^2),
\]

which is positive for \(r \in G_2\) and zero on \(\partial G_{2b}\), and take its time derivative along the system trajectories:

\[
\dot{V}_{22} = -2r^\top \begin{bmatrix} \cos \psi \\ \sin \psi \end{bmatrix} u_r - 2r^\top \begin{bmatrix} -\sin \psi \\ \cos \psi \end{bmatrix} v_r - 2r^\top v
\]

\[
\overset{(5)}{=} 2r^\top \begin{bmatrix} \cos \psi \\ \sin \psi \end{bmatrix} \text{sgn}(\cos \beta_c) k_3 \|v\| - 2r^\top \begin{bmatrix} -\sin \psi \\ \cos \psi \end{bmatrix} v_r - 2r^\top v.
\]

Let us consider the following cases.

(1) \(\text{sgn}(\cos \beta_c) = -1\), then one has: \(r^\top v < 0\) and \(r^\top \begin{bmatrix} \cos \psi \\ \sin \psi \end{bmatrix} > 0\). Consequently:

\[
\dot{V}_{22} = -2k_3 r^\top \begin{bmatrix} \cos \psi \\ \sin \psi \end{bmatrix} \|v\| - 2r^\top \begin{bmatrix} -\sin \psi \\ \cos \psi \end{bmatrix} v_r - 2r^\top v =
\]

\[
- 2k_3 \left| r^\top \begin{bmatrix} \cos \psi \\ \sin \psi \end{bmatrix} \right| \|v\| - 2r^\top \begin{bmatrix} -\sin \psi \\ \cos \psi \end{bmatrix} v_r + 2 \left| r^\top v \right| \leq -2k_3 \left| r^\top \begin{bmatrix} \cos \psi \\ \sin \psi \end{bmatrix} \right| \|v\| - 2r^\top \begin{bmatrix} -\sin \psi \\ \cos \psi \end{bmatrix} v_r + 2 \|v\| \|v\| =
\]

\[
= 2\|v\| \left( \|v\| - k_3 \left| r^\top \begin{bmatrix} \cos \psi \\ \sin \psi \end{bmatrix} \right| \right) - 2r^\top \begin{bmatrix} -\sin \psi \\ \cos \psi \end{bmatrix} v_r,
\]

where the first term is \(< 0\) for \(\|v\| < k_3 \left| r^\top \begin{bmatrix} \cos \psi \\ \sin \psi \end{bmatrix} \right| \Rightarrow k_3 > 1\). Thus, for \(k_3 > 1\), the system trajectories \(q(t)\) hit the boundary \(\partial G_{2b}\) and enters \(B\).

(2) \(\text{sgn}(\cos \beta_c) = 1\), then one has: \(r^\top v < 0\) and \(r^\top \begin{bmatrix} \cos \psi \\ \sin \psi \end{bmatrix} < 0\). Following the same procedure, one eventually gets that \(\dot{V}_{22} < 0 \Rightarrow k_3 > 1\). \(\Box\)
Appendix C: Proof of Theorem 5.3

Proof Let us first prove that the system trajectories enter the set $G_1$, by considering the candidate Lyapunov-like function $V_{31} = -r^T v$, which is positive for $r \in G_2$ and zero on $\partial G_2$. The time derivative along the system trajectories is:

$$
\dot{V}_{31} = -V_c \cos \beta_c (u_r \cos \psi - v_r \sin \psi + V_c \cos \beta_c) - V_c \sin \beta_c (u_r \sin \psi + v_r \cos \psi + V_c \sin \beta_c)
$$

$$
= -\|v\|^2 - v^T \left[ -\sin \psi \cos \psi \right] v_r,
$$

where $v_r \to 0$ since $\zeta = u_r r \to 0$. Consequently, the system trajectories $q(t)$ enter the set $G_1$. Finally, for $r \in G_1$ take the candidate Lyapunov-like function $V_{32} = r_0^2 - x^2 - y^2$, where

$$
\dot{V}_{32} = -\|v\|^2 - v^T \left[ -\sin \psi \cos \psi \right] v_r < 0,
$$

to verify that the system trajectories $q(t)$ enter the set $A$. 

Appendix D: Proof of Theorem 5.6

Proof Under the feedback linearization transformation (8), the corresponding dynamic equations (1d), (1f) read $\dot{u}_r = \alpha$, $\dot{r} = \beta$, respectively, where $\alpha$, $\beta$ are the new control inputs. Consider the candidate Lyapunov function

$$
V_r = \frac{1}{2} (u_r - u_{r,d}(\cdot))^2 + \frac{1}{2} (r - r_d(\cdot))^2,
$$

and take its time derivative as

$$
\dot{V}_r = (u_r - u_{r,d}(\cdot)) (\dot{u}_r - (\nabla u_{r,d}(\cdot)) \dot{q}) + (r - r_d(\cdot)) (\dot{r} - (\nabla r_d(\cdot)) \dot{q}).
$$

Then, under the control inputs (9) one gets

$$
\dot{V}_r = -k_u (u_r - u_{r,d}(\cdot))^2 - k_r (r - r_d(\cdot))^2 \leq -2 \min\{k_u, k_r\} V_r,
$$

which verifies that the actual velocities $u_r(t)$, $r(t)$ are GES to the virtual velocities $u_{r,d}(\cdot)$, $r_d(\cdot)$, respectively. 

(a) The system trajectories $x(t), y(t), \psi(t), v_r(t), u_r(t), r(t)$

(b) The path $x(t), y(t)$ followed by the vehicle

(c) The position error $e(t) = \sqrt{x(t)^2 + y(t)^2}$

Figure 4. System response for known $V_c = 0.1$ m/sec, $\beta_c = -30$ deg.
(a) The system trajectories $x(t)$, $y(t)$, $\psi(t)$, $v_r(t)$, $u_r(t)$, $\tau(t)$

(b) The path $x(t)$, $y(t)$ followed by the vehicle

(c) The position error $e(t) = \sqrt{x(t)^2 + y(t)^2}$

Figure 5. System response for known $V_c = 0.1$ m/sec, $\beta_c = 30$ deg.
(a) The system trajectories $x(t), y(t), \psi(t), v_r(t), u_r(t), r(t)$

(b) The path $x(t), y(t)$ followed by the vehicle

(c) The position error $e(t) = \sqrt{x(t)^2 + y(t)^2}$

Figure 6. System response for known $V_c = 0.1$ m/sec, $\beta_c = 160$ deg.
Figure 7. System response for $V_c = 0.1$ m/sec and unknown $\beta_c = 160$ deg.
Figure 8. System response for $V_c = 0.1 \, \text{m/sec}$ and unknown $\beta_c = 90 \, \text{deg}$. 

(a) The system trajectories $x(t), y(t), \psi(t), v_r(t), u_r(t), r(t)$ 

(b) The path $x(t), y(t)$ followed by the closed loop system 

(c) The position error $e(t) = \sqrt{x(t)^2 + y(t)^2}$
(a) The system trajectories $x(t), y(t), \psi(t), v_r(t), u_r(t), \tau(t)$

(b) The path $x(t), y(t)$ followed by the closed loop system

(c) The position error $e(t) = \sqrt{x(t)^2 + y(t)^2}$

Figure 9. System response for unknown $v$, such that $\|v\|_{\text{max}} = 0.1$ m/sec, under varying current direction $\beta_c$. 
(a) The system trajectories $x(t)$, $y(t)$, $\psi(t)$, $v_r(t)$, $u_r(t)$, $r(t)$

(b) The path $x(t)$, $y(t)$ followed by the closed loop system

(c) The position error $e(t) = \sqrt{x(t)^2 + y(t)^2}$

Figure 10. System response for $V_c = 0.1$ m/sec and unknown $\beta_c = 90$ deg with off-diagonal inertia and damping elements.
Figure A1. System configuration w.r.t. the dipolar field (3)