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Abstract: We consider the problem of safe control design for a class of nonlinear, control-affine systems subject to an unknown, additive, nonlinear disturbance. Leveraging recent advancements in the application of Koopman operator theory to the field of system identification and control, we introduce a novel fixed-time identification scheme for the infinitesimal generator of the infinite-dimensional, but notably linear, Koopman dynamical system analogous to the nonlinear system of interest. That is, we derive a parameter adaptation law that allows us to recover the unknown, residual nonlinear dynamics in the system within a finite-time independent of an initial estimate. We then use properties of fixed-time stability to derive an error bound on the residual vector field estimation error as an explicit function of time, which allows us to synthesize a provably safe controller using control barrier function based methods. We conduct a quadrotor-inspired case study in support of our proposed method, in which we show that safe trajectory tracking is achieved despite unknown, nonlinear dynamics.
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1. INTRODUCTION

Recent advances in computing power and memory storage have ushered in an era of estimation, identification, and control for autonomous systems dominated by data-driven methods. For example, compared to the 74 kilobytes of memory available on the United States National Aeronautics and Space Administration’s (NASA) first lunar module computer, the gigabytes of memory used in many of today’s data-driven approaches to dynamical system identification (e.g. deep neural networks) have allowed engineers to create significantly more expressive models. Though regression methods are widely-used for linear system identification, the field of identification for nonlinear systems is vast. Popular approaches in recent years include classes of neural networks (NNs), including deep NNs (e.g. Zancato and Chiuso (2021)) and recurrent NNs for time-varying systems (Gonzalez and Yu (2018)), Gaussian processes (Frigola and Rasmussen (2013)), and more recently the application of Koopman operator theory (e.g. Mauroy and Goncalves (2020); Brunton et al. (2016); Klus et al. (2020), among others), which introduces an infinite-dimensional but notably linear representation of a nonlinear system on which traditional linear identification approaches may be used.

Under Koopman theory there exists a linear Koopman dynamical system that captures the dynamics of the original nonlinear system over an infinite-dimensional space of scalar functions known as observables. Beginning with Mauroy and Goncalves (2020), recent work has focused on using data-driven approaches to approximate a finite-dimensional matrix representation of the Koopman operator, which acts as a state-transition operator for the Koopman dynamical system. In particular, extended dynamic mode decomposition (EDMD), first introduced in Williams et al. (2015) has emerged as a popular tool for carrying out such an approximation. The end result in many cases is a batch estimate of either the Koopman matrix (i.e. in Bruder et al. (2021); Haselt and Cortés (2021)) or its infinitesimal generator (Klus et al. (2020); Drmac et al. (2021)) obtained by solving a least-squares regression problem. Potential shortcomings of this class of approaches include slower response times than e.g. recursive methods, and a lack of formal guarantees on the approximation error bound, which may be particularly detrimental when used in control design. In contrast, it has been shown by Black et al. (2022a) that fixed-time stability in the context of recursive parameter identification admits a such bound on the identification error as an explicit function of time.

Finite- and fixed-time stability (FTS and FxTS) are stronger notions of stability for equilibria of a dynamical system, each of which guarantee convergence of the system trajectories to the origin within a finite time. They have been used in the analysis of linear parameter identification schemes by Rios et al. (2017); Ortega et al. (2022), and synthesized for the purpose of safe control design in Black et al. (2022a); Wang et al. (2022). The benefit to recursive parameter identification in fixed-time, i.e. in a finite-time
independent of the initial condition, is the knowledge of an error bound on the identification error as an explicit function of time. When synthesized with a safe control law, this class of identification schemes yields less conservative control solutions, as highlighted in Black et al. (2022a).

Control barrier functions (CBFs) have proven to be a useful tool for safe control synthesis. As a model-based approach, however, it is critical that an accurate system model be available in order to preserve forward invariance of the set of safe states. Though robust CBF controllers can protect against bounded disturbances to the system dynamics (e.g. Jankovic (2018); Black et al. (2020)), the cost is conservatism. Various other approaches to safe control have sought to adapt to the unknown residual dynamics (e.g. Jankovic (2018); Black et al. (2020)), the cost of which is the knowledge of the additive, nonlinear perturbation. We use knowledge of the class of nonlinear, control-affine systems subject to an additive, nonlinear perturbation. We use knowledge of the bound on convergence time to quantify the identification error as an explicit function of time, the magnitude of which is leveraged to design a provably safe CBF-based controller. We demonstrate the advantages of our proposed approach on a trajectory tracking problem, and highlight that the identification and control laws succeed in preserving safety of the system even in the presence of measurement noise.

In this section, we address this open problem by introducing a Koopman-based identification scheme for safe control design that guarantees convergence within a fixed-time for a class of nonlinear, control-affine systems subject to an additive, nonlinear perturbation. We use knowledge of the bound on convergence time to quantify the identification error as an explicit function of time, the magnitude of which is leveraged to design a provably safe CBF-based controller. We demonstrate the advantages of our proposed approach on a trajectory tracking problem, and highlight that the identification and control laws succeed in preserving safety of the system even in the presence of measurement noise. In this paper, we use the following notation. \( \mathbb{R} \) denotes the set of real numbers. The ones matrix of size \( n \times n \) is denoted \( 1_{n \times n} \). We use \( \| \cdot \| \) to denote the Euclidean norm and \( \| \cdot \|_\infty \) to denote the sup norm. We denote the minimum and maximum eigenvalue of a matrix \( M \) as \( \lambda_{\min}(M) \) and \( \lambda_{\max}(M) \), and refer to its \( i^{th} \) singular value as \( \sigma_i(M) \), to its nullspace as \( N(M) \), and its \( i^{th} \) column as \( \text{col}_i(M) \). The gradient operator is \( \nabla \), and the Lie derivative of a function \( f : \mathbb{R}^n \to \mathbb{R} \) with respect to a vector field \( x \) is denoted \( L_f(x) \). Consider the following class of nonlinear, control-affine systems

\[
\dot{x} = f(x(t)) + g(x(t))u(t) + d(x(t)), \quad x(0) = x_0, \tag{1}
\]

where \( x \in \mathcal{X} \subset \mathbb{R}^n \) and \( u \in \mathbb{R}^m \) denote the state and control input vectors, the drift vector field \( f : \mathbb{R}^n \to \mathbb{R}^n \) and control matrix field \( g : \mathbb{R}^n \to \mathbb{R}^n \times \mathbb{R}^m \) are known and continuous, and \( d : \mathbb{R}^n \to \mathbb{R}^n \) is an unknown disturbance known to be continuous and to obey \( \|d(x)\|_\infty \leq D < \infty \) for all \( x \in \mathcal{X} \). Consider also the following set of safe states,

\[
S = \{ x \in \mathcal{X} | h(x) \geq 0 \}, \tag{2}
\]

for a continuously differentiable function \( h : \mathbb{R}^n \to \mathbb{R} \), where the boundary and interior of \( S \) are \( \partial S = \{ x \in \mathbb{R}^n | h(x) = 0 \} \) and \( \text{int}(S) = \{ x \in \mathbb{R}^n | h(x) > 0 \} \) respectively. The trajectories of (1) are said to be safe if the set \( S \) is forward-invariant, i.e. if \( x_0 \in S \implies x(t) \in S, \forall t \geq 0 \). The following lemma, known as Nagumo’s Theorem, provides necessary and sufficient conditions for rendering \( S \) forward-invariant.

**Lemma 1.** (Blanchini (1999)) Suppose that \( u(t) \) is continuous such that the closed-loop trajectories of (1) are uniquely determined in forward-time. The set \( S \) is forward-invariant if and only if

\[
\dot{h} = \frac{\partial h(x)}{\partial x} \geq 0, \quad \forall x \in \partial S. \tag{3}
\]

In recent years, control barrier functions have emerged as a viable approach for control design satisfying (3).

**Definition 1.** (Ames et al. (2017)) Given a set \( S \subseteq \mathcal{X} \subset \mathbb{R}^n \) defined by (2) for a continuously differentiable function \( h : \mathbb{R}^n \to \mathbb{R} \), the function \( h \) is a control barrier function (CBF) defined on the set \( \mathcal{X} \) if there exists a Lipschitz continuous function \( \alpha : \mathbb{R} \to \mathbb{R} \) such that

\[
\sup_{u \in \mathbb{R}^m} h(x, u) \geq -\alpha(h(x)), \tag{4}
\]

for all \( x \in \mathcal{X} \).

We refer to (4) as the CBF condition, and observe that it constitutes sufficiency for the satisfaction of (3). As such, any continuous control law \( u(t) \) that (1) admits unique closed-loop trajectories of (1) in forward-time and (2) satisfies (4) renders the trajectories of (1) safe. Consider now that for the system (1) the CBF condition is

\[
\sup_{u \in \mathbb{R}^m} [L_f h(x) + L_g h(x) u + L_d h(x)] \geq -\alpha(h(x)), \tag{4}
\]

where, without identification of \( d(x) \), the precise value of \( L_d h(x) \) is unknown. It is known, however, that

\[
-b_d \leq L_d h(x) \leq b_d,
\]

where \( b_d = D \frac{\partial h(x)}{\partial x} \). Under such circumstances, a robust-CBF may be used for safe control design.

**Definition 2.** (Jankovic (2018)) Given a set \( S \subseteq \mathcal{X} \subset \mathbb{R}^n \) defined by (2) for a continuously differentiable function \( h : \mathbb{R}^n \to \mathbb{R} \), the function \( h \) is a robust control barrier function (r-CBF) for the system (1) defined on the set \( \mathcal{X} \) if there exists a Lipschitz continuous class \( K_{\infty} \) function \( \alpha : \mathbb{R} \to \mathbb{R} \) such that

\[
\sup_{u \in \mathbb{R}^m} [L_f h(x) + L_g h(x) u - b_d] \geq -\alpha(h(x)), \tag{5}
\]

for all \( x \in \mathcal{X} \).

Designing a controller to protect against the worst possible disturbance in perpetuity, however, may lead to poor performance, especially if \( D \) is large. Recent work (e.g. Lopez et al. (2021); Black et al. (2022a)) has shown that this may be mitigated by using an estimate of the unknown disturbance \( d(x) \). Thus, we define the vector field estimation error \( \tilde{d}(x) \) as

\[
\tilde{d}(x) := d(x) - \hat{d}(x).
\]

In Black et al. (2022a), it was shown under mild assumptions that if the uncertain vector field is parameter-affine, i.e. if
where known, continuous, bounded regressor matrix \( \Delta : \mathcal{X} \rightarrow \mathbb{R}^{n \times p} \) and unknown, static, polytopic parameters \( \theta^* \in \Theta \subset \mathbb{R}^p \), then the vector field estimation error may be driven to zero within a fixed time using parameter adaptation, i.e. \( \| \Delta(x(t))\phi^* - \theta(t) \| \rightarrow 0 \) as \( t \to T < \infty \), independent of \( \hat{\theta}(0) \). We now review the notion of fixed-time stability.

### 2.1 Fixed-Time Parameter Identification

Consider a nonlinear, autonomous system of the form

\[
\dot{x} = F(x), \quad x(0) = x_0,
\]

where \( F : \mathbb{R}^n \rightarrow \mathbb{R}^n \) is continuous such that (6) admits a unique solution for all \( x_0 \in \mathbb{R}^n \), the value of which at time \( t \) is denoted \( \varphi_t(x_0) \), and where \( F(0) = 0 \).

**Definition 3.** (Poljakov (2012)) The origin of (6) is fixed-time stable (FTS) if it is stable in the sense of Lyapunov and any solution \( \varphi_t(x_0) \) of (6) reaches the origin within a finite time \( T \) independent of \( x_0 \), i.e. \( \exists T < \infty \) such that \( \varphi_t(x_0) = 0 \) for all \( t \geq T \), \( \forall x_0 \in \mathbb{R}^n \).

In what follows, we review a fixed-time stable parameter adaptation algorithm from the literature.

**Theorem 1.** (Black et al. (2022a)) Consider a perturbed dynamical system of the form (1). Suppose that the following hold:

i) the unknown, additive dynamics are parameter-affine, i.e. \( d(x) = \Delta(x) \theta^* \),

ii) there exist a known matrix \( M(t) \in \mathbb{R}^{n \times p} \) and vector \( v(t) \in \mathbb{R}^{n} \) such that \( M(t)\theta^* - \theta(t) = v(t) \),

iii) the nullspace of \( \Delta(x(t)) \) is constant for all \( t \leq T \), i.e. \( \mathcal{N} (\Delta(x(t))) = \mathcal{N} (\Delta(x(0))) \), \( \forall t \leq T \),

where

\[
T = \frac{\mu \pi}{2k_{\psi} \sqrt{ab}},
\]

with \( a, b > 0, \mu > 2 \), and

\[
k_{\psi} = \sigma_{\psi}(M) \sqrt{2\lambda_{\text{max}}(\Gamma)},
\]

where \( \Gamma \in \mathbb{R}^{p \times p} \) is a constant, positive-definite, gain matrix and \( \sigma_{\psi}(M) > 0 \) denotes the smallest nonzero singular value of \( M \) over the time interval. Then, under the ensuing adaptation law

\[
\hat{\theta} = \Gamma M^T v \left( a \| v \|_2^2 + b \| v \|_2^2 \right),
\]

the estimated disturbance \( \hat{d}(x(t)) \) converges to the true disturbance \( d(x(t)) \) within fixed-time \( T \), i.e. \( \Delta(x(t))\hat{\theta}(t) \to \Delta(x(t)) \theta^* \) as \( t \to T \), and \( \Delta(x(t))\hat{\theta}(t) = \Delta(x(t)) \theta^* \) for all \( t \geq T \), independent of \( \theta(0) \).

**Proof.** See (Black et al., 2022a, Proof of Theorem 3).

**Theorem 1** provides a framework for adapting parameter estimates \( \hat{\theta} \) such that an unknown disturbance of the form \( d(x) = \Delta(x) \theta^* \) is learned within fixed-time. In reality, however, it is far more common for the unknown vector field \( d(x) \) to be nonlinear, which to this point has precluded the use of (9) as a learning or adaptation strategy. By utilizing Koopman operator theory, however, we can transform the problem of identifying the nonlinear function \( d \) into a linear, albeit infinite-dimensional, identification problem, which with appropriate modifications permits the use of the above adaptation framework.

### 2.2 Koopman Operator based Identification

Koopman theory dictates that a nonlinear system of the form (6) has an analogous and notably linear representation in an infinite-dimensional Hilbert space \( \mathcal{Q} \) consisting of continuous, real-valued functions \( q : \mathcal{X} \to \mathbb{R} \) referred to as *observables*. The continuous-time Koopman dynamical system analogous to (6) is then described by

\[
\dot{q} = L q, \quad q \in \mathcal{Q},
\]

where \( L \) denotes the infinitesimal generator of the linear semigroup of Koopman operators \( U^t : \mathcal{Q} \to \mathcal{Q} \), i.e.

\[
L q = \lim_{t \to 0} \frac{U^t q - q}{t} = F \cdot \nabla q.
\]

For tractability, however, many works (e.g. Bruder et al. (2021); Drmać et al. (2021), among others) derive matrix representations \( U \in \mathbb{R}^{N \times N} \) and \( L \in \mathbb{R}^{N \times N} \) of the respective finite-rank operators \( U^t = H_N U^t |_{Q_N} \) and \( L_N = H_N L |_{Q_N} \), where \( H_N : \mathcal{Q} \to \mathcal{Q}_N \) is a projection operator onto the subspace \( \mathcal{Q}_N \subset \mathcal{Q} \) (spanned by \( N > n \) linearly independent basis functions \( \{ \psi_i : \mathcal{X} \to \mathbb{R} \}_{i=1}^N \) and \( \mathcal{O}_N \) denotes the restriction of the operator \( \mathcal{C} \) to \( \mathcal{Q}_N \). We refer the reader to Manroy et al. (2020) for additional details, and instead highlight that in practice \( U \) and \( L \) are taken to be the respective solutions to

\[
\psi^T(x) U = (\psi(\varphi_t(x)))^T,
\]

\[
L^T \psi(x) = \frac{\partial \psi(x)}{\partial x} F(x),
\]

where \( \psi(x) = [\psi_1(x) \ldots \psi_N(x)]^T \in \mathbb{R}^N \) and \( \frac{\partial \psi(x)}{\partial x} \in \mathbb{R}^{N \times n} \).

If \( L \) can be identified directly (as in e.g. Klus et al. (2020)), the vector field \( F \) may be reconstructed by solving (12) for \( F(x) \). When this is not possible, identification of \( U \) may be used to reconstruct \( F \) after computing \( L \) via

\[
L = \frac{1}{T_x} \log U,
\]

in the case of sampled data, where \( \log \) denotes the principal matrix logarithm and \( T_x \) is the sampling interval. We observe that both (11) and (12) describe linear systems of equations of the form \( \alpha^T X = b \), and thus \( X \) (in this case \( U \) or \( L \)) can be identified using linear identification techniques such as the parameter identification law (9).

### 2.3 Problem Statement

Now, reconsider the unknown, control-affine, nonlinear system (1). Suppose that an estimate of its Koopman generator matrix \( \hat{L} \) is available, and let the estimated unknown vector field \( \hat{d}(x) \) then via (12) be the solution to

\[
\hat{L} \psi(x) = \frac{\partial \psi(x)}{\partial x} (f(x) + g(x) u + \hat{d}(x)).
\]

We assume that \( \frac{\partial \psi(x)}{\partial x} \) is full column rank, which may be satisfied by design (e.g. sinusoidal basis functions), and
thus have that \( \dot{d}(x) \rightarrow d(x) \) as \( \bar{L} \rightarrow L \) (which can also be satisfied if \( \bar{U} \rightarrow U \)). Define the vectorized Koopman matrix and generator \((\mu^* \text{ and } \lambda^*)\), and their estimates \((\hat{\mu} \text{ and } \hat{\lambda})\), as

\[
\mu^* := [\text{col}_1^T(U) \ldots \text{col}_N^T(U)]^T, \quad \lambda^* := [\text{col}_1^T(L) \ldots \text{col}_N^T(L)]^T,
\]

\[
\hat{\mu} := [\text{col}_1^T(\bar{U}) \ldots \text{col}_N^T(\bar{U})]^T, \quad \hat{\lambda} := [\text{col}_1^T(\bar{L}) \ldots \text{col}_N^T(\bar{L})]^T,
\]

and observe that for the system (1) the relations (11) and (12) are equivalent to

\[
\Psi(x) \mu^* = (\psi(\varphi_t(x)))^T, \quad \Psi(x) \lambda^* = \cdot \frac{\partial \psi(\varphi_t(x))}{\partial x}^T (f(x) + g(x)u + d(x)),
\]

respectively, where

\[
\Psi(x) := \begin{bmatrix} \psi^T(x) & 0 & \ldots & 0 \\ 0 & \psi^T(x) & \ldots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \ldots & \psi^T(x) \end{bmatrix} \in \mathbb{R}^{N \times N^2}.
\]

Let the Koopman matrix and Koopman generator estimation errors respectively be denoted

\[
\hat{\mu} = \mu^* - \hat{\mu}, \quad \hat{\lambda} = \lambda^* - \hat{\lambda},
\]

and observe that \(\Psi(x) \hat{\lambda} = \Psi(x) \lambda^*\) for all \(\hat{\lambda} \in \mathcal{N}(\Psi(x))\).

We are now ready to formally define the problem under consideration.

**Problem 1.** Consider a dynamical system of the form (1). Design adaptation and control laws, \(\hat{\lambda} = \eta(x, u, \hat{\lambda})\) and \(u = \kappa(x, \hat{\lambda})\) respectively, such that

1. (the Koopman generator error vector, \(\hat{\lambda}\), is rendered fixed-time stable to the nullspace of \(\Psi(x)\), i.e. \(\hat{\lambda}(t) \rightarrow \mathcal{N}(\Psi(x))\) as \(t \rightarrow T\) and \(\hat{\lambda}(t) \in \mathcal{N}(\Psi(x))\) for all \(t \geq T\), independent of \(\hat{\lambda}(0)\), and
2. the system trajectories remain safe for all time, i.e. \(x(t) \in S, \forall t \geq 0\).

In the ensuing section, we introduce our approach to solving the first element of Problem 1.

3. **NONLINEAR ESTIMATION IN FIXED-TIME**

In this section, we introduce our proposed adaptation law \(\hat{\lambda} = \eta(x, u, \hat{\lambda})\) for the fixed-time identification of the Koopman generator vector \(\lambda\), which allows us to identify the unknown vector field \(d(x)\) in (1) within a fixed-time. Before introducing one of our main results, we require the following assumptions.

**Assumption 1.** The projection of the infinite-dimensional Koopman operator \(U^* \) onto the finite-rank subspace \(Q_N\) exactly describes the evolution of observables \(q \in Q\), i.e. \(U^* \eta = (\Pi_N \bar{U}^*) \eta\), for all \(q \in Q\).

**Assumption 2.** There exist scalars \(s > 0, T > 0\) such that \(\sigma_N(\Psi(x(t))) \geq s\) for all \(0 \leq t \leq T\), where \(\Psi(x(t))\) is given by (20).

The satisfaction of Assumption 1 depends on the choice of \(N\) (and thus on the basis functions \(\psi\)), and generally this is an open problem recent work has studied the existence of Koopman invariant subspaces (see e.g. Brunton et al. (2016)), i.e. subspaces \(Q_N \subset Q\) over which Assumption 1 holds. For our numerical study in Section 5, we find that bases \(\psi\) constructed using monomials or sinusoids work well. The satisfaction of Assumption 2 evidently depends on the choice of basis functions \(\psi\).

**Note.** However, that \(\Psi(x(t))\) is guaranteed to be full row-rank (which implies that \(\sigma_N(\Psi(x(t))) > 0\) provided that \(3\epsilon \in [N]\) such that \(\psi_i(x(t)) \neq 0\). This can be guaranteed with an appropriate choice of bases, e.g. \(\psi_i(x(t)) = 1\).

**Theorem 2.** Suppose that Assumptions 1 and 2 hold, where

\[
T = \frac{w \pi}{4s \lambda_{\text{max}}(\Gamma)} v / ab,
\]

with \(a, b > 0, w > 2, \text{and } \Gamma \in \mathbb{R}^{N^2 \times N^2}\), a constant, positive-definite gain matrix. Then, under the ensuing adaptation law

\[
\dot{\hat{\lambda}} = \Gamma \Psi(x) \nu(x, \hat{\lambda}) \left( a \|\nu(x, \hat{\lambda})\|^{2/w} + \frac{b}{\|\nu(x, \hat{\lambda})\|^{2/w}} \right),
\]

the Koopman generator error vector \(\hat{\lambda}\) is rendered FxTS to the nullspace of \(\Psi(x)\), i.e. \(\hat{\lambda}(t) \rightarrow \mathcal{N}(\Psi(x))\) as \(t \rightarrow T\) and \(\hat{\lambda}(t) \in \mathcal{N}(\Psi(x))\) for all \(t \geq T\), independent of \(\hat{\lambda}(0)\), where

\[
\nu(x, \hat{\lambda}) = \frac{\partial \psi(\varphi_t(x))}{\partial x} \hat{x} - \Psi(x) \hat{\lambda}.
\]

**Proof.** We first show that there exists a time-invariant Koopman generator vector \(\lambda(t) = \lambda^*, \forall t \geq 0\), and then prove that under (22) the associated Koopman generator error vector \(\hat{\lambda}\) is rendered FxTS to \(\mathcal{N}(\Psi(x))\).

First, under Assumption 1 it follows that there exists a finite-rank operator \(L_N : Q_N \rightarrow Q_N\) such that the nonlinear dynamics of (1) may be represented by the following linear system in the space of observables:

\[
\dot{q} = L_N q, \quad q \in Q.
\]

Then, there exists a finite-dimensional matrix representation \(L \in \mathbb{R}^{N \times \mathbb{R}}\) in a basis \(\{\psi_i : \mathbb{R} \rightarrow \mathbb{R}\}_{i=1}^N\) corresponding to the operator \(L_N\) such that the relation (12) holds over the trajectories of (1). Thus, the Koopman generator matrix \(L\) admits the (time-invariant) Koopman generator vector \(\lambda^*\) defined by (15).

Next, observe that (19) over the trajectories of (1) may be modified to obtain

\[
\Psi(x) \lambda^* - \Psi(x) \hat{\lambda} = \frac{\partial \psi(\varphi_t(x))}{\partial x} \hat{x} - \Psi(x) \hat{\lambda},
\]

where \(\nu(x, \hat{\lambda})\) is given by (23). Thus, we have that the premises of Theorem 1 are satisfied with \(M = \Psi\) and \(\nu = \nu\) and the adaptation law (22) takes the form of (9). Then, with Assumption 2 it follows directly from Theorem 1 that \(\hat{\lambda}\) is rendered FxTS to \(\mathcal{N}(\Psi(x))\) with settling time given by (21).

In what follows, we show how the parameter adaptation law (22) results in learning the exact disturbance \(d(x)\) to the system dynamics (1) within fixed-time.
Corollary 1. Consider the system (1). Suppose that the premises of Theorem 2 hold, and that the estimated Koopman vector \( \hat{\lambda} \) is adapted according to (22). If the estimated disturbance \( \hat{d}(x) \) is taken to be

\[
\hat{d}(x(t)) = \frac{\partial \psi(x(t))}{\partial x}^\top \Psi(x(t)) \hat{\lambda}(t) - a(x(t), u(t)),
\]

where \( a(x(t), u(t)) = f(x(t)) + g(x(t))u(t) \), then, the vector field estimation error \( \hat{d}(x(t)) \) is rendered FxTS to the origin and the estimated disturbance \( \hat{d}(x(t)) \) converges to the true disturbance \( d(x(t)) \) within a fixed-time \( T \) given by (21), i.e. \( \hat{d}(x(t)) \to 0 \) and \( d(x(t)) \to d(x(t)) \) as \( t \to T \) independent of \( \hat{d}(x(0)) \).

Proof. We first observe from (19) that the disturbance \( \hat{d}(x(t)) \) is the solution to

\[
\frac{\partial \hat{d}(x(t))}{\partial x} = \frac{\partial \psi(x(t))}{\partial x} \hat{\lambda}(t) - a(x(t), u(t)).
\]

Next, it follows from Theorem 2 that under (22) \( \hat{\lambda}(t) \to \lambda^* \) as \( t \to T \). Then, we have that \( \Psi(x(t)) \hat{\lambda}(t) \to \Psi(x(t)) \lambda^* \) and thus that \( \frac{\partial \phi(x(t))}{\partial x} \hat{d}(x(t)) \to \frac{\partial \phi(x(t))}{\partial x} d(x(t)) \) as \( t \to T \) when \( \hat{d}(x(t)) \) is taken to be the solution to (25). Finally, with \( \frac{\partial \phi(x(t))}{\partial x} \) full column rank we use its pseudoinverse \( \frac{\partial \psi(x(t))}{\partial x}^\top \) to recover (24) and thus have that \( \hat{d}(x(t)) \to d(x(t)) \) as \( t \to T \).

For the purpose of control design it is important to know how the estimation error signals behave during the transient period \( t \leq T \) before the unknown vector field \( d(x) \) has been learned. In contrast to least-squares and related regression based approaches to learning the Koopman matrix \( U \) and/or generator matrix \( L \), our FxTS parameter adaptation law allows us to derive explicit estimation error bounds as a function of time. In fact, prior work (see Black et al. (2022a)) has shown that the magnitude of this error bound is a monotonically decreasing function of time. In the following result, we introduce a modification to the prior work in order to derive a bound on the magnitude of the vector field estimation error \( \hat{d}(x(t)) \) as an explicit function of time.

Corollary 2. Suppose that the premises of Corollary 1 hold. If, in addition, the initial estimated Koopman generator vector is set to zero, i.e. \( \hat{\lambda}(0) = 0 \), and \( \Gamma \) in (22) is constant, positive-definite, and also diagonal, then \( \forall t \in [0, T] \), where \( T \) is given by (21), the following expression constitutes a monotonically decreasing upper bound on \( \| \hat{d}(x(t)) \|_\infty \):

\[
\| \hat{d}(x(t)) \|_\infty \leq \Lambda \sigma_{\max}(W(t)) \tan \frac{\pi}{2} (A(t)) =: \delta(t),
\]

where

\[
\Lambda = \sqrt{2 \lambda_{\max}(\Gamma)} \left( \frac{a}{b} \right)^{1/4},
\]

and

\[
W(t) = \frac{\partial \psi(x(t))}{\partial x}^\top \Psi(x(t)),
\]

\[
A(t) = \max \left\{ \Xi - \sqrt{\frac{a b}{w}} t, 0 \right\},
\]

\[
\Xi = \tan^{-1} \left( \sqrt{\frac{b}{a}} \left( \frac{1}{2} t \Gamma^{-1} t \right)^{1/2} \right),
\]

where \( \| \hat{d}(x(t)) \|_\infty = 0, \forall t > T \).

Proof. See Appendix A.

Knowledge of the upper bound on the disturbance estimation error bound (26) permits the use of robust, adaptive model-based control techniques. In particular, we will show in the next section how to synthesize a CBF-based controller that guarantees safety both before and after the transient phase \( t \leq T \) during which the unknown disturbance \( d(x) \) is learned, and in doing so address the second element of Problem 1.

4. ROBUST-ADAPTIVE CONTROL DESIGN

In this section, we describe two approaches to synthesizing the Koopman-based parameter adaptation law with a CBF-based control law for safe control under model uncertainty.

4.1 Robust-CBF Approach

In the first approach, we demonstrate how to apply robust-CBF principles to the design of a safe controller \( u = \kappa(x, \hat{\lambda}) \) when using the Koopman-based adaptation scheme (22).

Theorem 3. Consider a system of the form (1), a safe set \( S \) defined by (2) for a continuously differentiable function \( h : \mathcal{X} \to \mathbb{R} \), and suppose that the premises of Corollary 2 hold. Then, any control input \( u \) satisfying

\[
\sup_{u \in \mathcal{X}} \left[ L_f h(x) + L_g h(x) u + L_d h(x) - b_d(t) \right] \geq -\alpha(h(x))
\]

renders the trajectories of (1) safe, where

\[
b_d(t) = \left\| \frac{\partial h}{\partial x} \right\| \delta(t) \cdot 1_{n \times 1},
\]

and \( \delta(t) \) is given by (26).

Proof. Observe that over the trajectories of (1)

\[
\dot{h} = L_f h(x) + L_g h(x) u + L_d h(x)
\]

\[
\geq L_f h(x) + L_g h(x) u + \frac{\partial h}{\partial x} \hat{d}(x) \cdot \frac{\partial h}{\partial x} \hat{d}(x)
\]

\[
\geq L_f h(x) + L_g h(x) u + \frac{\partial h}{\partial x} \hat{d}(x) - \left\| \frac{\partial h}{\partial x} \right\| \delta(t) \cdot 1_{n \times 1}.
\]

By Corollary 2 it follows that \( \| d(x(t)) \|_\infty \leq \delta(t) \) for all \( t \geq 0 \). Therefore, \( \hat{h} \geq -\alpha(h(x)) \) whenever (31) holds, and thus \( S \) is rendered forward-invariant by any control input satisfying (31).

It is worth noting that as the estimated disturbance \( \hat{d}(x) \) converges to the true disturbance \( d(x) \) the robustness term \( b_d(t) \) will go to zero. So while initially the condition (31) may demand large control inputs to guarantee safety in the face of the unknown disturbance, as \( t \to T \) the term \( b_d(t) \to 0 \) and the standard CBF condition is recovered.

4.2 Robust-Adaptive CBF Approach

In this approach, we define the following robust-adaptive safe set

\[
S_r = \{ x \in \mathcal{X} : h_r(x, t) \geq 0 \}
\]
for the continuously differentiable function
\[
h_r(x, t) = h(x) - \frac{1}{2} \delta^T(t) \Omega^{-1} \delta(t),
\]
for \( \delta(t) = \delta(t) \cdot 1_{n \times 1} \) with \( \delta(t) \) given by (26), and a constant, positive-definite matrix \( \Omega \in \mathbb{R}^{n \times n} \). We note that the set \( S_r \) defined by (33) is a subset of the safe set \( S \) defined by (2), i.e. \( S_r \subseteq S \). We now introduce a robust-adaptive CBF condition that renders the trajectories of (1) safe.

**Theorem 4.** Consider a system of the form (1), a set \( S_r \) defined by (33) for a continuously differentiable function \( h_r : \mathcal{X} \to \mathbb{R} \), and suppose that the premises of Corollary 2 hold. Then, any control input \( u \) satisfying
\[
\sup_{x \in \mathbb{R}^n} \left[ L_j h_r(x) + L_y h_r(x) u - r(t, d(x(t))) \right] \geq -\alpha(h_r(x))
\]
renders the trajectories of (1) safe, where
\[
r(t, d(x(t))) = \text{Tr}(\Omega^{-1}) \delta(t) \hat{\delta}(t) + b_d(t),
\]
where \( \hat{\delta}(t) \) is given by (26), \( b_d(t) \) is given by (32), and
\[
\hat{\delta}(t) = A\sigma_{\max}(W(t)) \tan \hat{\theta}(A(t)) - \frac{1}{2} A\sigma_{\max}(W(t)) \tan^2 \hat{\theta}(A(t)) \sec^2(A(t))
\]
renders the trajectories of (1) safe, where
\[
r(t, d(x(t))) = \text{Tr}(\Omega^{-1}) \delta(t) \hat{\delta}(t) + b_d(t),
\]
where \( \hat{\delta}(t) \) is given by (26), \( b_d(t) \) is given by (32), and
\[
\hat{\delta}(t) = A\sigma_{\max}(W(t)) \tan \hat{\theta}(A(t)) - \frac{1}{2} A\sigma_{\max}(W(t)) \tan^2 \hat{\theta}(A(t)) \sec^2(A(t))
\]
renders the trajectories of (1) safe, where
\[
r(t, d(x(t))) = \text{Tr}(\Omega^{-1}) \delta(t) \hat{\delta}(t) + b_d(t),
\]
where \( \hat{\delta}(t) \) is given by (26), \( b_d(t) \) is given by (32), and
\[
\hat{\delta}(t) = A\sigma_{\max}(W(t)) \tan \hat{\theta}(A(t)) - \frac{1}{2} A\sigma_{\max}(W(t)) \tan^2 \hat{\theta}(A(t)) \sec^2(A(t))
\]
renders the trajectories of (1) safe, where
\[
r(t, d(x(t))) = \text{Tr}(\Omega^{-1}) \delta(t) \hat{\delta}(t) + b_d(t),
\]
where \( \hat{\delta}(t) \) is given by (26), \( b_d(t) \) is given by (32), and
\[
\hat{\delta}(t) = A\sigma_{\max}(W(t)) \tan \hat{\theta}(A(t)) - \frac{1}{2} A\sigma_{\max}(W(t)) \tan^2 \hat{\theta}(A(t)) \sec^2(A(t))
\]
renders the trajectories of (1) safe, where
\[
r(t, d(x(t))) = \text{Tr}(\Omega^{-1}) \delta(t) \hat{\delta}(t) + b_d(t),
\]
where \( \hat{\delta}(t) \) is given by (26), \( b_d(t) \) is given by (32), and
\[
\hat{\delta}(t) = A\sigma_{\max}(W(t)) \tan \hat{\theta}(A(t)) - \frac{1}{2} A\sigma_{\max}(W(t)) \tan^2 \hat{\theta}(A(t)) \sec^2(A(t))
\]
renders the trajectories of (1) safe, where
\[
r(t, d(x(t))) = \text{Tr}(\Omega^{-1}) \delta(t) \hat{\delta}(t) + b_d(t),
\]
where \( \hat{\delta}(t) \) is given by (26), \( b_d(t) \) is given by (32), and
\[
\hat{\delta}(t) = A\sigma_{\max}(W(t)) \tan \hat{\theta}(A(t)) - \frac{1}{2} A\sigma_{\max}(W(t)) \tan^2 \hat{\theta}(A(t)) \sec^2(A(t))
\]
renders the trajectories of (1) safe, where
\[
r(t, d(x(t))) = \text{Tr}(\Omega^{-1}) \delta(t) \hat{\delta}(t) + b_d(t),
\]
where \( \hat{\delta}(t) \) is given by (26), \( b_d(t) \) is given by (32), and
\[
\hat{\delta}(t) = A\sigma_{\max}(W(t)) \tan \hat{\theta}(A(t)) - \frac{1}{2} A\sigma_{\max}(W(t)) \tan^2 \hat{\theta}(A(t)) \sec^2(A(t))
\]
renders the trajectories of (1) safe, where
\[
r(t, d(x(t))) = \text{Tr}(\Omega^{-1}) \delta(t) \hat{\delta}(t) + b_d(t),
\]
where \( \hat{\delta}(t) \) is given by (26), \( b_d(t) \) is given by (32), and
\[
\hat{\delta}(t) = A\sigma_{\max}(W(t)) \tan \hat{\theta}(A(t)) - \frac{1}{2} A\sigma_{\max}(W(t)) \tan^2 \hat{\theta}(A(t)) \sec^2(A(t))
\]
renders the trajectories of (1) safe, where
\[
r(t, d(x(t))) = \text{Tr}(\Omega^{-1}) \delta(t) \hat{\delta}(t) + b_d(t),
\]
where \( \hat{\delta}(t) \) is given by (26), \( b_d(t) \) is given by (32), and
\[
\hat{\delta}(t) = A\sigma_{\max}(W(t)) \tan \hat{\theta}(A(t)) - \frac{1}{2} A\sigma_{\max}(W(t)) \tan^2 \hat{\theta}(A(t)) \sec^2(A(t))
\]
renders the trajectories of (1) safe, where
\[
r(t, d(x(t))) = \text{Tr}(\Omega^{-1}) \delta(t) \hat{\delta}(t) + b_d(t),
\]
where \( \hat{\delta}(t) \) is given by (26), \( b_d(t) \) is given by (32), and
\[
\hat{\delta}(t) = A\sigma_{\max}(W(t)) \tan \hat{\theta}(A(t)) - \frac{1}{2} A\sigma_{\max}(W(t)) \tan^2 \hat{\theta}(A(t)) \sec^2(A(t))
\]
renders the trajectories of (1) safe, where
\[
r(t, d(x(t))) = \text{Tr}(\Omega^{-1}) \delta(t) \hat{\delta}(t) + b_d(t),
\]
where \( \hat{\delta}(t) \) is given by (26), \( b_d(t) \) is given by (32), and
\[
\hat{\delta}(t) = A\sigma_{\max}(W(t)) \tan \hat{\theta}(A(t)) - \frac{1}{2} A\sigma_{\max}(W(t)) \tan^2 \hat{\theta}(A(t)) \sec^2(A(t))
\]
renders the trajectories of (1) safe, where
\[
r(t, d(x(t))) = \text{Tr}(\Omega^{-1}) \delta(t) \hat{\delta}(t) + b_d(t),
\]
where \( \hat{\delta}(t) \) is given by (26), \( b_d(t) \) is given by (32), and
\[
\hat{\delta}(t) = A\sigma_{\max}(W(t)) \tan \hat{\theta}(A(t)) - \frac{1}{2} A\sigma_{\max}(W(t)) \tan^2 \hat{\theta}(A(t)) \sec^2(A(t))
\]
renders the trajectories of (1) safe, where
\[
r(t, d(x(t))) = \text{Tr}(\Omega^{-1}) \delta(t) \hat{\delta}(t) + b_d(t),
\]
where \( \hat{\delta}(t) \) is given by (26), \( b_d(t) \) is given by (32), and
\[
\hat{\delta}(t) = A\sigma_{\max}(W(t)) \tan \hat{\theta}(A(t)) - \frac{1}{2} A\sigma_{\max}(W(t)) \tan^2 \hat{\theta}(A(t)) \sec^2(A(t))
\]
renders the trajectories of (1) safe, where
Fig. 1. XY paths under the various CBF-QP control laws in the double-integrator example. Only the controllers using the proposed Koopman-based fixed-time identification scheme succeed in preserving safety.

Fig. 2. Evolutions of $h_1$ and $h_2$ for the various controllers considered in the double-integrator example.

(Klus et al. (2020)) approaches are non-recursive and unable to quantify the identification error, they are neither sufficiently responsive nor accurate enough to guarantee safety in this example. Figure 3 highlights that our disturbance estimates indeed converge to the true values within the fixed-time $T = 0.12$ sec, computed using (21), and the control inputs are shown in Figure 4. We further note that even when measurement noise is injected into the system, the adaptation-based approach succeeds in both reconstructing the unknown disturbance to within a small error and preserving safety. We leave quantification of this measurement error and any error associated with representing the infinite-dimensional Koopman operator in a finite-dimensional subspace to future work.

6. CONCLUSION

We introduced a safe control synthesis using Koopman-based fixed-time system identification. We showed that under mild assumptions we can learn the unknown, additive, nonlinear vector field perturbing the system dynamics within a fixed-time independent of the initial estimate. The a priori knowledge of this identification guarantee allows us to derive robust and robust-adaptive control barrier function conditions suitable for use in a standard class of quadratic program based controllers.

We recognize that there are practical limitations to our method, including the need to measure the state derivative and to be able to exactly represent the linear, infinite-dimensional Koopman dynamical system with a finite-rank operator. Though we demonstrated some robustness to measurement noise in our simulated study, in the future we will seek to relax these assumptions by analyzing the use of observers and filters for state and state-derivative approximation and by seeking to quantify the residual error associated with projecting the infinite-dimensional Koopman operator onto a finite-dimensional subspace.
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Using (24) and (28) we can express the disturbance vector field error as
\[
\tilde{d}(x(t)) = d(x(t)) - d(x(t)) = W(t)\tilde{\lambda}(t),
\]
and thus we can observe that \(\|d(x(t))\|_{\infty} = \|W(t)\tilde{\lambda}(t)\|_{\infty} \leq \sigma_{\max}(W(t))\|\tilde{\lambda}(t)\|_{\infty}\). Then, using (Black et al., 2022a, Corollary 1) we obtain that \(\|\tilde{\lambda}(t)\|_{\infty} \leq \Lambda \tan(\tilde{\pi}(A(t)))\) for all \(t \leq T\), where \(\Lambda, A(t), \) and \(T\) are given by (27), (29), (21) respectively, and \(\|\tilde{\lambda}(t)\|_{\infty} = 0\) for all \(t > T\).

Then, to obtain the \(\Xi\) term in (30), observe that with \(\tilde{\lambda}(0) = 0_{N \times 1}\) and the assumption that \(\|d(x)\|_{\infty} \leq D\), \(\forall x \in X\), it follows that at \(t = 0\)
\[
\sigma_{\min}(W)\|\tilde{\lambda}(0)\|_{\infty} \leq \|W\tilde{\lambda}(0)\|_{\infty} = \|\tilde{d}(0)\|_{\infty} \leq 2D,
\]
from which we obtain that
\[
\|\tilde{\lambda}(0)\|_{\infty} \leq \frac{2D}{\sigma_{\min}(W)0_{N \times 1}}.
\]
Thus we obtain \(\Lambda = \frac{2D}{\sigma_{\min}(W)0_{N \times 1}}\), and this completes the proof.