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Abstra
t

Let � � C be a 
losed set of positive 
apa
ity at ea
h point in � and

w : � ! [0;1) a 
ontinuous, weight with jzjw(z) ! 0; jzj ! 1; z 2

� if � is unbounded. Assume further that the set where w is positive

is of positive 
apa
ity. A 
lassi
al theorem, obtained independently by

Rakhmanov and Mhaskar and Sa� says that if S

w

denotes the support

of the equilibrium measure for w, then jjP

n

w

n

jj

�

= jjP

n

w

n

jj

S

w

for any

polynomial P

n

with degP

n

� n. This does not rule out the possibility that

jP

n

w

n

j may attain a maximum outside S

w

. We prove that if in addition,

� is regular with respe
t to the Diri
hlet problem on C and if it 
oin
ides

with its outer boundary, then all points where jP

n

w

n

j attain their maxima

must lie in S

w

. The 
ase when � � R 
onsists of a �nite union of �nite or

in�nite intervals is due to Lorentz, von Golits
hek and Makovoz. Counter

examples are given to show that our requirements on � 
annot in general

be relaxed.
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1 Introdu
tion and Statement of Main Result.

The purpose of this note, is to extend a theorem of Lorentz, von Golits
hek

and Makovoz, see [3, Proposition 1.4.1℄ dealing with the 
hara
terization of

sets in the 
omplex plane where weighted polynomials attain their maximum

values. To set the s
ene for our investigation, let � � C be a 
losed set and

w : � ! [0;1) a 
ontinuous weight. If � is unbounded, assume further that

jzjw(z) ! 0; jzj ! 1; z 2 �. We will also hen
eforth suppose that � is

of positive 
apa
ity at ea
h point in �, i.e., for every point z

0

2 �, the set

fz 2 � : jz�z

0

j < Æg has positive 
apa
ity for any Æ > 0 and that the set where

w is positive, has positive 
apa
ity. We set Q := � logw and 
all w strongly
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admissible and Q the external �eld asso
iated with w. The equilibrium measure,

see [5℄, in the presen
e of an admissible external �eld,

Q : � �! R

is the unique Borel probability measure �

w

with 
ompa
t support on � satisfying

for a unique 
onstant F

w

,

M

w

(z) := U

�

w

(z) +Q(z)� F

w

� 0; z 2 S

w

:= supp(�

w

) (1.1)

and

M

w

(z) � 0; q:e: z 2 �: (1.2)

Here, U

�

w

denotes the logarithmi
 potential of �

w

, i.e.,

U

�

w

(z) :=

Z

�

log

1

jz � tj

d�

w

(t); z 2 C

and q:e: z 2 � means that (1:2) holds everywhere on � with the ex
eption of

a set of logarithmi
 
apa
ity zero. A 
lassi
al theorem, obtained independently

by Rakhmanov and Mhaskar and Sa�, [5, Corollary 3.2.6℄ is well known:

Proposition 1.1 Let w be strongly admissible. Then

jjP

n

w

n

jj

�

= jjP

n

w

n

jj

S

w

for every polynomial P

n

with degP

n

� n.

Proposition 1.1 says that the sup norm of a weighted polynomial lives in the

set S

w

. It does not however rule out the possibility that a weighted polynomial

may take a maximum outside S

w

. In this note, we show that if we assume

some additional stru
ture on the underlying set �, namely if we assume that

it is regular with respe
t to the Diri
hlet problem on C and that it 
oin
ides

with its outer boundary, then all points where jP

n

w

n

j attain their maxima are


ontained in the set S

w

. We also show by way of 
ounter examples, that our

additional assumptions on the set � 
annot in general be removed. Throughout

let �

n

denote the 
lass of polynomials of degree at most n; n � 1.

For our main result, we need two important de�nitions:

(a) The outer domain 
 of � is the unbounded 
omponent of the 
omplement

C n�. The outer boundary of � is de�ned to be �
, the boundary of 
. For

example we shall need in Remark 1.3(b) below the fa
t ( see [5, Corollary

4.5℄), that if w � 1, S

w

is 
ontained in the outer boundary of �.

(b) We shall say that a point z 2 � is regular with respe
t to the Diri
hlet

problem (or for short regular) on C if the Green's fun
tion for �, (see

[5, pg 108℄), is 
ontinuous at z. If every point in � is regular, then � is

regular. For example, if � is simply 
onne
ted or a �nite union of �nite

or in�nite real intervals, then � is regular.
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Using the above two 
on
epts, we shall hen
eforth adopt the following 
on-

vention. � will be 
alled strongly regular if it is regular and if the outer boundary

of � 
oin
ides with �.

It is easy to see, in view of (a) and (b), that if � is simply 
onne
ted with

empty interior then � is strongly regular. Moreover if � is a �nite union of

�nite or in�nite intervals, then � is also strongly regular. Examples of sets

in the plane whi
h are strongly regular are line segments and simple 
losed


ontours. If � is strongly regular and w is strongly admissible, then it follows

from [5, Theorems 1.4.4 and 1.5.1(iv')℄ that U

�

w

is 
ontinuous everywhere in C

and hen
e that (1:2) holds everywhere on �.

Following is our main result:

Theorem 1.2 Let w be strongly admissible and let m 2 N.

(a) Then for every 
olle
tion of polynomials fP

n;k

g

m

k=1

2 �

n

; n � 1
















m

X

k=1

jP

n;k

jw

n
















�

=
















m

X

k=1

jP

n;k

jw

n
















S

w

: (1.3)

(b) Assume in addition that � is strongly regular. Then if x

0

2 � is a point

where k

P

m

k=1

jP

n;k

jw

n

k

�

is attained, then x

0

2 S

w

.

Remark 1.3(a)

(a) Theorem 1.2(a) for m = 1 is [5, Corollary 3.2.6℄ whi
h was obtained

independently by Rakhmanov and Mhaskar and Sa�.

(b) For m � 1 and under the assumption that w is 
onvex, positive and

� = (
; d) with �1 � 
 < 0 < d � 1, Theorem 1.2(b) follows from [2,

Theorem 2.6℄. When m = 1 and � is a �nite union of �nite or in�nite real

intervals, Theorem 1.2(b) has been shown earlier in [3, Proposition 4.1.1℄.

Our proof of Theorem 1.2(b) uses methods of logarithmi
 potential theory

whi
h were developed in [1, Lemma 2.2℄. As is shown in Remark 1.3(b)

below, it essentially 
annot be improved further.

Remark 1.3(b) In this remark we explain why the strong regularity as-

sumptions of Theorem 1.2(b) 
annot be dropped in general. Indeed, let us take

in Theorem 1.2(b), w � 1. Then using [5, Corollary 4.5℄, we know that S

w

is


ontained in the outer boundary of �. If this outer boundary was not � itself,

one 
ould 
hoose P

n

to be 
onstant and then the maximum of P

n

w

n

is attained

everywhere, not just on S

w

. For a parti
ular w 6� 1, Sa� and Totik in [5, pg

157℄ 
onstru
t an annulus with positive interior for whi
h Theorem 1.2(b) fails.
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2 Proof of Main Result

In this se
tion, we give the proof of Theorem 1.2.

Proof of Theorem 1.2 We will need the inequality, see [5, Theorem 3.5.1

and Corollary 3.5.3℄,

jP

n

w

n

(z)j � exp(�nM

w

(z)) kP

n

w

n

k

S

w

; z 2 �; P

n

2 �

n

; n � 1: (2.1)

Let fP

n;k

g

m

k=1

2 �

n

be given. We will assume that m = n for the general 
ase

follows in exa
tly the same way. Let us also 
hoose x

0

2 � for whi
h
















n

X

k=1

jP

n;k

jw

n
















�

=

n

X

k=1

jP

n;k

j(x

0

)w

n

(x

0

):

Now 
hoose Q

n

2 �

n

su
h that

kQ

n

w

n

k

�

= jjQ

n

w

n

jj

S

w

=
















n

X

k=1

jP

n;k

jw

n
















�

= (2.2)

=

n

X

k=1

jP

n;k

j(x

0

)w

n

(x

0

) = jQ

n

(x

0

)w

n

(x

0

)j:

This is done by 
onsidering

Q

n

(x) =

n

X

k=1

"

k

P

n;k

(x); "

k

= signP

n;k

(x

0

)

and using (2.1). See [6, Lemma 1℄. Theorem 1.2(a) then follows.

The diÆ
ult task is to now show that x

0

2 S

w

. Indeed, using (1.1), (1.2),

(2.1) and (2.2) it follows that

x

0

2 S

�

w

:= fz 2 � : M

w

(z) = 0g :

If w is 
onvex, positive and � = (
; d) with �1 � 
 < 0 < d � 1 it follows

from [2, Theorem 2.6℄ that S

�

w

= S

w

and Theorem 1.2(b) would then follow.

In general, however it is not true that S

�

w

= S

w

. We now show that indeed

x

0

2 S

w

and in doing so we establish Theorem 1.2(b). A
tually we will prove

the following:

Let � := �

w

and suppose that

U

�

(x

0

) +

1

n

log jQ

n

(x

0

)j (2.3)

� max

z2S

w

�

U

�

(z) +

1

n

log jQ

n

(z)j

�

:
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Then x

0

2 S

w

. To see this, 
onsider the fun
tion

U

�

+

1

n

log jQ

n

j:

Firstly U

�

is harmoni
 outside S

w

and therefore U

�

+

1

n

log jQ

n

j is subharmoni


outside S

w

. It is also subharmoni
 at 1. To see this, simply observe that

U

�

+

1

n

log jQ

n

j = U

���

n

where �

n

is the normalized 
ounting measure of Q

n

with mass jj�

n

jj � jj�jj = 1.

See also [1, Lemma 2.2℄.

By the maximum prin
iple for subharmoni
 fun
tions, see [5, Theorem 1.2.4℄,

U

�

+

1

n

log jQ

n

j attains its maximum on S

w

. If the maximum is attained at a

point outside S

w

, then ne
essarily U

�

(z) +

1

n

log jQ

n

j(z) is 
onstant for every

z 2 C . If this is the 
ase, we may let jzj ! 1 and 
on
lude that

U

�

(z) = �

1

n

log jQ

n

j(z); 8z 2 C :

This is 
learly impossible as U

�

is 
ontinuous everywhere on C . Thus if (2.3)

holds for x

0

, then x

0

2 S

w

. Thus everything boils down to showing (2.3).

Indeed, using (1.5) and (1.6), we �rst see that

max

z2S

w

(U

�

(z) +Q(z)) = F

w

� U

�

(z) +Q(z); z 2 �:

Thus applying the above and (2.2) we see that

U

�

(x

0

) +

1

n

log jQ

n

(x

0

)j

=

1

n

log jQ

n

(x

0

)w

n

(x

0

)j+ U

�

(x

0

) +Q(x

0

)

� max

z2S

w

1

n

log jQ

n

(z)w

n

(z)j+max

z2S

w

(U

�

(z) +Q(z))

� max

z2S

w

�

1

n

log jQ

n

(z)w

n

(z)j+ U

�

(z) +Q(z)

�

= max

z2S

w

�

U

�

(z) +

1

n

log jQ

n

(z)j

�

:

Thus (2.3) holds and we have proved Theorem 1.2(b). 2
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