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Abstract

We prove Converse and Smoothness theorems of polynomial ap-

proximation in weighted L

p

spaces with norm kfWk

L

p

(R)

(0 < p � 1)

for Erd}os weights on the real line. In particular we prove characteriza-

tion theorems involving Realization functionals and thereby establish

some interesting properties of our weighted modulus of continuity.
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1 Introduction and Statement of Results

LetW := exp (�Q) where Q : R ! R is even and is of faster than polynomial

growth at in�nity. Then W is called an Erd}os weight.

Archetypal examples of such weights are:

(a)

W

k;�

(x) := exp (� exp

k

(jxj

�

)) � > 1; k � 1 (1.1)
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where exp

k

( ) = exp (exp (::: (exp ( )))) denotes the kth iterated expo-

nential.

(b)

W

A;�

(x) := exp

�

� exp

�

log

�

A+ x

2

�

�

��

(1.2)

where � > 1 and A is large enough.

For more on the subject, we refer the reader to [16,18] and the references

cited therein.

Recently, we investigated Jackson theorems for large classes of Erd}os

weights in L

p

(0 < p � 1) [2]. More precisely, we estimated how fast

E

n

[f ]

W;p

:= inf

P2P

n

k(f � P )Wk

L

p

(R)

! 0; n!1:

Here E

n

[f ]

W;p

is the error of best weighted approximation for suitable f :

R ! R and P

n

denotes the class of polynomials of degree at most n.

Direct and converse theorems for rates of approximation is an exten-

sively researched and widely studied subject. For weights on R, analogues

of Jackson-Bernstein theorems were initiated by Dzrbasjan, but were more

intensively studied by Freud in the 1960's { 1970's [10,11,23]. Since then,

their ideas have been generalized and extended by many. See [2,7,8,9,12,19]

and the references cited therein.

In this paper, we investigate converse theorems of polynomial approxi-

mation for Erd}os weights. To state our results, we need a suitable class of

weights and various quantities.

Throughout, C;C

1

; C

2

; : : :, will denote positive constants independent of

n; x and P 2 P

n

not necessarily the same in di�erent occurrences. We write

C 6= C(L) to mean that the constant is independent of L.

Moreover, for real sequences A

n

and B

n

6= 0, A

n

= O (B

n

) ; A

n

� B

n

and

A

n

= o (B

n

) will mean respectively that there exist constants C

1

; C

2

; C

3

> 0

independent of n such that A

n

=B

n

� C

1

; C

2

� A

n

=B

n

� C

3

and lim

n!1

jA

n

=B

n

j =

0. Similar notation will be used for functions and sequences of functions.

We shall say that a function

f : (a; b)! (0;1)
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is quasi-increasing if 9C > 0 such that

a < x < y < b =) f(x) � Cf(y):

We need a suitable class of weights:

De�nition 1.1. Let W (x) := exp [�Q(x)] where Q : R �! R is even

and continuous satisfying,

(a) xQ

0

(x) is strictly increasing in (0;1) with

lim

x�!0

+

xQ

0

(x) = 0:

(b) The function

T (x) :=

xQ

0

(x)

Q(x)

(1.3)

is quasi increasing in (C;1) for some C > 0 and

lim

x�!1

T (x) =1: (1.4)

(c) Assume

yQ

0

(y)

xQ

0

(x)

� C

1

 

Q(y)

Q(x)

!

C

3

y � x � C

2

: (1.5)

for some C

1

; C

2

; C

3

> 0. Then Q is called the external �eld associated

with W and we write W 2 E

1

.

Some Remarks.

(a) The function T serves as a measure of the regularity of growth of Q. In

particular, it is not di�cult to show that (1.4) forces Q to be of faster

than polynomial growth at in�nity.

(b) We need the condition that xQ

0

(x) be strictly increasing in order to en-

sure the existence of the Mhaskar-Rakhmanov-Sa� number, a

u

de�ned

as the positive root of the equation

u =

2

�

Z

1

0

a

u

tQ

0

(a

u

t) dt

p

1� t

2

u > 0: (1.6)
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For those unfamiliar, the quantity (PW ); P 2 P

n

\lives" most of the

time in [�a

n

; a

n

]. We refer the interested reader to [17,21,26] for more

on a

n

and its \cousin" q

n

, the Freud number. For a di�erent perspective

on discrete sets and to concave external �elds, we refer the reader to

[4,5]. For Erd}os weights, a

n

has the e�ect that although Q(x) might

grow very rapidly for large x;Q (a

u

) does not exceed a positive power

of u. For example, for W

k;�

; a

u

grows like (log

k

u)

1

�

where log

k

( ) =

log (log (::: (log( )))) denotes the kth iterated logarithm.

(c) (1.5) is a weak regularity condition on T , for one has typically for each

" > 0,

T (x) = O(logQ

0

(x))

1+"

; x!1: (1.7)

For example, for W

k;�

(x),

T (x) = �x

�

2

4

k�1

Y

j=1

exp

j

(x

�

)

3

5

;

so that C

3

can be made arbitrarily close to 1. This is also the case for

W

A;�

.

We proceed to de�ne our modulus of continuity and realization functional

as in [1,2,3].

For h > 0, an interval J; r � 1 and f : R ! R we de�ne

�

r

h

(f; x; J) :=

8

>

<

>

:

P

r

i=0

 

r

i

!

(�1)

i

f

�

x+

rh

2

� ih

�

; x�

rh

2

2 J

0; otherwise

(1.8)

to be the rth symmetric di�erence of f . If J is not speci�ed, it can be taken

as R.

Following ideas of [9], to reect endpoint e�ects in our approximation,

we need our increment h in (1.8) to depend on x and in particular on the

function,

�

t

(x) :=

�

�

�

�

�

1�

jxj

� (t)

�

�

�

�

�

1

2

+ T (�(t))

�

1

2

; x 2 R; (1.9)

where

�(t) := inf

�

a

u

:

a

u

u

� t

�

(1.10)
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and t > 0 but is typically small enough.

An easy way to understand � is to see it as the inverse of the map

u : �!

a

u

u

which decays to zero as u �!1. Clearly � is decreasing.

We may then de�ne our weighted modulus of continuity for 0 < p � 1

and r � 1 by:

w

r;p

(f;W; t) := sup

0<h�t





W

�

�

r

h�

t

(x)

(f)

�







L

p

(jxj��(2t))

+ inf

R of deg �r�1

k(f �R)Wk

L

p

(jxj��(4t))

: (1.11)

Further, we de�ne its averaged \cousin",

w

r;p

(f;W; t) :=

�

1

t

Z

t

0





W

�

�

r

h�

t

(x)

(f)

�







p

L

p

(jxj��(2t))

dh

�

1

p

+ inf

R of deg �r�1

k(f � R)Wk

L

p

(jxj��(4t))

(1.12)

(if p =1 we set w

r;p

= w

r;p

).

Clearly w

r;p

(f;W; t) � w

r;p

(f;W; t).

Some remarks concerning our modulus.

(a) Although at �rst di�cult to assimilate, we see that the de�nition of

� in (1.10) is natural, as at least for purposes of approximation by

polynomials of degree � n, we may think of t =

a

n

n

(recall t is small)

so that �(t) grows like a

n

. Following [9], our modulus consists of two

parts. The \main" part involves rth symmetric di�erences over the

interval

h

�a

n

2

; a

n

2

i

. The \tail" involves an error of weighted polynomial

approximation over the remainder of R and is necessary because of the

inability of (P

n

W ) to approximate beyond

h

�a

n

2

; a

n

2

i

. Its presence

ensures that at least for f 2 P

r�1

,

w

r;p

(f;W; t) � 0:

For converse saturation type results, we refer the reader to [3].
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(b) We note that the function �

t

describes the improvement in the degree

of approximation near �a

n

2

, in much the same way that

p

1� x

2

does

for weights on [�1; 1].

(c) We observe that unlike the moduli in [8,9], our modulus w is not nec-

essary monotone increasing in t. This created severe di�culties in our

analysis. The results of [2] show that under additional assumptions on

W it is possible to replace our modulus by one that is increasing in t

however for E

1

this is an open question.

In [2], we proved the following Jackson theorems:

Theorem 1.2. Let W 2 E

1

; r � 1 and 0 < p � 1. Then for all

f : R �! R for which fW 2 L

p

(R) (and for p = 1, we require f to be

continuous, and fW to vanish at �1), we have for n � C,

E

n

[f ]

W;p

� C

1

w

r;p

�

f;W;C

2

a

n

n

�

� C

1

w

r;p

�

f;W;C

2

a

n

n

�

(1.13)

where the C

j

j = 1; 2 are independent of f and n.

Moreover, given �(n) 2

h

4

5

; 1

i

,

E

n

[f ]

W;p

� C

1

w

r;p

�

f;W;C

2

�(n)

a

n

n

�

� C

1

w

r;p

�

f;W;C

2

�(n)

a

n

n

�

: (1.14)

Some remarks

(a) The result above indicated a Nikolskii-Timan-Brudnyi e�ect whereby,

as in weights on [�1; 1], we have better approximation towards the

endpoints of the Mhaskar-Rakhmanov-Sa� interval.

(b) We remark that with a little extra e�ort, we may replace C in (1.13)

by r � 1 (cf. [3]).

In establishing our converse theorems, we need the notion of the K-

functional. While K-Functionals were introduced in the context of inter-

polation of spaces, one of their most important applications has been in the

analysis of moduli of continuity, and in converse theorems in approximation
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theory. J. Peetre �rst made the connection between his K-Functional and the

modulus of continuity in 1968. His ideas have been generalized and extended

by many including Ditzian, Freud, Hristov, Ivanov, Lubinsky, Mhaskar and

Totik. We refer the reader to [8,9,10,11,12] and the references cited therein.

The Ditzian-Totik rth order K-Functional has the form

K

^

r;p

(f;W; t

r

) := inf

g

g

(r�1)

locally absolutely

continuous

�

k(f � g)Wk

L

p

(R)

+ t

r





g

(r)

W







L

p

(R)

�

:

(1.15)

Here, t > 0; r � 1 and p � 1.

We may think of the second term of (1.15) measuring the smooth part

of f and the �rst part measuring the distance of f to that smooth part [9].

The idea, following a general technique of Ditzian, Hristov and Ivanov [9], is

to prove inequalities of the form

w

^

r;p

(f;W; �t) � C

1

K

^

r;p

(f;W; t

r

) � C

2

w

^

r;p

(f;W; t) (1.16)

for a suitable modulus w

^

r;p

(f; :). Here � > 0 is �xed in advance, C

1

; C

2

> 0,

and t is small enough.

Unfortunately, K

^

� 0 in L

p

( 0 < p < 1) [7], so we need the notion of

a realization functional, a concept attributed to Hristov and Ivanov. Our

realization functional has the form:

K

r;p

(f;W; t

r

) := inf

P2P

n

�

k(f � P )Wk

L

p

(R)

+ t

r





P

(r)

�

r

t

W







L

p

(R)

�

; (1.17)

where t > 0; 0 < p � 1, and r � 1 are chosen in advance and

n = n(t) := inf

�

k :

a

k

k

� t

�

: (1.18)

Further de�ne the ordinary K-Functional by

K

�

r;p

(f;W; t

r

) := inf

g

g

(r�1)

locally absolutely

continuous

�

k(f � g)Wk

L

p

(R)

+ t

r





g

(r)

�

r

t

W







L

p

(R)

�

:

(1.19)
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We begin with our main equivalence result:

Theorem 1.3. Let W 2 E

1

; L; � > 0; r � 1; 0 < p � 1 and f as

in Theorem 1.2. Assume that there is a Markov-Bernstein inequality of the

form





R

0

n

�

a

n

n

W







L

p

(R)

� C

n

a

n

kR

n

Wk

L

p

(R)

0 < p � 1; R

n

2 P

n

; (1.20)

where C 6= C (n;R

n

). Then 9C

1

; C

2

; C

3

> 0 independent of f and t such

that for t 2 (0; t

0

),

(a)

w

r;p

(f;W; Lt) � C

1

K

r;p

(f;W; t

r

) � C

2

w

r;p

(f;W;C

3

t) : (1.21)

Moreover, uniformly for t and f ,

(b)

w

r;p

(f;W; t) � w

r;p

(f;W; t) � K

r;p

(f;W; t

r

) (1.22)

and

(c)

w

r;p

(f;W; �t) � w

r;p

(f;W; t) : (1.23)

Note that the constant in the � relation (1.23) depends on �. For the

exact dependence, we refer the interested reader to [3].

Remark.

(a) The Markov inequality (1.20) is true for W 2 E

1

and its proof can be

found for example in the forthcoming book of Levin and Lubinsky [15].

For this reason, we dispense with the proof here and assume the result.

We refer the interested reader to [8,19] where similar assumptions were

made.

(b) (1.20) was proved for p = 1 in [18] and for 0 < p < 1 in [20] under

additional conditions on Q, namely conditions on Q

00

which are satis�ed

for W

k;�

and W

A;�

given by (1.1) and (1.2).
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(c) We �nally note that for p � 1, the methods of [9] should enable one to

avoid assuming (1.20) altogether. However, as it is needed in the later

Corollaries, we do not pursue this idea further here.

Theorem 1.3 allows us to deduce a simpler Jackson theorem to Theorem

1.2:

Corollary 1.4. Assume the hypotheses of Theorem 1.3. Then we have

for n � C

1

,

E

n

[f ]

W;p

� C

2

w

r;p

�

f;W;

a

n

n

�

� C

2

w

r;p

�

f;W;

a

n

n

�

: (1.24)

Here, C

2

is independent of f and n.

We note that the point of this Corollary is that we have removed the

constant from inside the modulus in (1.13) and (1.14).

We have the following converse theorems:

Theorem 1.5. Assume the hypotheses of Theorem 1.3. Let q =

minf1; pg. For 0 < t < C, determine n = n (t) by (1.18) and let l =

[log

2

n] = the largest integer � log

2

n. Then we have,

w

r;p

(f;W; t) � C

1

t

r

2

4

l

X

k=�1

(l � k + 1)

rq

2

 

2

k

a

2

k

!

rq

E

2

k
[f ]

q

W;p

3

5

1

q

: (1.25)

where C

1

6= C

1

(f; t) and where we set E

2

�1

= E

2

0

.

We deduce

Corollary 1.6. Assume the hypotheses of Theorem 1.3. Then for every

0 < � < r the following are equivalent:

(a)

w

r;p

(f;W; t) = O (t

�

) ; t �! 0

+

: (1.26)

(b)

K

r;p

(f;W; t

r

) = O (t

�

) ; t �! 0

+
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(c)

E

n

[f ]

W;p

= O

�

a

n

n

�

�

; n �!1: (1.27)

Remark. We remark that a di�erent characterization appears in [3]

where � is allowed to equal r.

Finally, we obtain estimates of our modulus in terms of f

(r)

and deduce

the equivalence of the K-Functional with the realization functional for p � 1.

Corollary 1.7. Let 1 � p � 1 and assume the hypotheses of Theorem

1.3.

(a) If f

(r)

W 2 L

p

(R), we have for t 2 (0; C

2

),

w

r;p

(f;W; t) � C

1

t

r





f

(r)

�

r

t

W







L

p

(R)

; (1.28)

Here C

j

6= C

j

(f; t); j = 1; 2.

(b) We have for t 2 (0; C

3

),

1 � K

�

r;p

(f;W; t)=K

r;p

(f;W; t) � C

4

: (1.29)

Here C

j

6= C

j

(f; t); j = 3; 4.

Remark. We remark that (1.28) is false for 0 < p < 1. Indeed set for

" 2

�

0;

1

2

�

f

"

(x) := 0; x 2 [�1; 0]

"

�1

x; x 2 (0; "]

1; x 2 ("; 1]

:

Then fW 2 L

p

(0 < p < 1), f is of compact support and so it is easy to see

that for �xed t > 0, there exists C = C (t;W ) > 0 such that

w

r;p

(f

"

;W; t) > C

and

kf

0

"

�

t

Wk

L

p

(R)

�! 0; " �! 0

+

:
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An important note on the structure of this paper.

Sections 2 and 3, establish some machinery, required for the entire paper.

This includes, in particular, an extension of the Markov-Bernstein inequality

(1.20). Many of the proofs are technical and serve merely as tools for the

proofs of our main results. Thus, we suggest the reader skip these sections

at �rst and return to them at the end of the paper. In Section 4, we prove a

theorem required for the lower bound in Theorem 1.3 , whereby we approxi-

mate polynomials of degree n; n � 1 by those of degree r � 1; r � 1. This

technique, although similar to that used in [8], is new for Erd}os weights on

R and [�1; 1] and we believe it to be of independent interest. In Section 5

we prove Theorem 1.3 and Corollary 1.4 and in Section 6 we prove Theorem

1.5 and Corollaries 1.6 and 1.7.

Acknowledgments.

The author would like to thank his colleagues D.S. Lubinsky, P. Nevai

and V. Totik for much inspiration, useful discussions and valuable advice in

the writing of this paper.

2 Technical lemmas

Lemma 2.1. Let W 2 E

1

. Then

(a) GivenA � 0, the functionsQ

0

(u)u

�A

andQ(u)u

�A

are quasi-increasing

and increasing respectively for large enough u.

(b) a

u

is uniquely de�ned for u 2 (0;1). Furthermore, it is a strictly

increasing function of u.

(c) We have for u large enough and � > 0

(i) a

u

Q

0

(a

u

) � uT (a

u

)

1

2

:

(ii) Q (a

u

) � uT (a

u

)

�

1

2

:

)

(2.1)

(iii) T (a

�u

) � T (a

u

) :

(iv) Q (a

�u

) � Q (a

u

) :

(v) Q

0

(a

�u

) � Q

0

(a

u

) :

9

>

=

>

;

(2.2)
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(d) If � > 1 we have

�

�

�

�

a

�u

a

u

� 1

�

�

�

�

� T (a

u

)

�1

(2.3)

from which it follows in particular that 8 � > 0,

a

�u

a

u

�! 1; u �!1 : (2.4)

(e) For some C

j

; j = 1; 2; 3 and s � r � C

3

�

s

r

�

C

1

T (r)

�

Q (s)

Q(r)

�

�

s

r

�

C

2

T (s)

: (2.5)

(f) There exists � > 0 such that

T (a

u

) = O

�

u

(2��)

�

: (2.6)

Moreover, 8 � > 0

a

u

= o

�

u

�

�

; u �!1: (2.7)

(g) 9C

j

; j = 1; 2; 3 such that for v � u � C

3

�

a

v

a

u

�

� C

1

�

v

u

�

C

2

T (a

u

)

; (2.8)

and

�

a

v

v

�

.

�

a

u

u

�

� C

1

�

v

u

�

C

2

T (a

u

)

�1

: (2.9)

In particular, given " > 0,we have for v � u � C

3

�

a

v

a

u

�

� C

1

�

v

u

�

"

; (2.10)

�

a

v

v

�

.

�

a

u

u

�

� C

1

�

v

u

�

"�1

: (2.11)
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Proof. Firstly, (a), (b), (c) [(i) { (iii)], (2.3), (2.4), (2.5) and (2.6) are

part of Lemmas 2.1 and 2.2 in [2]. The rest of (2.2) follows from (2.1). (2.7)

will follow using [(a)], as given A > 0

C (a

u

)

A

� Q (a

u

) � uT (a

u

)

�

1

2

=)

(a

u

)

A

u

�! 0; u �!1:

It remains to show (g). Now by (2.1) and then (2.5)

C

1

v

u

�

vT (a

v

)

�1

2

uT (a

u

)

�1

2

�

Q (a

v

)

Q (a

u

)

�

�

a

v

a

u

�

C

2

T (a

u

)

;

which implies

�

a

v

a

u

�

� C

3

�

v

u

�

C

4

T (a

u

)

:

So we have (2.8) and then (2.9 { 2.11) also follow. 2

Lemma 2.2. Let W 2 E

1

.

(a) Let t > 0 be small enough. Then there exists, u such that

t =

a

u

u

: (2.12)

(b) Let � > 0. Then for u large enough

�

�

a

u

u

�

= a

v(u)

; (2.13)

where

u (1� �) � v(u) � u:

(c) Let a > 1. There exists C

1

; C

2

> 0 such that for

s

a

� t � s and s � C

1

1 �

�(t)

� (s)

� 1 +

C

2

T (�(t))

: (2.14)

Further, for t small enough, we have for some " > 0,

T (�(t)) = O

 

�(t)

t

!

2�"

: (2.15)
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(d) Recall the de�nition (1.9) and let � 2 (0;1). Then we have for some

C

1

> 0 and 8 x 2 R

�

�

t

(x) � C

1

T (�(t))

�

�

2

: (2.16)

Further if m � n and n, m � C

2

, then

sup

x2R

�

a

n

n

(x)

�

a

m

m

(x)

� C

3

s

log

�

2 +

n

m

�

: (2.17)

for some C

3

> 0 independent of n, m and x.

(e) Given a > 1, there exists C

1

> 0 independent of s; t and x such that

for 0 < s < C

1

and

s

a

� t � s

�

s

(x) � �

t

(x); x 2 R: (2.18)

(f) Uniformly for n � 1 and x 2 R,

�

a

n

n

(x) �

v

u

u

t

�

�

�

�

�

1�

jxj

a

n

�

�

�

�

�

+ T (a

n

)

�

1

2

: (2.19)

Further given � > 0, we have for some C

1

> 0 and for all x 2 R,

�

�

a

n

n

(x) � C

1

T (a

n

)

�

�

2

: (2.20)

Proof. (2.16) follows from the de�nition of �

t

. (2.12), (2.13), (2.14),

(2.17), (2.18) and (2.19) are part of Lemmas 3.1 and 7.1 in [2]. (2.20) follows

from (2.19). Finally to prove (2.15), we may by (2.12) put t =

a

u

u

for some

u � u

o

. Then using Lemma 2.1 (b), (2.13) and (2.6) gives for some " > 0

T (�(t)) � T (a

u

) = O

�

u

2�"

�

= O

 

�(t)

t

!

2�"

: 2

We have an in�nite-�nite range inequality:

Lemma 2.3. Let W 2 E

1

, 0 < p � 1 and s > 1. Then for some

C

1

; C

2

; C

3

> 0 and 8P 2 P

n

, n � 1,

14



(a)

kPWk

L

p

(R)

� C

1

kPWk

L

p

(�a

sn

; a

sn

)

: (2.21)

(b)

kPWk

L

p

(jxj�a

sn

)

� C

2

exp

h

�C

3

nT (a

n

)

�

1

2

i

kPWk

L

p

(�a

sn

; a

sn

)

: (2.22)

Proof. This is Lemma 2.3 in [2]. 2

Note that (2.6) shows that for large n,

nT (a

n

)

�1

2

� n

C

3

; some C

3

> 0:

Lemma 2.4. Let W 2 E

1

, t 2 (0; t

0

) and � > 0. Put for u large enough

t =

�a

u

u

:

Set

n := n(t) = inf

(

k :

a

k

k

�

�a

u

u

)

: (2.23)

Then

(a)

a

n

n

�

�a

u

u

<

a

n�1

n� 1

: (2.24)

(b)

a

n

n

�

�a

u

u

< 2

a

n

n

: (2.25)

(c)

u � n: (2.26)
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Proof. (2.24) follows from the de�nition of n. (2.25) follows from (2.24)

as

a

n�1

< a

n

:

To show (2.26), we �rst show that 9 � > 0 such that

u � �n: (2.27)

Suppose �rst that u � n. Using (2.24) and Lemma 2.1 (g), there exists

C > 0 such that

1

�

�

a

u

u

.

a

n

n

� C

�

u

n

�

�1

2

which implies (2.27). Suppose u � n. Then (2.27) follows with � = 1. So it

su�ces to show that 9 C

1

> 0 such that

u � C

1

n:

Well, if n � 1 � u by (2.24) and Lemma 2.1 (g), there exists C

2

> 0 such

that

� �

a

n�1

n� 1

.

a

u

u

� C

2

�

n� 1

u

�

�

1

2

which implies

u � C

3

n

for some C

3

> 0. Further, if u � n� 1 we are done. 2

We now present two lemmas on di�erences.

Lemma 2.5. Let W 2 E

1

.

(a) Recall the di�erence operator �

r

h

de�ned by (1.8). Then we have 8 x 2

R; 8P 2 P

r�1

; r � 1; � 2 R and t > 0

(i)

�

r

h�

�

t

(x)

P (x) � 0: (2.28)

(ii)

r!

�

h�

�

t

(x)

�

r

= �

r

h�

�

t

(x)

x

r

:

16



(b) Let L; s > 0. Then uniformly for u � 1 and jxj; jyj � a

us

such that

jx� yj � L

a

u

u

v

u

u

t

1�

 

jyj

a

us

!

or jx� yj � L

a

u

u

T (a

u

)

�

1

2

;

we have

W (x) � W (y): (2.29)

(c) Let L;M > 0. For t 2 (0; t

0

) ; jxj ; jyj � � (Mt) such that

jx� yj � Lt�

t

(x)

we have (2.29) and

�

t

(x) � �

t

(y); (2.30)

Proof. This is Lemma 3.2 in [2].

Lemma 2.6. Let W 2 E

1

; 0 < � < 1; L; M > 0 and 0 < p � 1.

(a) Let s 2 (0; 1) and [a; b] be contained in one of the ranges

jxj � �(t)

2

4

1�

 

s

2��(t)

!

2

3

5

(2.31)

or

jxj � �(t)

2

4

1 +

 

s

2��(t)

!

2

3

5

: (2.32)

Then

Z

b

a

jf(x� s�

t

(x))j dx �

2

1� �

Z

b

a

jf(x)jdx (2.33)

where

(

a

b

)

:=

(

inf

sup

)

n

x� s�

t

(x) : x 2 [a; b]

o

: (2.34)

17



(b) Let r � 1; t 2

�

0;

1

M

�

; h 2 (0;Mt) and [a; b] be as above with s = Mrt.

De�ne a and b by (2.34) with s = Mrt. Assume moreover that

[a; b] �

h

��(Lt); �(Lt)

i

: (2.35)

Then for some C 6= C (a; b; t; g)





�

r

h�

t

(x)

(g; x; R)W (x)







L

p

[a;b]

� C inf

P2P

r�1

kW (g � P )k

L

p[

a;b

]

� C kWgk

L

p[

a;b

]

: (2.36)

Proof.

(a) De�ne � = �1 and u(x) := x+ �s�

t

(x).

We shall assume that [a; b] is contained in the range (2.31) and also

a � 0. The case where a < 0 is similar, as is the case when [a; b] is

contained in the range (2.32). Then for x 2 [a; b],

u

0

(x) = 1 +

�s

2

q

1�

x

�(t)

 

�

1

�(t)

!

� 1� �;

by (2.31). Hence u, is increasing in [a; b] and writing v := u(x) gives

Z

b

a

jf(x� s�

t

(x))j dx =

Z

b

a

jf(u(x))j dx

=

Z

u(b)

u(a)

jf(v)j

dx

du

dv ; v = u(x)

�

1

1� �

Z

u(b)

u(a)

jf(v)jdv

=

1

1� �

Z

b

a

jf(x)jdx

in this case. The extra 2 in (2.33) takes care of having to split [a; b]

into two intervals if a < 0 < b.

18



(b) Now recall that we have

W (x)�

r

h�

t

(x)

(g(x))

=

r

X

i=0

 

r

i

!

(�1)

i

W (x)g

�

x +

�

r

2

� i

�

h�

t

(x)

�

:

Also (2.29) gives

W (x) � W

�

x+

�

r

2

� i

�

h�

t

(x)

�

uniformly in i and for jxj � �(Lt) and h � Mt. Thus we obtain from

part [(a)]





W (x)�

r

h�

t

(x)

(g (x))







L

p

[a;b]

� C sup

0�i�r

Z

b

a

jgW j

p

�

x +

�

r

2

� i

�

h�

t

(x)

�

dx

�

2C

1� �

Z

b

a

jgW j

p

(x)dx:

Note that for 0 � i � r, (2.31) with s =Mrt gives

jxj � �(t)

0

@

1�

"

Mrt

2��(t)

#

2

1

A

� �(t)

0

@

1�

"

ih

4�� (t)

#

2

1

A

so the range restrictions of (a) are satis�ed.

Finally note that by (2.28) for P 2 P

r�1

,

�

r

h�

t

(x)

(P; x; R) � 0:

Hence





�

r

h�

t

(x)

(g; x; R)W (x)







L

p

[a;b]

=





�

r

h�

t

(x)

(g � P; x; R)W (x)







L

p

[a;b]

� C k(g � P )Wk

L

p[

a;b

]

:

It remains to take the in�mum over P . 2
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3 A Markov-Bernstein Inequality

In this section, we prove an extension of the Markov-Bernstein inequality

(1.20).

Theorem 3.1. Let W 2 E

1

and assume (1.20). Let 0 < p � 1 and

de�ne for n � 1,

	

n

(x) :=

 

1�

�

x

a

n

�

2

!

2

+ T (a

n

)

�2

; x 2 R: (3.1)

Then for n � C

1

; 0 � l � n and 8P 2 P

n

we have,





P

(l+1)

	

(l+1)=4

n

W







L

p

(R)

� C

2

(

n

a

n

+

l

a

n

T (a

n

)

1

2

)





P

(l)

	

l=4

n

W







L

p

(R)

(3.2)

� C

3

n

a

n

[l + 1]





P

(l)

	

l=4

n

W







L

p

(R)

: (3.3)

Here C

j

6= C

j

(n; l; P ) j = 2; 3.

We remark that (3.2) and (3.3) will hold with constants depending on l

if we replace 	

1=4

n

by �

a

n

n

.

More precisely,





P

(l+1)

�

l+1

a

n

n

W







L

p

(R)

� C

l

4

(

n

a

n

+

l

a

n

T (a

n

)

1

2

)





P

(l)

�

l

a

n

n

W







L

p

(R)

(3.4)

� C

l

5

n

a

n

[l + 1]





P

(l)

�

l

a

n

n

W







L

p

(R)

(3.5)

where C

j

6= C

j

(n; P ) j = 4; 5.

We need several lemmas.

Lemma 3.2. Let s > 1 and n � C

1

. Then there exist polynomials R

of degree o(n) such that uniformly for jxj � a

sn

R(x) � �

a

n

n

(x) � 	

1

4

n

(x) (3.6)

and

jR

0

(x)/R(x)j �

C

1

a

n

	

�1

2

n

(x): (3.7)
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Proof. Let

u(x) :=

�

1� x

2

�

�

3

4

; x 2 [�1; 1]

be the ultraspherical weight on (�1; 1) and let �

n

(u; x) be the Christo�el

function corresponding to u satisfying

�

�1

n

(u; x) 2 P

2n�2

:

Then it is known [25, p.36], that given A > 0 we have uniformly in n and

jxj � 1�

A

n

2

�

n

(u; x) �

1

n

�

1� x

2

�

�

1

4

(3.8)

and

j�

0

n

(u; x)j �

C

1

n

�

1� x

2

�

�

5

4

: (3.9)

Now choose m := m(n) = the largest integer � T (a

n

)

�

1

2

and put

R(x) :=

1

m

2

�

�2

m

�

u;

x

a

2sn

�

; x 2 [�a

sn

; a

sn

] :

Then by (2.6), R has degree o(n) and by (2.3), (2.6), (2.19), (3.1) and (3.8)

we have uniformly for jxj � a

sn

,

R(x) � �

a

n

n

(x) � 	

1

4

n

(x):

To prove (3.7), we observe much as in [22, p.228] that

�

�

�

�

�

�1

n

�

u;

x

a

2sn

�

0

�

�

�

�

=

�

�

��

0

n

�

u;

x

a

2sn

�

�

�

�

a

2sn

�

2

n

�

u;

x

a

2sn

�

; (3.10)

so that by (3.8), (3.9) and the de�nition of R we have uniformly for jxj � a

sn

,

jR

0

(x)=R(x)j �

C

2

a

n

 

1�

�

x

a

2sn

�

2

!

�1

�

C

3

a

n

	

n

(x)

�1

2

: 2
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Our next lemma is an in�nite-�nite range inequality:

Lemma 3.3. Let W 2 E

1

. Let 0 < p � 1; s > 1 and 	

n

be as in (3.1).

Then for n � C

1

; 8P 2 P

n

and 0 � l � n we have,





PW	

l=4

n







L

p

(R)

� C

1





PW	

l=4

n







L

p

(jxj�a

3sn

)

: (3.11)

Moreover,





PW	

l=4

n







L

p

(jxj�a

3sn

)

� C

2

exp

h

�C

3

n

C

4

i





PW	

l=4

n







L

p

(jxj�a

3sn

)

: (3.12)

Here, C

j

6= C

j

(n; P; l) ; j = 1; 2.

We recall that (2.6) shows that for large n,

nT (a

n

)

�1

2

� n

C

3

: (3.13)

Proof. First note that by (2.20) and the de�nition of 	

n

, given � > 0

we have,

	

�

4

n

(x) � T (a

n

)

�

�

2

; x 2 R: (3.14)

Now write l = 4j+k; 0 � k < 3. Then for some 0 < � � 3 and C

1

depending

on k we have,





PW	

l=4

n







L

p

(jxj�a

3sn

)

=





PW	

j

n

	

k=4

n







L

p

(jxj�a

3sn

)

� C

1





PW	

j

n

x

�







L

p

(jxj�a

3sn

)

: (3.15)

Now Px

�

	

j

n

is a polynomial of degree � n+ l+3 � 3n so by (2.22), we may

continue (3.15) as

� C

2

exp

h

�C

3

nT (a

n

)

�

1

2

i





PWx

�

	

j

n







L

p

(jxj�a

3sn

)

� C

4

exp

h

�C

3

nT (a

n

)

�

1

2

i

a

�

n

T (a

n

)

k

2





PW	

j+k=4

n







L

p

(jxj�a

3sn

)

(by (3.14))

� C

5

exp

�

�C

6

nT (a

n

)

�1

2

�





PW	

l=4

n







L

p

(jxj�a

3sn

)

22



by (2.7) and (3.13). 2

We can now give:

The Proof of Theorem 3.1. We prove (3.2). Then (3.3) will follow

by (2.6). (3.4) and (3.5) will follow as

	

1=4

n

(x) � �

a

n

n

(x); x 2 R:

Put s > 1 and write l = 4j + k; 0 � k � 3. Put Q := P

(l)

. Then

J :=





P

(l+1)

W	

(l+1)=4

n







L

p

(jxj�a

3sn

)

=





Q

0

W	

(l+1)=4

n







L

p

(jxj�a

3sn

)

=









Q

0

W	

j+

k+1

4

n









L

p

(jxj�a

3sn

)

:

Choose by Lemma 3.2, R of degree o(n) such that

R(x) � 	

1

4

n

(x)

and

jR

0

(x)=R(x)j �

C

1

a

n

	

�1

2

n

(x)

uniformly for jxj � a

3sn

.

Then continue this estimate as

J � C

2









Q

0

W	

j

n

R

k

	

1

4

n









L

p

(jxj�a

3sn

)

where C

2

depends only on k. This is in turn can be can continued as

� C

2









�

Q	

j

n

R

k

�

0

	

1

4

n

W









L

p

(jxj�a

3sn

)

+C

2









�

	

j

n

�

0

R

k

Q	

1

4

n

W









L

p

(jxj�a

3sn

)

+C

2









	

j

n

�

R

k

�

0

Q	

1

4

n

W









L

p

(jxj�a

3sn

)

= T

1

+ T

2

+ T

3

.

We begin with the estimation of T

1

:
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Note that Q	

j

n

R

k

is a polynomial of degree � n + l + o (n) � 3n. Thus,

we can write

T

1

� C

3

n

a

n





Q	

j

n

R

k

W







L

p

(R)

(by (1.20))

� C

4

n

a

n





Q	

j

n

R

k

W







L

p(

jxj�a

3sn

)

(by (2.21))

� C

5

n

a

n









Q	

j+

k

4

n

W









L

p(

jxj�a

3sn

)

� C

5

n

a

n









P

(l)

	

l

4

n

W









L

p

(R)

: (3.16)

Next we estimate T

2

:

Note that for jxj � a

sn

and by straightforward di�erentiation, (2.3) gives

�

�

�

�

�

	

j

n

�

0

�

�

�

�

(x) � C

6

	

n

(x)

j�

1

2

j

a

n

:

Thus

T

2

� C

7

j

a

n









P

(l)

n

	

j�

1

2

n

	

k

4

+

1

4

n

W









L

p

(jxj�a

3sn

)

� C

7

j

a

n









P

(l)

n

	

l

4

�

1

4

n

W









L

p

(jxj�a

3sn

)

� C

8

lT (a

n

)

1

2

a

n









P

(l)

n

	

l

4

n

W









L

p

(R)

(3.17)

by (3.14).

It remains to estimate T

3

:

Write

T

3

� C

9

k









	

j

n

R

k�1

R

0

Q	

1

4

n

W









L

p

(jxj�a

3sn

)

�

C

10

k

a

n









	

j

n

	

k�1

4

n

QW









L

p

(jxj�a

3sn

)

by (3.7)

� C
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lT (a

n

)

1

2

a

n









P

(l)

n

	

l

4

n

W









L

p

(R)

(3.18)
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as in the estimation of T

2

.

Combining (3.16), (3.17) and (3.18) gives

J � C

11

(

n

a

n

+

l

a

n

T (a

n

)

1

2

)









P

(l)

W	

l

4

n









L

p

(R)

; (3.19)

where C

11

6= C

11

(n; P; l).

Finally by (3.11), (3.19) becomes









P

(l+1)

W	

l+1

4

n









L

p

(R)

� C

12

(

n

a

n

+

l

a

n

T (a

n

)

1

2

)









P

(l)

W	

l

4

n









L

p

(R)

as required where C

12

6= C

12

(n; P; l). 2

4 Approximation of Polynomials of degree �

n by those of degree � r � 1.

In this section, we obtain a crucial inequality introduced in a related con-

text in [8], in order to obtain an upper bound for our modulus in terms of

our realization-functional. The main idea is to approximate polynomials of

degree � n by polynomials of degree � r � 1. Here n � n

0

and r � 1.

We prove:

Theorem 4.1. Let W 2 E

1

and assume (1.20). Let r � 1; L > 0; 0 <

p � 1; P

n

2 P

n

and n � C. Set

P (x) := P

n

(x)�

Z

x

a

Ln

Z

u

r�1

a

Ln

:::

Z

u

1

a

Ln

P

(r)

n

(u

o

) du

o

:::du

r�1

2 P

r�1

: (4.1)

Then, 9 C

1

> 0; C

1

6= C

1

(n; P

n

; P ) such that

kW (P

n

� P )k

L

p

[a

Ln

;1)

� C

1

�

a

n

n

�

r




WP

(r)

n

�

r

a

n

n







L

p

(R)

: (4.2)

We break the proof down into several steps. We begin with:
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Lemma 4.2. Let W 2 E

1

; 1 � p � 1. Then for n � C and

8 g 2 L

p

[a

Ln

;1); 9 C

1

> 0; C

1

6= C

1

(g; n) such that









W (x)

Z

x

a

Ln

g(u)du









L

p

[a

Ln

;1)

�

a

n

nT (a

n

)

1

2

kgWk

L

p

[a

Ln

;1)

(4.3)

Proof. We notice that

W (x)

1

2

Z

x

t

W (u)

�

1

2

Q

0

(u)du = 2

2

4

1�

"

W (x)

W (t)

#

1

2

3

5

� 2 (4.4)

as t � x.

Next, notice that for u � a

Ln

, and n large enough, we have by Lemma

2.1

Q

0

(u) � CQ

0

(a

Ln

) �

nT (a

n

)

1

2

a

n

; (4.5)

so that for x � a

Ln

a

n

nT (a

n

)

1

2

W (x)

1

2

Z

x

a

Ln

jgW (u)jQ

0

(u)W

�

1

2

(u)du

� C

1

W (x)

1

2

Z

x

a

Ln

�

�

�gW (u)

1

2

�

�

� du � W (x)

�

�

�

�

Z

x

a

Ln

g(u)du

�

�

�

�

: (4.6)

Now recalling Jensen's Inequality for integrals

�

�

�

�

Z

fd�

�

�

�

�

p

�

�

Z

jf j

p

d�

��

Z

d�

�

p�1

valid for � measurable functions f and non negative measures �, gives:

Case 1. p =1. Here (4.6) gives for x � a

Ln

W (x)

�

�

�

�

Z

x

a

Ln

g(u)du

�

�

�

�

�

a

n

nT (a

n

)

1

2

W (x)

1

2

kgWk

L

1

[a

Ln

;1)

Z

x

a

Ln

Q

0

(u)W

�

1

2

(u)du

� C

2

a

n

nT (a

n

)

1

2

kgWk

L

1

[a

Ln

;1)

(by (4.4)):
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Case 2. 1 � p <1. Here









W (x)

Z

x

a

Ln

g(u)du









L

p

[a

Ln

;1)

�

a

n

nT (a

n

)

1

2

�

Z

1

a

Ln

�

W (x)

1

2

Z

x

a

Ln

jgW (u)jQ

0

(u)W

�

1

2

(u)du

�

p

dx

�

1

p

� C

3

a

n

nT (a

n

)

1

2

�

Z

1

a

Ln

2

p�1

W (x)

1

2

Z

x

a

Ln

jgW (u)j

p

Q

0

(u)W

�

1

2

(u)dudx

�

1

p

by Jensen's Inequality, with d� = W (x)

1

2

Q

0

(u)W (u)

�

1

2

on [a

Ln

; x] and

R

d� �

2 (see (4.4)).

Then

Z

1

a

Ln

W (x)

1

2

Z

x

a

Ln

jgW (u)j

p

Q

0

(u)W

�

1

2

(u) dudx

=

Z

1

a

Ln

jgW (u)j

p

�

Z

1

u

W (x)

1

2

Q

0

(u)dx

�

W

�

1

2

(u)du

� C

4

Z

1

a

Ln

jgW (u)j

p

�

Z

1

u

W (x)

1

2

Q

0

(x)dx

�

W

�

1

2

(u)du (as x > u)

� C

5

kgWk

p

L

p

[a

Ln;1

)

: 2

We are now in the position to give:

The Proof of Theorem 4.1 for 1 � p � 1.

We will repeatedly make use of (2.20) :

�

a

n

n

(x) � CT (a

n

)

�

1

2

; 8 x 2 R: (4.7)

Firstly, if r = 1, Lemma 4.2 with g = P

0

n

gives









W (x)

Z

x

a

Ln

P

0

n

(u

o

) du

o









L

p

[a

Ln;1

)

� C

1

a

n

nT (a

n

)

1

2

kP

0

n

Wk

L

p

(R)

� C

2

a

n

n





P

0

n

�

a

n

n

(x)W







L

p

(R)

(by (4.7)):

Now apply (4.1). If r = 2, we apply Lemma 4.2 with

g (u

1

) =

Z

u

1

a

nL

P

(2)

(u

o

) du

o
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to give









W (x)

Z

x

a

Ln

Z

u

1

a

Ln

P

(2)

n

(u

o

) du

o

du

1









L

p

[a

Ln;1

)

=









W (x)

Z

x

a

Ln

g (u

1

) du

1









L

p

[a

Ln;1

)

� C

3

a

n

nT (a

n

)

1

2

kgWk

L

p

[a

Ln;1

)

= C

3

a

n

nT (a

n

)

1

2









W

Z

u

1

a

nL

P

(2)

n

(u

o

) du

o









L

p

[a

Ln;1

)

� C

4

0

@

a

n

nT (a

n

)

1

2

1

A

2





P

(2)

n

W







L

p

(R)

� C

5

�

a

n

n

�

2





P

(2)

n

�

2

a

n

n

(x)W







L

p

(R)

:

Applying now (4.1), and an induction argument on r gives the result. 2

We now treat the more complicated case, 0 < p < 1. For this case we

need two lemmas.

Lemma 4.3. Let W 2 E

1

and assume (1.20). Let 0 < p < 1; r �

1; R

n

2 P

n

; R 2 P

r�1

and n � C. Set for x 2 R, and L > 0

g

n

(x) := (R

n

� R) (x)

and

J

n

(x) :=













jg

0

n

W (u)j

1�p

 

W (x)

W (u)

!

1

2













p

1�p

L

1

[a

Ln

;x]

: (4.8)

Then

Z

1

a

Ln

J

n

(x)dx � C

1

2

6

4

r�1

X

j=1

0

@

a

n

nT (a

n

)

1

2

1

A

(j�1)p





W

�

R

(j)

n

�R

(j)
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p

L

1
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Ln

;1)

+

0

@

a

n

nT (a

n

)

1

2

1

A

(r�1)p
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(r)

n







p

L

1

(R)

3

7

5

: (4.9)
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Here C

1

6= C

1

(n;R

n;

R).

Proof. Write

J

n

(x) =













jg

0

n

W (u)j

p

 

W (x)

W (u)

!

p

2(1�p)













L

1

[a

Ln

; x]

and set

� :=

�a

n

nT (a

n

)

1

2

where � > 0 is chosen small enough so that for n � 1 and 8S 2 P

n

,

kS

0

Wk

L

p

(R)

�

�

2�

�1

�

nT (a

n

)

1

2

a

n

kSWk

L

p

(R)

: (4.10)

(See (1.20) and (2.20)).

Now given x � a

Ln

, we set

k

o

:= k

o

(x) = max fk

o

: x� (k + 1) � � a

Ln

g

and write

J

n

(x) � I

1

+ I

2

;

where

I

1

:= max

0�k�k

o













jg

0

n

W j

p

(u)

 

W (x)

W (u)

!

p

2(1�p)













L

1

[x�(k+1)�; x�k� ]

(4.11)

and

I

2

:=













jg

0

n

W (u)j

p

 

W (x)

W (u)

!

p

2(1�p)













L

1

[a

Ln

; x�(k

o

+1)� ]

: (4.12)

First we observe that for u 2 [x� (k + 1) �; x� k� ]

W (x)

W (u)

� exp (Q (x� k�)�Q(x)) :

Further, as x� k� � a

Ln

> 0

Q(x)�Q (x� k�) � C

1

k�Q

0

(x� k�) � C

2

k�Q

0

(a

Ln

) � C

3

nT (a

n

)

1

2

�a

n

k

a

n

nT (a

n

)

1

2

= C

3

k�
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by (2.1) of Lemma 2.1. So

 

W (x)

W (u)

!

p

2(1�p)

� �

k

; u 2 [x� (k + 1) �; x� k� ]

where � 2 (0; 1) is independent of x; u; k. Thus we may write

I

1

+ I

2

� max

0�k�k

o

�

k

kg

0

n

Wk

p

L

1

[x�(k+1)�; x�k� ]

+�

k

o

kg

0

n

Wk

p

L

1
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Ln

; x�(k

o

+1)� ]

�

k

o

(x)

X
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�

k
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0

n

Wk

p

L

1
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k

o
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0

n

Wk

p

L

1
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Ln
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o

+1)� ]

:

Then

Z

1

a

Ln

J

n

(x)dx =

1

X
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Z

a

Ln

+(m+1)�

a

Ln

+m�

J

n

(x)dx

�

1

X
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Z

a

Ln
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a

Ln
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2

4

k

o

(x)

X
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�

k
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0

n

Wk

p

L

1

[x�(k+1)�; x�k� ]

+�

k

o
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0

n
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p

L

1
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; x�(k

o

+1)� ]
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i

:

We observe that

Z

a

Ln

+(m+1)�

a

Ln

+m�

kg

0

n

Wk

p

L

1

[x�(k+1)�; x�k� ]
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=

Z

a

Ln

+(m�k)�

a

Ln

+(m�k�1)�

kg

0

n

Wk

p

L

1

[x; x+� ]

dx

and since

x 2 [a

Ln

+ (m� k � 1) �; a

Ln

+ (m� k) � ] =) m � k

o

� m� 1;

we have

Z

1

a

Ln

J

n

(x)dx �

1

X
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"

m�1

X
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Z

a

Ln

+(m�k)�

a

Ln

+(m�k�1)�

�

k
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0

n
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p

L

1

[x; x+� ]
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+2�

m�1

Z

a

Ln

+�

a

Ln

kg

0

n

Wk

p
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1
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Ln

; x]

dx

�

�

1

X
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2

6

6

4

Z

a

Ln
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a

Ln

+s�
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0

n
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p

L

1
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0

B

B

@

X
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�

k

1

C

C

A

3

7

7

5
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Z

a

Ln
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a
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0

n
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p

L

1
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1

� (1� �)
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� C

4
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3
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4

] :

Here

I

3

:=

1

X

s=0

Z

a

Ln

+(s+1)�

a

Ln

+s�

kg

0

n

Wk

p

L

1

[x; x+� ]

dx (4.13)

and

I

4

:=

Z

a

Ln

+�

a

Ln

kg

0

n

Wk

p

L

1

[a

Ln

; x]

dx (4.14)

We begin by estimating I

3

. Observe that g

0

n

is a polynomial of degree

� n� 1 for u 2 [x; x + � ], so expanding it in a Taylor series about x gives

jg

0

n

(u)j

p

=

�

�

�

�

�

�

n

X

j=1

g

(j)

n

(x) (u� x)

j�1

(j � 1)!

�

�

�
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�

�

p

�

n

X
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�

�

�g

(j)

n

(x)

�

�

�

p

�

(j�1)p

(by the inequality, (a+ b)

�

� a

�

+ b

�

; 0 < � < 1; a; b 2 R)

�

r�1

X
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�

�

�R

(j)

n

(x)�R

(j)

(x)

�

�

�

p

�
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+

n

X
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�

�

�R

(j)

n

(x)

�

�

�

p

�

(j�1)p

:

Thus using

W (u) � W (x); u 2 [x; x+ � ] ; (4.15)

the de�nition of � and (4.10) gives

I

3
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5

2

4

r�1

X
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�
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n
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�
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p
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31



+ �
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1

A

(j�r)p





R

(r)

n

W







p

L

p

(R)

3

7

5
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2

6

4
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n

)

1

2

1
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+

0
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1
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R

(r)

n

W







p
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3

7

5

: (4.16)

To estimate I

4

we proceed in a similar way to that of I

3

, except that we

use (2.29) instead of (4.15), which we may in view of the de�nition of � , (2.3)

and (2.6). Combining our estimates for I

3

and I

4

give the lemma. 2

Lemma 4.4. Let W 2 E

1

and assume (1.20). Let 0 < p < 1; r �

1; L > 0; R

n

2 P

n

; R 2 P

r�1

satisfying,

(R

n

� R) (a

Ln

) = 0:

Then for n � C there exists C

1

6= C

1
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n

; R) such that
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: (4.17)
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Proof. Set

g

n

(x) := (R

n

� R) (x)

satisfying g

n

(a

Ln

) = 0 and write

g

n

(x) =

Z

x

a

Ln

g

0

n

(u)du:

Then
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n
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L

p
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n

k

L

p

[a

Ln;1

)

=
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Z
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Z
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A

p
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5

1

p

: (4.18)

Now apply H�older's Inequality with r =

1

1�p

; � =

1

p

satisfying r

�1

+ �

�1

= 1

to give

� � I

1

I

2
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I

1
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C

A
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and

I

2
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0

@

Z

1

a
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Z

x

a
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n
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W (u)
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2
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1

A

: (4.20)

Now by (4.8) we may write

I

1

=

�

Z

1

a

Ln

J

n

(x)dx

�

1�p

p
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(by Lemma 4.3).

Also

I
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=
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dxdu:

Now if x � u � a

Ln

, Lemma 2.1 gives

Q
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: (4.22)

Combining our estimates for I

1

and I

2

give the result. 2

We are now in the position to give:

The Proof of Theorem 4.1 for 0 < p < 1. Let P

n

2 P

n

and P 2 P

r�1

be given by (4.1). We �rst note that if 0 � l < r,

�

P

(l)

n

� P

(l)

�

(a

Ln

) = 0:

Thus applying (4.17) to P

(l)

n

with r in (4.17) replaced by r � l gives
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: (4.23)

We show that for k = r � 1; r � 2; :::; 0
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Firstly, if k = r � 1, (4.23) with l = r � 1 gives
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:

Assume now that (4.24) holds for r � 1; :::; k + 1. We prove (4.24) for k.

Substituting (4.24) with r � 1; ::k + 1 into (4.23) with l = k gives
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:

Thus (4.24) holds for all k. In particular, we have
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: 2

5 Equivalence of Modulus and Realization Func-

tional

In this section we prove Theorem 1.3 which establishes the fundamental

equivalence of our modulus of continuity and its corresponding realization-

functional. We also deduce Corollary 1.4. Throughout for 0 < p � 1 we

set:

q := min f1; pg :

We begin by quickly recalling the de�nitions of our moduli and realization

functional. See (1.11), (1.12) and (1.17). Let r � 1; 0 < t � C and let

n = n(t) be determined by (1.18). Then we have

(1)

w

r;p

(f;W; t) : = sup

0<h�t
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(5.1)
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where we set w = w for p =1 and

(3)

K
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r
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�

:

(5.3)
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We begin with our lower bound.

Lemma 5.1. Let W 2 E

1

, assume (1.20) and let L > 0 be �xed. Let

r � 1; 0 < p � 1 and 0 < t < C. Then there exists C

1

6= C

1

(f; t) such that

w

r;p

(f;W; Lt) � C

1

K

r;p

(f;W; t

r

) : (5.4)

Proof. Let q = minf1; pg. Then by (2.12), there exists u such that

4Lt =

a

u

u

. Now let n = n(t) be determined by (1.18) and recall it has the

form

n = inf

�

k :

a

k

k

� t

�

:

Thus by (2.25) and (2.18) we have
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and

�

t

(x) � �

a

n

n

(x) � �
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(x) 8 x 2 R; (5.5b)

where the constants in the � relation are independent of t and x. Also by

(2.13) and (2.26), 9 � > 0 such that

� (4Lt) = �

�

a

u

u

�

� a
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: (5.6)
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We show that
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This then gives (5.4) using the de�nition (5.1).

We begin with:

The Proof of (5.9). We appeal to Theorem 4.1 and choose for our

given P; S 2 P

r�1

as in (4.1), so that (4.2) holds. Next we recall Lemma 3.1

from [8]: Let W be an even weight. Then for f satisfying fW 2 L

p

(R) and

for � > 0,
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:

We apply the above with � := � (4Lt). In particular, we estimate
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:

Hence (5.9).

Next we proceed with:

The Proof of (5.8). Let 0 < h � Lt and write
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We �rst deal with the estimation of I

1

. Note that given A > 0,

jxj � � (2Lt)
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To deal with the estimation of I
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Now by repeated applications of Theorem 3.1, we have by using (5.5),
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where C

j

, j = 10; 11 are independent of n; x; l; L and h. Now we observe

using (2.6) that given " > 0, we have for n large enough and r � l � n
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Here it is important that C

12

does not depend on l; n; h or L and that C

10

and C

11

above are independent of ".

We may now substitute (5.13) into (5.12) so that (5.11) becomes
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Thus combining (5.10) and (5.14) and taking sup s over 0 � h � Lt gives

(5.8). 2

We proceed with the upper bound. This is more di�cult than the lower

bound and does not follow as easily using for example the methods of [8].

The crux is establishing the following quasi monotonicity type property of

w.

Lemma 5.2. There exists C

j

, j = 1; 2 and 0 < "

0

< 1 such that if

0 < � < "

0

and 0 < s; t < C

1
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we have

w
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(f;W; s) � C

2

w
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(f;W; t) : (5.16)

It is important that the C

j

, j = 1; 2 and "

0

do not depend on f; s and t but

depend on �.

Remark. We remark that the above property is by no means obvious

as recall our modulus is not necessarily monotone increasing. We prove it for

p <1 as the case p =1 is much easier.
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= I

1

+ I

2

: (5.17)

Firstly, by choice of s and t,

s

t

� 1 so that

� (4s) � �(4t)

(recall � is decreasing). Thus

I

2

� 2

p

inf

R of deg �r�1

k(f � R)Wk

p

L

p

(jxj��(4t))

� 2

p

w

p

r;p

(f;W; t): (5.18)

Next we estimate I

1

:

Write I

1

� I

3

+ I

4

, where

I

3

:=

2

p

s

Z

s

0





W

�

�

r

h�

s

(x)

(f)

�







p

L

p

(jxj��(3t))

dh

and

I

4

:=

2

p

s

Z

s

0





W

�

�

r

h�

s

(x)

(f)

�







p

L

p

(�(3t)�jxj��(2s))

dh:

We begin with the estimation of I

4

. To this end we make use of Lemma 2.6.

Much as in the proof of Lemma 5.1, we have

I

4

� C

1

inf

R of deg �r�1

k(f � R)Wk

p

L

p

(jxj��(4t))

� C

1

w

r;p

(f;W; t)

p

: (5.19)
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Here we used that for small t,

inffx�Mrs�

s

(x) : �(3t) � x � � (2s)g

= �(3t)�Mrs�

s

(�(3t))

� �(3t)� Ct�

t

(�(3t))

� �(3t)� CtT (�(t))

�1

2

� �(3t) + o (1=T (�(t))) � �(4t)

by (2.3), (2.6), (2.14), (2.18) and as �

s

is decreasing in [0; � (2s)].

It remains to estimate I

3

:

As s and t are small enough, we can use (2.12), (2.19) and (2.30) to

obtain a large enough positive integer n such that

a

n

n

� s and then divide

J := [��(3t); �(3t)] into O (1=s) intervals J

k

such that

jJ

k

j � s�

s

(x); x 2 J

k

:

Formally, we do this by choosing a partition

��(3t) = �

0

< �

1

::: < �

n

= �(3t)

with

R

�

k+1

�

k

�

�1

s

(x)dx

R

�

n

�

0

�

�1

s

(x)dx

=

1

n

; 0 � k � n

and set:

J

k

= [�

k

; �

k+1

] :

Then if jJ

k

j denotes the length of J

k

we have,

(1)

�

s

(x) � �

s

(y); x; y 2 J

k

(5.20)

and

(2)

W (x) � W (y); x; y 2 J

k

:
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Here the constants in the � relation are independent of x; y; s; k.

Then

I

3

=

2

p

s

Z

s

0





W

�

�

r

h�

s

(x)

(f)

�







p

L

p

(jxj��(3t))

dh

� C

2

X

k

W

p

(�

k

)

Z

J

k

1

s

Z

s

0

�

�

��

r

h�

s

(x)

(f)

�

�

�

p

dhdx

= C

2

X

k

W

p

(�

k

)

Z

J

k

1

s

Z

s�

s

(x)

�

t

(x)

0

�

�

��

r

u�

t

(x)

(f)

�

�

�

p

�

t

(x)

�

s

(x)

dudx:

Now we may rewrite (2.17) for the given s and t as

sup

x2R

s�

s

(x)

t�

t

(x)

� C

s

t

s

log

�

2 +

t

s

�

for some C 6= C (s; t). It follows that

sup

x2R

s�

s

(x)

t�

t

(x)

� 1

if

s=t � "

0

where "

0

is independent of s and t. Then if � < "

0

, we have for � � s=t � "

0

,

C

3

�

�

s

(x)

�

t

(x)

� C

4

8 x 2 R

where C

3

and C

4

are independent of s; t and "

0

. Then

I

3

� C

5

X

k

W

p

(�

k

)

Z

J

k

1

s

Z

t

0

�

�

��

r

u�

t

(x)

(f)

�

�

�

p

dudx

� C

6

1

t

Z

t

0





W

�

�

r

h�

t

(x)

(f)

�







p

L

p

(jxj��(2t))

dh

� C

6

w

r;p

(f;W; t)

p

: (5.21)

Combining our estimates (5.18), (5.19) and (5.21) give the lemma. 2

Lemma 5.3. LetW 2 E

1

and assume (1.20). Let r � 1 and 0 < p � 1.

Then for 0 < t < C

1

, there exists C

2

; C

3

6= C

2

; C

3

(f; t) such that

K

r;p

(f;W; t

r

) � C

2

w

r;p

(f;W;C

3

t) : (5.22)
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Proof. Put

t

2

=

a

u

u

for some u � u

0

and let n = n(t) be determined by

(1.18), so that

n = inf

�

k :

a

k

k

�

2a

u

u

�

and

1

2

a

n

n

�

a

u

u

<

a

n

n

: (5.23)

Now it is easy to see that for large enough u and the given n,

t = 2

a

u

u

=

a

n

n

�(n)C

for some �(n) 2

h

4

5

; 1

i

and C > 0 independent of n. We then apply (1.14),

and choose P 2 P

n

such that

k(f � P )Wk

L

p

(R)

� C

1

w

r;p

(f;W;C

2

t) (5.24)

for some C

1

; C

2

6= C

1

; C

2

(f; t).

We show that for some C

3

6= C

3

(f; t),

t

r





P

(r)

�

r

t

W







L

p

(R)

� C

3

w

r;p

(f;W;C

2

t) (5.25)

for then by (5.24),

K

r;p

(f;W; t

r

) = inf

R2P

n

�

k(f �R)Wk

L

p

(R)

+ t

r





R

(r)

�

r

t

W







L

p

(R)

�

� k(f � P )Wk

L

p

(R)

+ t

r





P

(r)

�

r

t

W







L

p

(R)

� (C

1

+ C

3

)w

r;p

(f;W;C

2

t) :

Thus we show (5.25).

Now let � > 0 be a small enough positive number and put s := �t. It

is su�cient at this point of the proof to choose � small enough so that by

Lemma 5.2,

w

r;p

(f;W; s) � C

4

w

r;p

(f;W;C

2

t) : (5.26)

Later, we will need to choose � smaller still.
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Let us recall much as in Lemma 5.1 that we have for 0 < h � s

�

r

h�

s

(x)

P (x) =

r

X

k=0

 

r

k

!

(�1)

k

n

X

l=r

h�

r

2

� k

�

h�

s

(x)

i

l

P

(l)

(x)

l!

: (5.27)

Applying (5.27) to x

r

2 P

r

and using (2.28) gives

(r!)

�1

�

r

h�

s

(x)

x

r

= (h�

s

(x))

r

=

r

X

k=0

 

r

k

!

(�1)

k

h�

r

2

� k

�

h�

s

(x)

i

r

r!

: (5.28)

We now combine (5.27) and (5.28) together with (3.5) to give much as in

(5.14),





W�

r

h�

s

(x)

P (x)�W (h�

s

(x))

r

P

(r)

(x)







q

L

p

(jxj��(2s))

� C

5

h

rq





WP

(r)

�

r

s

(x)







q

L

p

(R)

n

X

l=r+1

�

C

6

n

a

n

h

�

(l�r)q

l!

q

l!

q

(5.29)

where C

6

is independent of t; n; h; P

n

and l.

Now by (2.26), (2.4) and (5.23) we can choose � > 3 independent of

t; n; h; P

n

, l and C

2

such that a

u

< a

�n

. Further (if necessary) we make � in

the de�nition of s smaller still so that

� < min

�

1

8�

;

1

2

�

(5.30)

and

2s �

t

4�

�

a

�n

�n

:

This gives

� (2s) � �

�

t

4�

�

� �

�

a

�n

�n

�

� a

�n

(5.31)

for some �xed 3 < � < �.

It follows that we obtain using (5.31), (2.18) and (3.12),





W�

r

h�

s

(x)

P (x)�W (h�

s

(x))

r

P

(r)

(x)







q

L

p

(jxj��(2s))

�

1

2

h

rq





WP

(r)

�

r

s

(x)







q

L

p

(jxj��(2s))

(5.32)
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provided

n

a

n

h � �, where � is a �xed positive small number independent of

t; h; n; P

n

and l.

Now by (5.30) and (5.23), it is easy to see that �s � �

a

n

n

so that 8 0 <

h � �s we have





W�

r

h�

s

(x)

P (x)







q

L

p

(jxj��(2s))

� h

rq





W (�

s

(x))

r

P

(r)

(x)







q

L

p

(jxj��(2s))

�





W�

r

h�

s

(x)

P (x)�W (h�

s

(x))

r

P

(r)

(x)







q

L

p

(jxj��(2s))

�

1

2

h

rq





WP

(r)

�

r

s

(x)







q

L

p

(jxj��(2s))

(by ( 5.32))

� C

7

h

rq





WP

(r)

�

r

s

(x)







q

L

p

(R)

(5.33)

by ( 3.12). Now raising ( 5.33) to the p=q th powers, integrating for h from

0 to �s using the fact that �

s

(x) � �

t

(x), x 2 R (see (2.18)) and assuming

that � < 1 as we may, gives

t

rp





WP

(r)

�

r

t

(x)







p

L

p

(R)

�

C

8

s

Z

�s

0





W�

r

h�

s

(x)

P (x)







p

L

p

(jxj��(2s))

dh

�

C

8

s

Z

s

0





W�

r

h�

s

(x)

P (x)







p

L

p

(jxj��(2s))

dh

�

C

8

s

Z

s

0





W�

r

h�

s

(x)

(P � f) (x)







p

L

p

(jxj��(2s))

dh

+

C

8

s

Z

s

0





W�

r

h�

s

(x)

f (x)







p

L

p

(jxj��(2s))

dh

� C

9

n

kW (P � f)k

p

L

p

(R)

+ w

r;p

(f;W; s)

o

(by ( 2.36))

� C

10

w

r;p

(f;W;C

2

t)

by (5.26) and (5.24). Thus we have (5.25) and the lemma. 2

We now combine Lemmas 5.1 and 5.3 to give

The Proof of Theorem 1.3. We have for any L > 0 and 0 < t < t

0

,

w

r;p

(f;W; Lt) � w

r;p

(f;W; Lt) � C

1

K

r;p

(f;W; t

r

)

� C

2

w

r;p

(f;W;C

3

t) � C

2

w

r;p

(f;W;C

3

t) (5.34)
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where C

3

is independent of L; f and t while C

1

and C

2

are independent of f

and t but depend on L.

Fix M > 0 and choose L = MC

3

and s = C

3

t to deduce that

w

r;p

(f;W;Ms) � C

2

w

r;p

(f;W; s) (5.35)

and so we have the upper bound in (1.23). Similarly (5.34) gives

w

r;p

(f;W;Ms) � C

2

w

r;p

(f;W; s) : (5.36)

Then (5.34) gives

w

r;p

(f;W; s) � w

r;p

(f;W; s) � K

r;p

(f;W; s

r

)

with constants independent of f and s. The proof of the lower bound of

(1.23) is similar and easier. 2

6 The Proofs of Theorem 1.5 and Corollaries

1.6 and 1.7

We begin with:

The Proof of Theorem 1.5. For each n � 0, choose P

�

n

to be the

best approximant to f satisfying

k(f � P

�

n

)Wk

L

p

(R)

= E

n

[f ]

W;p

:

Here, we set P

�

2

�1

= P

�

0

. Now let t > 0 be small enough and de�ne n by

(1.18). Put l = [log

2

n] = the largest integer � log

2

n so that 2

l

� n < 2

l+1

.

Then by Theorem 1.3 and Corollary 1.4

w

r;p

�

f;W;

a

n

n

�

q

� C

1

K

r;p

�

f;W;

�

a

n

n

�

r

�

q

� C

2

�

k(f � P

�

2

l

)Wk

q

L

p

(R)

+

�

a

n

n

�

rq





P

�(r)

2

l

�

r

a

n

n

W







q

L

p

(R)

�

� C

3

2

4

E

2

l
[f ]

q

W;p

+

�

a

n

n

�

rq

l�1

X

k=�1





[P

�

2

k+1

� P

�

2

k

]

(r)

�

r

a

n

n

W







q

L

p

(R)

3

5
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� C

4

"

E

2

l[f ]

q

W;p

+

�

a

n

n

�

rq

l�1

X

k=�1









[P

�

2

k+1

� P

�

2

k

]

(r)

�

r

a

2

k+1

2

k+1

�

log

�

2

l�k

��

r

2

W









q

L

p

(R)

#

as r � 1 and by (2.17). This can be continued as

� C

5

2

4

E

2

l
[f ]

q

W;p

+

�

a

n

n

�

rq

l�1

X

k=�1

(l � k + 1)

rq

2

 

2

k

a

2

k

!

rq

k[P

�

2

k+1

� P

�

2

k

]Wk

q

L

p

(R)

3

5

by (1.20).

We can continue this as

� C

6

2

4

E

2

l [f ]

q

W;p

+

�

a

n

n

�

rq

l�1

X

k=�1

(l � k + 1)

rq

2

 

2

k

a

2

k

!

rq

E

2

k [f ]

q

W;p

3

5

� C

7

�

a

n

n

�

rq

2

4

l

X

k=�1

(l � k + 1)

rq

2

 

2

k

a

2

k

!

rq

E

2

k [f ]

q

W;p

3

5

: (6.1)

Now by (2.25) we have that t �

a

n

n

. Also by (2.18),

�

t

(x) � �

a

n

n

(x); x 2 R

so that by Theorem 1.3

K

r;p

(f;W; t

r

) � K

r;p

�

f;W;

�

a

n

n

�

r

�

and

w

r;p

(f;W; t) � w

r;p

�

f;W;

a

n

n

�

: (6.2)

Thus (6.2) becomes

w

r;p

(f;W; t)

q

� C

8

t

rq

2

4

l

X

k=�1

(l � k + 1)

rq

2

 

2

k

a

2

k

!

rq

E

2

k [f ]

q

W;p

3

5

where C

8

6= C

8

(f; t). 2

We deduce
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The Proof of Corollary 1.6. Suppose �rst that

w

r;p

(f;W; t) = O (t

�

) ; t! 0

+

Then in particular

w

r;p

�

f;W;

a

n

n

�

= O

��

a

n

n

�

�

�

; n �!1;

so that by Corollary 1.4

E

n

[f ]

W;p

= O

��

a

n

n

�

�

�

:

Next suppose E

n

[f ]

W;p

= O

��

a

n

n

�

�

�

. Let 0 < " < 1. Then, by (1.25)

w

r;p

�

f;W;

a

n

n

�

� C

1

�

a

n

n

�

r

2

4

l

X

k=�1

(l � k + 1)

rq

2

 

2

k

a

2

k

!

(r��)q

3

5

1

q

� C

1

�

a

n

n

�

�

2

4

l

X

k=�1

(l � k + 1)

rq

2

 

a

n

=n

a

2

k
=2

k

!

(r��)q

3

5

1

q

� C

2

�

a

n

n

�

�

2

4

l

X

k=�1

(l � k + 1)

rq

2

 

2

l+1

2

k

!

(r��)q(�1+")

3

5

1

q

(by (2.11))

� C

3

�

a

n

n

�

�

2

4

1

X

j=0

j

r

2

q

a

jq

3

5

1

q

(for some 0 < a < 1)

� C

4

�

a

n

n

�

�

: (6.3)

Now for t > 0 small enough, we may determine n by (1.18) and using

Theorem 1.3, (2.25) and (6.2) deduce the Corollary for t. 2

We now proceed to prove Corollary 1.7. We need �rst a lemma that will

prove useful in other related contexts.

Lemma 6.1. Let W 2 E

1

; r � 1, 0 < p � 1 and assume (1.20). Then

for n � C and 8P

n

2 P

n

satisfying

k(f � P

n

)Wk

L

p

(R)

� LE

n

[f ]

W;p

(6.4)
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for some L � 1, we have

k(f � P

n

)Wk

L

p

(R)

+

�

a

n

n

�

r





P

n

�

r

a

n

n

W







L

p

(R)

� K

�

f;W;

�

a

n

n

�

r

�

; (6.5)

where the constants in the � relation depend on L but are independent of n

and f .

We remark that in particular, (6.4) holds for P

�

n

the best approximant to

f .

Proof. Let P

#

n

satisfy the required hypotheses. Then by the de�nition
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by (6.7).

Further using (1.20), we can write using (6.8)
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Thus by (6.8) and (6.9)

�

a

n

n

�

rq





P

#(r)

n

�

r

a

n

n

W







q

L

p

(R)

� C

4

"

�

a

n

n

�

rq




P

(r)

n

�

r

a

n

n

W







q

L

p

(R)

+

�

a

n

n

�

rq









�

P

n

� P

#

n

�

(r)

�

r

a

n

n

W









q

L

p

(R)

#

� C

5

K

r;p

�

f;W;

�

a

n

n

�

r

�

q

: (6.10)

so that (6.6) and (6.10) give the result. 2

We can now give:

The Proof of Corollary 1.7 (a). We shall show that
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We begin with:
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Case 1. p > 1. We recall the de�nition of the maximal function

operator
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Case 2. p = 1. Integrating (6.14) and noting that if u = x+ s, then for
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Next we give:

The Proof of (6.12). We mimic the proof of (4.2) for p > 1. For the

given t > 0, write 4t =

a

u

u

. Determine n = n(t) by (1.18) and recall u � n
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(b)

�(4t) � a

u

2

� a

�n

for some � > 1 and � > 0.
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and we have our result. 2

Finally we give:

Proof of Corollary 1.7 (b). Write t =
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and let n = n(t) be

determined by (1.18).
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Then( 6.18) and (6.22) give the result. 2

54



Bibliography

1. S.B. Damelin, Marchaud inequalities for a class of Erd}os Weights, Ap-

proximation Theory VIII, Approximation and Interpolation, World Sci-

enti�c, eds Chui and Schumaker, pp.169-175.

2. S.B. Damelin and D.S. Lubinsky, Jackson theorems for Erd}os weights

in L

p

(0 < p � 1), to appear in J. Approx. Theory.

3. S.B. Damelin, Smoothness theorems for Erd}os weights II, To appear in

J. Approx. Theory.

4. S.B. Damelin and A. Kuijlaars, The Support of the equilibriummeasure

for monomial external �elds on [�1; 1], submitted.

5. S.B. Damelin and E.B. Sa�, Asymptotics of weighted polynomials on

varying sets, manuscript.

6. R.A. DeVore, D. Leviatan, X.M. Yu, Polynomial approximation in

L

p

(0 < p < 1), Constructive Approximation, 8 (1992), 187{201.

7. Z. Ditzian, V.H. Hristov and K.G. Ivanov, Moduli of smoothness and K-

functionals in L

p

; 0 < p < 1, Constructive Approximation, 11 (1995),

67{83.

8. Z. Ditzian and D.S. Lubinsky, Jackson and smoothness theorems for

Freud weights in L

p

(0 < p � 1), Constructive Approximation 13

(1997), 99{152.

9. Z. Ditzian and V. Totik, Moduli of Smoothness, Springer Series in

Computational Mathematics, Vol 9, Springer, Berlin, 1987.

10. G. Freud, Weighted approximation and K-Functionals, in Theory of

Approximation with Applications, A. G. Law etal.(eds)., Academic

Press, New York, 1976, 9{23.

11. G. Freud and H.N. Mhaskar, K-Functionals and moduli of continuity in

weighted polynomial approximation, Arkiv for Matematik, 21 (1983),

145{161.

55



12. V.H. Hristov and K.G. Ivanov, Realization of K-Functionals on sub-

sets and constrained approximation, Math. Balkanica, 4 (New Series)

(1990), 236{257.

13. D. Leviatan and X.M. Yu, Shape preserving approximation by polyno-

mials in L

p

, manuscript.

14. A.L. Levin and D.S. Lubinsky, L

1

Markov and Bernstein inequalities

for Freud weights, SIAM J. Math. Anal, 21 (1990), 1065{1082.

15. A.L. Levin and D.S. Lubinsky, Personal communication.

16. A.L. Levin, D.S. Lubinsky and T.Z. Mthembu, Christo�el functions

and orthogonal polynomials for Erd}os Weights on (�1;1), Rendiconti

di Matematicae delle sue Applicazioni (di Roma), 14 (1994), 199{289.

17. D.S. Lubinsky, Ideas of weighted polynomial approximation on (�1;1),

Approximation Theory VIII, Approximation and Interpolation, World

Scienti�c, eds Chui and Schumaker, pp.371{396.

18. D.S. Lubinsky, L

1

Markov and Bernstein inequalities for Erd}os weights,

J. Approx. Theory, 60 (1990), 188{230.

19. D.S. Lubinsky, Converse theorems of polynomial approximation for ex-

ponential weights on [�1; 1], to appear in J. Approx. Theory.

20. D.S. Lubinsky and T.Z. Mthembu, L

p

Markov Bernstein inequalities

for Erd}os weights, J. Approx. Theory, 65 (1991), 301{321.

21. H.N. Mhaskar and E.B. Sa�, Where does the sup norm of a weighted

polynomial live?, Constructive Approximation, 1 (1985), 71{91.

22. T.Z. Mthembu, Bernstein and Nikolskii inequalities for Erd}os weights,

J. Approx. Theory, Vol 75 (1993), 214{235.

23. P. Nevai, Geza Freud, Orthogonal Polynomials and Christo�el Func-

tions: A case study, J. Approx. Theory, Vol 75 (1993), 214{235.

24. P. Nevai, Orthogonal Polynomials, Memoirs. Amer. Math. Soc., Vol

213, Amer. Math. Soc., Providence, R.I, 1979.

56



25. P. Nevai and P. V�ertesi, Mean convergence of Hermite-Fej�er interpola-

tion, J. Math. Anal. Applns, 105 (1985), 26{58.

26. E.B. Sa� and V. Totik, Logarithmic Potentials associated with External

Fields, Springer-Verlag, Heidelberg (1997).

57


