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Abstract—Interferometric aperture synthesis is presented as an al-
ternative to real aperture mesurements of the earth’s brightness tem-
perature from low earth orbit, Real apertures become impractically
large as the spatial resolution requirements from space at microwave
frequencies increase. Image synthesis techniques developed for radio
astronomy that utilize the interference pattern formed by cross-cor-
relating a pair of spatially separated antenna elements offer an attrac-
tive alternative to the real aperture. Fundamental differences in the
requirements of an earth viewing microwave sensor from those of a
radio telescope present new engineering challenges when using the
techniques of radio astronomy in a geoscience application. In partic-
ular, the brightness temperature distribution of an earth remote sensor
typically fills the entire field of view of the individual antenna elements,
whereas the flux density incident on a radio telescope antenna often
originates from a relatively small percentage of the antenna main-
beam. The relationship between the brightness temperature distribu-
tion under observation and the noise floor on the image of that distri-
bution which results from interferometric aperture synthesis is
developed. Resulting antenna design considerations concerning the ap-
propriate configuration of antenna elements in an interferometric ar-
ray are derived. A preliminary design and performance characteriza-
tion of a 1.4-GHz interferometric radiometer that is presently under
construction is also presented.

INTRODUCTION

ASSIVE microwave remote sensing of the earth’s sur-

face has progressed considerably in recent years. Sur-
face parameters of fundamental geophysical interest have
been detected and monitored by airborne and spaceborne
microwave radiometers. These parameters include sea
surface temperature [1], salinity [2] and windspeed [3].
soil moisture content [4], and arctic sea ice concentration
[5]. The spatial resolution of these measurements from
low earth orbit has been constrained by the antenna ap-
erture size available on orbiting platforms. For example,
a 1-m aperture allows for approximately 15-150 km spa-
tial resolution over the frequency range 20-2 GHz, re-
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spectively. User requirements for resolution on the order
of 1 km at these frequencies will require much larger an-
tennas.

Current plans for the earth observing system (EOS) po-
lar-orbiting space platform allow for the development of
large space structures, including antennas. in low earth
orbit. Large antennas will guarantee the desired spatial
resolution. However, scanning of the narrow antenna
beam is a potential problem. Smaller microwave radi-
ometers are typically scanned mechanically; this tech-
nique becomes impractical with very large antennas. Fur-
thermore, the dwell time available on each pixel of a high-
resolution pencil beam scanning imager is in many appli-
cations insufficient to produce satisfactory data. One so-
lution to the scanning problem is the generation of simul-
taneous pencil beams aligned crosstrack to the direction
of motion of the sensor. '

Simultaneous pencil beams can be generated by an an-
tenna system in a variety of ways. The push broom radi-
ometer provides the necessary antenna pattern with a par-
allel bank of radiometers [6], [7]. The radiometers are
connected to a line of antenna feeds that share a single
reflecting dish. The size and tolerance requirements of
such a dish—100 m diameter for 1-km resolution at 3
GHz—are at prescnt prohibitive for spaceborne applica-
tions.

An alternative to this *‘brute force”” method of imaging
is the phased array. Coherent addition of the fields excited
at a distribution of small array elements provides the spa-
tial resolution of a large dish in a manner more suitable
to the space platform. Individual elements can be manu-
factured on earth and simply deployed in their array con-
figuration. A filled array, in which the antenna elements
are distributed uniformly over a lattice, reduces the tol-
erance requirements of the refiecting dish but not the size.
A thinned array, however, reduces both. Thinned array
passive microwave remote sensing has found widespread
applications in radio astronomy under the name of syn-
thetic aperture interferometry [8], [9]. The adaptation of
the engineering principles and technology developed by
radio astronomy 1o earth remote sensing is the subject of
this paper.

The paper is divided into six parts. Part I begins with a
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review of the imaging fundamentals of interferometric ap-
erture synthesis. It will serve more to establish the no-
menclature to be used later in the paper than as a complete
formulation of the topic. Part II characterizes the signal-
to-noise performance of a single interferometric measure-
ment. This characterization will be used as a building
block for the analysis of various complete imaging sys-
tems. Part 111 addresses the noise characteristics of the
brightness temperature image produced from the interfer-
ometer measurements. The sampling requirements of the
measurements, the image reconstruction procedure ap-
plied to the measurements. and the resulting effects of the
noise in the measurements on the image are described.
Part IV applies the results of the previous sections to a
specific example, the electronically steered thinned array
radiometer (ESTAR)' currently under construction by the
authors. The ESTAR prototype is described in detail suf-
ficient to permit a performance evaluation of its spatial
and temperature resolution. Part V assesses critical as-
pects of an extension of the ESTAR sensor to a larger
spacebomne system. Of particular importance are the num-
ber and placement of antenna elements in the imaging ar-
ray. Part VI concludes with a comparison of the imple-
mentation methodologies of radio astronomy and earth
remote sensing. The effects of the source brightness dis-
tribution, the antenna array configuration, and the method
used for array scanning are discussed.

I. INTERFEROMETRIC IMAGING FUNDAMENTALS

An imaging radiometer maps the brightness tempera-
ture distribution over a given field of view (FOV). Real
aperture radiometers do this by scanning their antenna—
either mechanically or electrically—across the FOV. The
resolution of the image is consequently determined by the
beamwidth of the antenna. Interferometric imaging radi-
ometers, on the other hand, generate an image indirectly,
by measuring the Fourier transform of the brightness tem-
perature distribution over the FOV. This measurement.
which is referred to as the visibility function by radio as-
tronomers, is inverse Fourier transformed by the user to
form an image.

Interferometer measurements are made by cross-corre-
lating the RF signals received by two spatially separated
antennas that have an overlapping FOV. An example of
such a measurement system is illustrated in Fig. 1. A pair
of antenna elements is deployed at a height i above the
surface of the earth. Their antenna patterns are coincident
and constitute the FOV of the eventual image. A coordi-
nate system is centered at one of the antennas such that
the surface of the earth (flat approximation) lies on the z
= h plane. The second antenna is located at coordinates
(x, y, 2) = (D,, D, 0).

The thermal emission by the earth provides an incident
flux density S;,.((x, ¥), f. (6, ¢)) at the antennas, * here
(x, y) is the antenna location in the XY plane, f is the

'This acronym was coined by F. T. Barath of the Jel Propulsion Labo-
ratory.
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Fig. 1. A two-dimensional earth viewing interferometer—The two anten-
nas in the z = 0 plane have antenna patterns directed toward the earth

(z = h plane). The cross-correlation of the RF outputs from the two
antennas produces a sample of the visibility function, V(D,, D, ), deter-
mined by the relative antenna spacing. The visibility function is the two-
dimensional Fourier transform of the brightness temperature distribution
on the earth Ty, (x/h, ¥ /h).

frequency of the emission, and (8, ¢) is the solid angle
locating the incoming directicz of the emission. S, is
measured in units of W/m? — Hz — sr. If the antennas
had isotropic antenna patterns, the power available at their
output terminals per unit steradian would be

Pinc(av ¢) = Z]?Sinc(gv qb)AisoB (])

where

P,. isin units of W/sr
3} accounts for the polarization of the antennas
2 . . . -
A, = N /47 is the effective aperture of an isotropic
. o]
antenna (in m-)
B is the bandwidth of the signal (in Hz).

The subscript “‘inc’” assigned to P (8, ¢) refers to the fact
that all incident radiation is received equally by an iso-
tropic antenna. The corresponding incident brightness
temperature per steradian Ty, (6, ¢) is defined by

1
Tﬂm.-(as QS) = E Pinc(ﬂ' ¢)

where k is Boltzmann’s constant.

The actual received brightness temperature per stera-
dian T, (6, ¢) includes the gain effects of the actual, non-
isotropic, antenna pattern

To(8, 6) = To,. (6, 6) G(6, o) - (3)

where G (6, @) is the directive gain pattern of the anten-
nas. The measured brightness temperature T follows from
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(3) by integrating over all solid angles

Ty = Sn “u Tq(6, &) sin 6 df do. (4)
Equations (1)-(4) define a variable T, (6, ¢) in units of
K/sr, which is not a part of the standard earth remote-
sensing nomenclature. It serves to make the connection
between the language of astronomy and geoscience. It is
also a useful part of the mathematics of synthetic aperture
imaging of a brightness temperature distribution. Note
that, while Ty is directly measurable, Tq(6, ¢) is a math-
ematical construct only. It is formed by dividing Ty by
the appropriate solid angle. For example, consider the
case of an antenna that is completely enclosed in a black
body at a physical temperature of T, K. The incident
brightness temperature distribution per steradian is im-
mediately given by

Ty
. = —. 5
Ton (6. 6) = ;2 ()
The measured brightness temperature is then
Tg 2 pw )
Ty = — S g G(8, ¢) sin 6 df do
47 Jo Jo

=5 (6)

where [{7 [5 G(0, ¢) sin 6 df dé = 4xsr by definition.
Referring back to Fig. 1, a cross-correlation of the signals
produced by a separated pair of similar antennas viewing
the same brightness temperature distribution Ty(6, ¢)
produces a sample of the visibility function given by

o= {7 [ oo

. e;!:fusmﬁ‘cméd-r-s.mﬂs-mé} sin 0 d6 d(;b

(7)
where

V' isin units of K
u=D,/\ v=D,/N
D, and D, are the relative antenna spacings (see Fig.
1)
A is the wavelength of the incident radiation
at the antennas.

Equation (7) is a restatement of a relationship that is cen-
tral to interferometric radio astronomy [9]. It is also de-
rived in Appendix I of this paper from an earth viewing
perspective, as mathematical preparation for the signal-
to-noise analysis of Part II. .

The brightness temperature image 75(60, ¢) is formed
by an inverse Fourier transformation of the measurements

| T(0, ¢) = S:ﬂ S:ﬂ V(u, v)

—j2 sinficos¢ + rsinfsi
e w(usinficosé + vsinfising) du dv.

(8)
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II. CORRELATOR SIGNAL-TO-NOISE CHARACTERIZATION

All microwave radiometer measurements have associ-
ated with them an inherent noise floor, or **AT"", due to
the finite integration time available for the measurement.
The AT of a radiometer represents the standard deviation
in the estimated brightness temperature, expressed in Kel-
vins. For a real aperture total power radiometer, this noise
floor is given by [10]

(9)

where

Ty is the brightness temperature of the scene (in K)
Ty is the effective receiver noise temperature (in K)
B is the pre-detection bandwidth (in Hz)

7 is the integration time (in S).

Other sources of error in a radiometer measurement (e.g.,
calibration, drifts, biases) can in principle be made arbi-
trarily small by careful engineering. The AT noise floor,
however, is unavoidable. Modern state-of-the-art radi-
ometer systems routinely operate very near this perfor-
mance limit. In situations in which the integration time
available for each measurement is severely constrained—
notably, earth remote sensing from low earth orbit with a
narrow FOV in the direction of satellite motion—the AT
of a radiometer often determines its effectiveness.

The AT of the brightness temperature image produced
by interferometric aperture synthesis is a fundamental
performance characteristic of the imager. This noise floor
can be derived by first considering the standard deviation
in the individual samples of the visibility function from
which the image is constructed. This formulation will then
serve as a building block for determining the AT of var-
ious specific implementations of the synthetic aperture in-
terferometer.

The visibility function is sampi . by cress-correlating
the signals from two antennas. A hardware schematic of
the correlator is shown in Fig. 2. Referring to the figure,
the time varying processes entering the two antennas are
given by (Al.7) and (Al.8). The RF bandpass character-
istics of the hardware, labelled **BPF" in the figure, have
been incorporated into the power spectral density of the
processes. Additive Gaussian receiver noise in the two
channels of the correlator can likewise be represented by
equivalent noise processes n;(7) and n,(r) at the antennas.
The power spectral density of this noise is given by

1 B B
S(f)=35Tn forfi-3<|fl<fi+3
=0

otherwise (10)

where

S, isin units of K/Hz
i = 1, 2 designates the antenna channel
Tg, s the receiver noise temperature of the ith chan-
nel.

b————————_ﬂ
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Fig. 2. Quadrature (complex) antenna correlator—Receiver noise is added at the antenna terminals. The signals are bandpass filtered prior to quadrature
correlation. The finite duration time integration is represented as a lowpass filter. The output real and imaginary components of the visibility function
are corrupted by statistically dependent additive noise with standard deviations AV, and AV,, respectively.

The signals in the two channels are cross-correlated in
phase quadrature. This amounts to one direct multiplica-
tion of the two signals producing the in-phase, or real,
component of the cross-correlation, and one multiplica-
tion of the signal in one channel with a 90° phase shifted
version of the signal in the other channel producing the
quadrature, or imaginary, component. These multiplica-
tions are performed in parallel and are each followed by
an integrator. The integration is modeled by the following
lowpass filter transfer function:

HLP(f)=]‘ f0r|f|<%.

(11)

0. otherwise
where

7 is the equivalent integration time (in seconds) ap-
propriate for this model of the integrator.

The output of the integrators is a noisy sample of the
real and imaginary components of the visibility function.
The standard deviations in the visibility samples AV, ; are
derived in Appendix II as

1/2
1
AV, (u, v) = (2_3_?‘) [(Tp + Tg,)(Tp + Tg,)
+ Vi(u, v) — V¥u, t')]u2 (12)
] 1/2
AV,'(H, I‘) = (ﬁ) [(Tg + TRl)(TB + TR:)
+ Vi(u, v) — Vi(u, t’)]lfQ (13)
where
AV, is the standard deviation in the real com-
ponent of V(u, v) (in units of K)
AV, is the standard deviation in the imaginary
component of V(u, v) (in units of K)
Ty  is given by (4) _
V,(u, v) = 3715 To(0, ¢) cos [27w (u sin 6 cos ¢ + v

sin 6 sin ¢)] sin 6 df do
Vi(u, v) = 37 §5 To(8, ¢) sin [27 (u sin 6 cos ¢ + v
sin 6 sin ¢)] sin 8 df d¢

Equations (12) and (13) are general, scene dependent,
expressions for the noise inherent in an interferometer
measurement. Only special cases of these relationships
have previously appeared in the literature. For example,
the standard expression for the **AV"’ in radio astronomy
applications is found by letting ¥ = v = 0 [17]. The
““‘AT"" for a total power radiometer, given by (9), results
from the special case u = v = 0, Ty, = Ty,. and AT =
(AV? + AV?)'/2 | corresponding to a square-law detector
viewed as the modulus of a complex correlator. Note, fi-
nally, that the total integrated brightness temperature
across the FOV, Ty, contributes to the noise floor of every
sample of the visibility function. This noise will be shown
to accumulate adversely in the image reconstruction pro-
cess.

111. IMAGE RECONSTRUCTION AND SENSITIVITY

The image reconstruction formula described by (8) re-
quires that the visibility function be sampled at all possi-
ble relative antenna positions (u, ). In practice, samples
are taken up to some maximum antenna spacing due to
the size constraints on the sensor. In zddition, the finite
extent of the brightness temperature distribution defined
by the antenna patterns (FOV) allows the (u, v) samples
to be taken at discrete steps without loss of information,
as provided by the Nyquist sampling theorem in two di-
mensions. These discrete samples can then be combined
in a truncated discrete approximation to the integral Fou-
rier transform given by (8) to reconstruct an estimate of
the brightness temperature distribution.

The sampling requirements are satisfied by visibility
measurements made over a lattice

i
o e L= = -=,+1‘ 23'.'!iNj
D, ias W=3 i =0, %1, %
A k
D“"_ki' L'k=51 k=0, +1, +2, -.iN’_‘..
(14)

This places the aliased responses in the image (grating
lobes in the synthesized antenna pattern) outside of the
FOV in all cases. (In cases where the FOV is significantly
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smaller than the complete halfspace § < w/2 and [¢| <
w, the antenna elements may be spread out at greater than
A\/2 intervals.) The corresponding image reconstruction
formula is

h‘.l h’\'

Z 2 V( uj, g_'k)e"fz*("i'SiﬂgCOSb-!-l'gsin&sin;p)
i==Nx k= =N,

Tﬁ(ﬂ! ¢) =

(15)

where T5(6, ¢) is the estimate of the brightness temper-
ature distribution at (6. ¢). In practice, (15) will be mod-
ified by a transform window taper to reduce the sidelobes
of the synthesized antenna pattern.

The spatial resolution of the image follows by expand-
ing (15) using (7):

T5(6, ¢) = SU Su To(6', ¢') AF,(6,6'; ¢, @")

- AF,(6.6'; ¢, ¢') sin 6’ d8" do' (16)

where

AF.(6.6"; ¢, ¢')

_ 2N, + 1
sin | 7 ———

-

(sin @ cos ¢ — sin ' cos (b’)]

sin [g (sin 6 cos ¢ — sin 6’ cos ¢>’)]
AF, (6,6 ¢, ¢')

2N, + 1
sin !:n' T (sin 6 sin ¢ — sin 6’ sin gb’)}

sin BE (sin 6 sin ¢ — sin @' sin qs')]

AF, , corresponds to tiie array factor used in standard
phased array terminology. For example, the spatial reso-
lution along the x-axis directly beneath the antennas (8 =
0, @' = 0) is defined as the angular distance between the
first zeros of AF,

4
iy e
Af, = sin (723“ = 1).

Similarly, the spatial resolution in y at # = 0 is given by

4
/ = sa—) —_— .
Af, = sin (IZN), T ]>

For sufficiently high resolution cases (N, , >> 1, A6 =
sin Afl), the angular resolution becomes

(17)

(18)

2A
AB, , = rad 19
2 DI._\'m.u ( )
where D, , . are the maximum antenna spacings in the x

and y directions on the uv-plane. This null-to-null reso-
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lution corresponds exactly with the spatial resolution of a
real aperture antenna of size D -by-D, with a uniform am-
plitude taper over the aperture. The transform window ta-
per mentioned above will degrade the spatial resolution of
the image in the same way as does the amplitude taper on
a real aperture. There is, however, one important differ-
ence between this synthesized array factor and its real ap-
erture or phased array analogues. A uniform transform
window taper here will produce 6.6-dB sidelobe levels
instead of the 13-dB sidelobes normally associated with a
uniform taper. This is because the visibility function is a
power, not a voltage, measurement. The 13-dB first side-
lobe level can be recovered by a triangular transform win-
dow taper, which is the self-convolution of a uniform ta-
per and, therefore, effectively squares the resulting array
factors. Any additional sidelobe suppression could be
achieved by adding a second taper. It is interesting to note
that, in practice, only half of the uv-plane need be mea-
sured directly since the visibility function has Hermitian
symmetry (V(u. v) = V¥(—u, —r)). This implies that
the actual physical aperture required to produce an image
with the resolution described by (19) is only § D, , . This
factor of two apparent savings in aperture (or increase in
resolution) is exactly cancelled out by the triangular taper
needed to synthesize a conventional uniform voltage dis-
tribution. This taper will both reduce the sidelobe level
by a factor of two (in dB) and double the null-to-null
resolution.

The visibility samples used in the image reconstruction
formula given by (15) are actually time varying random
processes, with statistics described in Appendix I1. The
resulting estimate of the brightness temperature distribu-
tion Ty(6, ¢) is, then, also corrupted by noise. The AT
noise floor of this estimate is found from its power spec-
tral density in the same way as was the standard deviation
in the visibility samples. A general expression for this AT
is rather complicated because of the statistical dependence
of the noise in the individual visibility measuremer s on
the measurements themselves, as expressed in (12) and
(13). The image AT in one special case will help to illu-
minate the way in which measurement noise propagates
through the image reconstruction to produce image noise.

If the nadir-looking image pixel is reconstructed, then
the reconstruction formula (15) becomes

N

Ny
Ty(6=0)= X % V(u.0). (20)

i= c= =Ny
If, in addition, the brightness temperature distribution
To(6, ¢) is assumed to be constant at all solid angles,
then

Viu;, o) =Ty fori=k=0

(21)

0 otherwise

where

T, is the constant brightness temperature (in K).

e Y TR T A e g R
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Under these conditions, the standard deviation (A7) in
Ty given the noise floor (AV) in the measurements is

AT = [(Tﬂ + T, )(To + Tgr.) (2N, + 1)(2N, + 1)]1-'2

Bt 2
(22)

Comparing (12) and (22), the standard deviation in the
noise floor of the image has been increased by the root-
sum-square of the noise in the individual measurements.
This sum is over the terms in the image reconstruction
formula. Note in particular that, because the noise in each
visibility measurement is dependent on the total bright-
ness temperature 7 across the FOV, the noise in the final
brightness temperature estimate at a pamcular point T (6,
¢) is dependent on all other points in the FOV. This dis-
tinction is generally not significant in radio astronomy ap-
plications, for which either the brightness temperature of
the entire FOV is dominated by small, localized regions,
is much smaller than the receiver noise, or both. For these
reasons, sensitivity relationships used in radio astronomy
often resemble (22) except that 7, is interpreted as the
brightness temperature not of the entire FOV, but rather
of the particular region being imaged.:

Comparing (9) and (22), the temperature resolution
provided by a (real aperture) total power radiometer ap-
pears to have been degraded by a factor of the number of
resolvable pixels. Again, this is a result of the dependence
of each visibility measurement on the entire FOV, which
is that same factor brighter than an individual pixel in this
case. However, if the total power radiometer was required
to produce a similar image in the same time (7), the re-
duction in its available dwell time per pixel would exactly
offset its apparent advantage.

1V. THE ELECTRONICALLY STEERED THINNED ARRAY
RapioMeTER (ESTAR)

The authors are currently constructing an interfero-
metric synthetic aperture microwave radiometer, ESTAR.
The sensor is being designed as a proof-of-concept and
feasibility study for the application of passive aperture
synthesis techniques to the remote sensing of the earth
from low earth orbit. ESTAR operates at L-Band (1.4
GHz), for applications in the remote sensing of soil mois-
ture content and sea surface salinity. The low operating
frequency required for these measurements. combined
with a desired spatial resolution of 1 to 10 km from low
earth orbit, strongly suggests some form of synthetic ap-
erture imaging. A one-dimensional analogue to the syn-
thesis technique described above was chosen because of
the along-track scanning automatically provided by an or-
biting platform.

The ESTAR prototype currently under construction
consists of five antenna elements and a bank of ten cor-
relators that cross-correlate all possible pairs of antennas.
The antennas are deployed along a line and are spaced at
certain integer multiples of half the RF wavelengths so
that the set of all cross-correlations will generale every

half-wavelength spacing up to the maximum spacing while
sampling each one as few times as possible. Such a con-
figuration is known as a minimum redundancy linear array
[11]. These optimally thinned arrays sample the visibility
function (uwv-plane) along a line at the appropriate Ny-
quist rate, with as few ‘‘redundancies’’ (duplicate sam-
ples) as possible. Redundant samples do not improve the
spatial resolution of the resulting image. However, they
have an important effect on the AT of the image. This
section presents pertinent aspects of the ESTAR design,
then proceeds to develop a working design equation for
the determination of an optimum antenna array configu-
ration. This relationship (46) explicitly states the effect
that redundancies have on the AT of the image.

A schematic of the ESTAR prototype is diagrammed in
Fig. 3. The coordinate system used has been modified
from that of Fig. 1 in order to emphasize the one-dimen-
sional nature of the imaging. The identical antenna ele-
ments are deployed over the x = 0 plane at a height A
above the ground. Each individual antenna pattern is a fan
beam directed toward the ground. Their directive gain
patterns can be approximated by

G(0, ¢) = Gy for

I

T vy
- Ae‘ —
: a]< o] <2

=0 otherwise. (23)

This corresponds to a FOV that is a strip across the earth
(x = h plane) along the y-axis, of width = hA@. Imaging
in the z-direction is provided by the forward motion of the
sensor, which is also z-directed. This sweeps the FOV
across the earth plane. In the y-direction, images are de-
rived by interferometric aperture synthesis.

The y-component of the locations of the antenna ele-
ments in the antenna (x = 0) plane determines the sam-
pling of the one-dimensional visibility function. For the
particular array configuration shown in Fig. 3, antennas
are located at D, = —2\, —\, 0, 1.5\, and 2A. This
results in relative antenna-pair spacings of 0.5\, A,

, 4 \ with redundant spacings at A and 2\. (Note that
the ‘‘zeroeth’’ spacing required for the Fourier transfor-
mation of the visibility function is provided by self-cor-
relating each of the individual elements.)

In general, the sampling performance of any thinned
array can be summarized by its redundancies in the fol-
lowing manner: Let N(\/2) be the maximum relative
antenna-pair spacing in a linear array for which all rela-
tive spacings from O(\/2) up to N(A/2) are present.
Let r, be the number of times that a relative spacmg of
n(\/2) is present in the array. Then the set {r,} - de-
termines the sampling performance of the thinned array.
For example, the redundancy set for the ESTAR proto-
type described above is given by

r, =1 forn=1,3,5.6.7,8
r, =2 forn =124
r,=5 forn = 0. (24)
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Fig. 3. The ESTAR prototype one-dimensional imaging interferometer—
All five antenna elements have coincident fan beam antenna patterns over
a strip of the earth. The simultaneous cross-correlation of all pairs of
antenna elements produces a Nyquist sampled estimate of the visibility
function ¥(n{A/2);n =0, 1. - - - , 8), which is the Fourier transform
of the brightness temperature distribution T, ().

Two limiting cases of the redundancy set are a zero re-
dundancy array and a filled array. These cases are de-
scribed by

Zero Redundancy:

r,=1 forn=0,1,---,N
Filled Array:
r,=N—-n+1 forn=0,1---,N. (25)

The zero redundancy array could, for example. result from
serially sampling the various antenna spacings with a sin-
gle pair of antennas. Although not a practical measure-
ment procedure for airborne and spaceborne applications,
it serves as an informative limiting case. The filled array
consists of a uniform line of N + 1 antenna elements at
regular, A\/2, spacings. Thinned linear arrays will, in
general, fall somewhere in between these two limits.

The general, two-dimensional imaging fundamentals
developed earlier can be specialized to accommodate the
ESTAR design. The one-dimensional, ¢-dependent,
brightness temperature distribution that will be imaged is
given by

L.l

T,(¢) = §0 To.. (6, 6) G(6, ¢)sin6d6  (26)

where
T, is in units of K /rad
Ty, (6, @) is given by (2)
G(6, o) is approximated by (23)
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The brightness temperature measured at each antenna is,
then

Ty = g T,(¢) do. (27)
The time varying brightness process (see Appendix I),
b(¢: 1), corresponding to the one-dimensional brightness

temperature distribution has a power spectral density and
autocorrelation respectively described by

Sher (f) =%9To-(cb} forf;—§< £ <f(+g

=0 otherwise (28)

and
Ry6)(7) = T,(9) cos (2nf.7) sinc (Br) (29)

where f. and B are as in (Al.1). The complex cross-cor-
relation of two of the fan beam antennas will produce a
noisy sample of the one-dimensional visibility function.
If the antenna pair is spaced n( A\/2) apart, (n = 0. 1,
+ =+ N), then the expectation of this sample is given by

rw

Vin) = |  T(¢)e/™™ do. (30)

W

The one-dimensional image reconstruction formula is

N
g f‘};(‘i‘) = Z V(”)e-ji.'usinc

n=-N

(31)
where

V(—n) = V*¥(n);
Combining (30) and (31) gives

Hermitian visibility function.

To(6) = | To(6") aF(6.6")do'  (32)
where
. 2N+ 1 ., :
sin l:r (sin ¢ — sin qb')}
AF(¢, ¢') =

sin [—72{ (sin ¢ — sin qb’)]

Combining (26), (27), and (32), the final brightness tem-
perature estimate at (8 = 7 /2, @), Tg(), can be viewed
as the brightness temperature measured by a radiometer
with an antenna having a directive gain pattern of G(6’,
¢') AF (¢, ¢")

fuo)= |, | m.@. 06006

+ AF(9, ¢') sin 6' df’ do’'. (33)

The noise floor of the one-dimensicnal image is found
in a manner similar to the two-dimensional derivation, ex-
cept that redundant samples of the visibility function must
be accounted for. From (33) and (34), each visibility sam-
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ple V(n) = V,(n) + jV,(n), will have a noise floor
AV, ; given by

1/2

AV, i(n) = (i‘%;) II—[(TB o+ T.'e)2

+ V2 = vim) (39)
where

Ty, = Tg, = Tgis assumed
Tz is given by (27).

Redundant measurements of the same visibility sample
can be averaged together to reduce the noise in the esti-
mate of that sample. The degree to which the noise is
reduced depends on the statistical dependence of the noise
in different measurements. The component of AV due to
receiver noise Ty is clearly independent for redundant
measurements made from different front ends. The depen-
dence of the component of AV due to Ty, however, varies
with the spacing between the two pairs of antenna ele-
ments that are making the redundant measurements. In
most cases, and particularly when this spacing is large,
the dependence is small and can be ignored. Under these
circumstances, the noise floor in the one-dimensional re-
dundancy-averaged image is given by
N

1/2
AT(¢) = (é;) [_Z_”l (T3 + Te)

1/2
+ ( Vi(n) — Vi(n)) cos (2mn sin e‘))]}
(35)

where
{r,}N_o is the appropriate redundancy set; r_, = r,.

Because the AT of the image is dependent on the partic-
ular source distribution (through V(n) and Ty), specific
examples will be investigated to illustrate the behavior of
the noise floor as given by (35).

A homogeneous, uniformly distributed brightness tem-
perature corresponds with the incident brightness temper-
ature distribution given by (5). This will result in a visi-
bility function V;.(n) given by

Veln) =T, forn=20
=0 otherwise (36)

where T is the uniform brightness temperature (in K).
Note that T is also the brightness temperature measured
at each antenna (7 in (35)). Under this condition, the
noise floor will reduce to

1/2 1/2
= () (L s )]

N 1 1/2
+ 00 + Tn)<2 2 r—) } (37)

For high resolution imaging (N >> 1), (37) can be fur-
ther reduced for specific array configurations. In the zero

_—*

redundancy case, the noise floor becomes

N2
ATy.z= (Tp + TR)(B_) . (38)
T
For the filled array, the AT is given by
ATy = (Ty % T )(M)m (39)
v-rF = \dp R Br
where
NS
=C+InN;
n=0 N —n 8
C = 0.5772 - - - is Euler’s Constant.

Although the noise floor increases in both cases with N,
it does so much more slowly with the filled array. for
which the redundant samples greatly reduce the effects of
measurement noise. Note that, because the filled array AT
still grows with N, it is not comparable to a conventional
filled phased array, which performs its detection process
after a phased voltage combination of the signals from all
the antennas.

A point source brightness temperature distribution
should produce a nonzero brightness temperature estimate
at one location in the image. This is provided by the fol-
lowing distribution:

1
2N + 1

T.(9) = Tod(¢ — @) (40)

where

T, is in units of K/rad
¢ is the location of the point source.

The corresponding brightness temperature measured by an
individual antenna (75 in (27)) is, then

Ty

Il

RAOL

]
2N + 1 To.

(41)

The visibility function V,(n) resulting from this distri-
bution is found from (30)

V,(n) = Tog 7R, (42)

1
2N + 1
The estimated brightness temperature of the image at o is
given by (32) as

o | TR
Tg(¢) = 5y 31 ToAF(¢. 9)
= Tp. (43)

It is the result in (43) that motivated the initial
1/2N + 1 normalization in (40). This normalization also
corresponds physically to a patch of radiating earth of
brightness temperature T;, covering (1 /2N + 1)th of the
FOV. The noise floor present in the estimate of T(@) in
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the point source image is found by combining (35), (41),
and (42). For a high-resolution zero redundancy imager,

this AT becomes
N 1;’2
AT, 7 = Tp| — .
p=Z R(BT)

For high-resolution filled array imaging, the noise floor is
C+1n N)‘”
Br )

Note that the contribution to the noise floor from the
brightness temperature distribution itself is negligible un-
der the assumptions that N >> 1 and the source is small.
In such cases, the equivalent receiver noise temperature
of the cross-correlators is the dominant source of noise in
the image.

In actual implementations of the ESTAR imager, the
magnitude of the typical brightness temperature distribu-
tions under observation will be on the order of the equiv-
alent receiver noise temperature across the entire FOV. In
many applications, they will also tend to be relatively uni-
form (e.g., open oceans or inland vegetation or soil). In
these cases, the ESTAR AT can be approximated from
(37) by

(44)

ATP—F= TR( (45)

N ];"2
2 1/,
n=0

Bt (46)

ATgstar = (T3 + Tp)

where
Ty is given by (27).

Equation (46) explicitly states the critical effect that the
distribution of redundancies has on the performance of a
thinned array imager. It is in general best to distribute
these redundancies as evenly as possible over all relative
antenna spacings in order to maximize their effect on the
reduction of noise in the final image. For example, if a
given potential thinned array configuration will not pro-
vide the AT resolution required by a user, then additional
fan beam elements can be added to the configuration in
judicious places to reduce the AT of the image. The place-
ment of these elements would be chosen so as to minimize
(46) or, equivalently, to generate new redundancies at
spacings with the fewest previous samples. In cases where
the brightness temperature distribution is neither uniform
nor a point source, the noise floor in the image should be
determined using (35). In such cases, the placement of
redundant antenna elements can at best accommodate
some average, expected distribution.

V. LARGE SPACEBORNE ESTAR ANTENNAS

The best arrangement of antenna elements in the
ESTAR prototype array described in the previous section
can be determined in a str-ghtforward manner because of
the low number of elements involved. With five elements,
simple trial and error will quickly determine the minimum
redundancy array configuration. The minimum redun-
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dancy arrangement for a large number of antenna ele-
ments is much more difficult to find. This problem re-
ceived early attention as an abstract problem in
mathematical number theory [12]. [13]. Leech provides
an algorithm for constructing a low redundancy array con-
figuration and Ruzsa tightens previous upper and lower
bounds on the number of elements required to form a min-
imum redundancy array, for very large numbers. How-
ever, there is no available algorithm that specifies the
placement of antenna elements in an optimally thinned
array of arbitrary size.

The Leech algorithm can be incorporated into modern
high-speed computers to aid in locating the elements of
large thinned arrays. For example, a 32-element array ca-
pable of sampling the visibility function out to a maxi-
mum spacing of 256( A/2) was determined by the au-
thors after approximately 100 h of CPU time on a VAX
11/750. An alternative technique for locating the array
elements has been developed by [14]. This method uses
the optimal configurations determined for small arrays to
build thinned arrays of thinned arrays. The elements of
the *‘sub-arrays’’ are individual antenna elements with a
N\/2 inter-element unit spacing. The elements of the
“‘super-array’’ are the sub-arrays, configured according to
the optimal thinning determined by the number of sub-
arrays and spaced in units of (2N + 1)A/2. where
N(X\/2) is the maximum spacing in one sub-array. For
example, five six-element sub-arrays will Nyquist sample
the visibility function out to a maximum spacing of
256(N\/2) using 5 x 6 = 30 antenna elements. This is
an improvement by two elements over the Leech algo-
rithm. Thinned array configurations with a maximum
spacing of 16(\/2), 64(\/2). 256(\/2), and
1032( A /2), derived by the above techniques, are de-
scribed in Table 1.

The spatial resolution of a thinned array imager is de-
termined by its maximum relative antenna spacing. The
temperature resolution, or A7, of the image is determined
by the total array configuration, as given by (46) when
imaging a uniform brightness temperature distribution
from low earth orbit. This expression represents a deg-
radation in the AT performance of a nonscanning, real ap-
erture pencil beam measurement by a factor of
N5 l/r,,}m. This degradation factor is computed in
Table II for several zero redundancy, thinned array, and
filled array redundancy sets. The thinned array configu-
rations used are those given in Table 1. In Table II, the
thinned arrays perform only slightly better than the worst
case, zero redundancy, arrays. This is an indication that
these arrays are nearly optimally thinned. The degrada-
tion in the performance of the filled arrays, on the other
hand, is small even with 1032 elements. This was sug-
gested by the very slowly growing degradation factor
(C + In N)'/? given by (39). A partially filled thinned
array will operate somewhere in between these perfe--
mance limits, depending on the form of its redundancy
set. The rate at which partial filling improves on the per-
formance of a thinned array is demonstrated in Fig. 4.
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TABLE ]
THINNED ARRAY SPECIFICATIONS

Approximaie Spatial

Number of Maximum Hesolution from

Elements | Spacing | ] Low Earth Orbit
—_— x : i
7 | 10 122 km
14 , [ 31 km
30 256 £ km |
63 1052 2km |
Antenna Element Locations (given in units of [}
T element [minimum redundancy )

0,1,2.3.8.1216

14 element {Lecch algorithm)
0,1.2,3,4,2930,36,41 46,51 56,6064
30 clement (lshiguro 6x5)

0.1,6,9,11.13,27.28 33,3638, 40,108,109, 1 14,1 1 7.1 19,121, 1%9,100,195,198,200, 202,243,
244,249,252,254,250

63 element {Ishiguro Ox7)
0,1,4.10.16,22,24,27,29 50,6063 69.75,81 83,86, 88 23G,237,240,246,252,258, 260,263,
265,590,591 ,594.600.606,612.614 617619, 708 7007 12,7 18,724,730,732,735,737, 885,

RRG, RRO_ROS 001,907 900,912,914, 1003, 1004, 1007,1013,1019,102%,1027,1030,1032

TABLE 1l
THINNED ARRAY AT DEGRADATION

T a T rem N UNIIE
| AT Degradation = —?‘—?“‘_T: T OF 1 ity '—' )1/2 ‘_
I "
i ] |
|

Maximum Zero Thinned Filled
| Spacing (»2) | Redundancy' Array Array® “
16 413 | a1 | 1.85
| 64 £.06 7.42¢ 2,18 |
256 16.04 14.415 247
! 1032 32.15 27.93° | 274 |
1 - Worst Case AT;rp, = 1forn=0.1,--- N

2 -~ Best Case AT;r, =N-n+1

3 - 7 element minimum redundancy array
4 — 14 element Leech/UMass thinned array
5 - 30 element Ishiguro array

6 - 63 element Ishiguro array

The degradation factor is plotted for partially filled arrays
of various sizes. The placement of additional antenna ele-
ments is in all cases chosen so as to minimize the degra-
dation factor. Note that the greatest improvement in sys-
tem performance occurs as the thinned array first begins
to fill in.

The attraction of synthetic apcrture radiometry in low
earth orbit is evident from these array examples. A 30-
element Ishiguro array would produce images with a spa-
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Fig. 4. AT improvement by partial filling of thinned arrays—Low redun-
dancy thinned arrays are filled by adding additional elements where they
will reduce the AT degradation the most. The majority of this reduction
occurs in the early stages of filling.

tial resolution comparable to that of a 128 A-by-128 A real
aperture while using only 12 percent of the physical ap-
erture. This corresponds to 8-km resolution from 30 27 m
x 11 c¢cm antenna sticks at 1.4 GHz. With 63 elements.
the spatial resolution becomes 2 km and the savings in
physical aperture is improved to 6 percent of the equiva-
lent real aperture.

The utility of brightness temperature images of the earth
is in many applications strongly dependent on the AT of
that image. For example. a 1.4-GHz imager would re-
quire approximately AT < 1.0 K to estimate soil moisture
content within 0.5 percent by weight [15]. Using typical
system parameters in low earth orbit (75 = T; = 300 K,
B = 30 MHz. Altitude = 800 km) and the Ishiguro 30-
element array with a spatial resolution of 8 km, AT = 2.1
K. For the same system parameters and a filled array, the
AT becomes 0.4 K. A partially filled array capable of pro-
ducing images with a 1.0 K noise floor is determined from
Fig. 4 to require a 25-percent filled aperture.

VI. EARTH REMOTE SENSING VERsus Rabpio
ASTRONOMY

Passive microwave remote sensing of the earth typi-
cally involves a large, radiometrically bright, FOV filled
with a distributed source, which is viewed from a moving
platform for a relatively short period of time. Radio as-
tronomy, on the other hand, often utilizes hours of earth
rotation to map out the uv-plane. does so from large, per-
manent, ground-based stations, and concerns itself with
very narrow FOV’s that often contain weak, isolated
sources. These differences are central to the successful
application of radio astronomy techniques to earth remote
sensing.

The particular source distribution imaged by interfero-

R S I A e 3 T D B e e ey IR




RUF ¢r al : INTERFEROMETRIC APERTURE SYNTHESIS

metric aperture synthesis can strongly influence the noise
floor of the image. However, if the source under obser-
vation covers a small part of the total FOV, or if the
equivalent receiver noise temperature is much larger than
the brightness temperature of the complete FOV (T mea-
sured by one antenna element ), then the image sensitivity
reduces to that given by (44) for a zero-redundancy array.
Note that this noise floor is independent of the source
brightness temperature even if it is much brighter than the
receiver noise, provided the source is small (relative to
the synthesized resolution) and the resolution is high (N
>> 1). These conditions are typical of radio astronomi-
cal observations. Early analysis of the image sensitivity
of radio interferometers relied on the high receiver noise
to argue toward this result [16]. More recent derivations,
for which the receiver noise has been substantially re-
duced by improved technology, have based their results
on the assumption of a small source [17]. In either case,
the result given by (44) can be rewritten in the flux den-
sity-dependent nomenclature typical of the radio astron-
omy literature by incorporating the conversion scheme
outlined by (1)-(4)

2kTg
ASi=m———r=s (47)
nAt.JE'
where
AS is the detectable change in flux density at the an-

tennas due to a change in the imaged source (in
units of W/m: — Hz — sr-synthesized beam).
n is the number of antennas ( = V2N for a zero re-
dundancy array ).
A, i1s the ezfecti\'e aperture of one antenna element
(in m~).

Equation (47) is consistent with the results cited above.
It has commonly been interpreted as a relationship be-
tween the sensitivity and the total collecting area ( = nA,)
of an imager. However. this connection is, in general, not
valid for earth remote-sensing purposes.

The requirements for the validity of (44) and (47) would
usually not be true of an earth viewing synthetic imager.
Bright source distributions typically fill the entire FOV
and zero redundancy arrays are not practical on an orbit-
ing platform. The array configurations used should, there-
fore, not be determined solely by the total collecting area
they provide. The distribution of visibility samples that
they generate across the redundancy set ought also to be
considered. as outlined in the previous section.

One aspect of the effect that an extended source has on
the sensitivity of the image has been addressed in the ra-
dio astronomy literature [18]. In this context, an extended
source is any brightness temperature distribution that is
larger than the synthesized resolution of the image. As the
resolution increases. correspondingly less flux is inter-
cepted by the antennas per unit synthesized beam. This
serves to increase the noise floor as the resolution in-
creases. However, the effects of the change in visibility
function due to the extended source on the noise floor (as
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prescribed by (35)) are not taken into account. That this
omission still permits satisfactory predictions of the im-
age noise floor suggests that either the FOV is still sub-
stantially larger than the “‘extended’” source distribution,
or the receiver noise is dominant, or both. In the case of
an earth viewing imager, of course, the source distribu-
tion is usually “‘extended’" to the point of filling the entire
FOV. However, the increase in noise floor with resolution
noted by the radio astronomers does not apply to the AT
equations derived above. The dependence of incident flux
density at the antennas on various distributed portions of
the FOV has already been incorporated into the defining
properties of the brightness temperature distributions
To(6. ¢)and T, (o).

The nature of the sources typically imaged for radio
astronomical purposes also enters into earth remote sens-
ing in one other way. As mentioned earlier, radio astron-
omy interferometers often dwell on a particular, highly
localized, source distribution for a period of hours. This
is accomplished by mechanically steering the antenna ele-
ments to keep the source within their FOV. The long in-
tegration time (7 in (47)) improves the sensitivity of the
image. The many different relative antenna spacings gen-
erated as the earth rotates during this dwell time also sam-
ple different points on the ur-plane. Most importantly for
our purposes, the concentration on a relatively small re-
gion of the sky allows differential time delays to be intro-
duced into the individual antenna channels prior to their
cross-correlation to account for deviations of the locations
of the antenna elements from a true plane that is perpen-
dicular to the incident radiation. This correction prevents
the incident noise being measured from decorrelating be-
tween antennas. For example, a thermal noise process fil-
tered to a bandwidth of 100 MHz (typical for radio as-
tronomy or earth remote sensing) has a decorrelation
length in air of approximately 3 m. The cross-correlation
of signals from antennas that vary by an appreciable per-
centage of this decorrelation length from the true perpen-
dicular plane mentioned above would be degraded by the
decorrelation of the signals. This degradation is known as
fringe washing [18].

The derivation of interferometric imaging fundamentals
presented earlier implicitly ignored the effects of fringe
washing (see discussion following (AI.8)). These effects
will, however, degrade the performance of the imager at
a point in the FOV if the difference in pathlength from
that point to any two of the antenna pairs is an appreciable
percentage of the decorrelation length of the bandlimited
thermal emission. This degradation will become signifi-
cant as the antenna structures approach the dimensions
required for sub-10-km resolution from low earth orbit at
microwave frequencies. The differential time delay cor-
rections available to the radio astronomer will not work
over the wide instantaneous FOV imaged by an earth
viewing interferometer. One possible solution, presently
under investigation by the authors, is a division of the full
RF bandwidth into a bank of narrower channels. each with
a much longer decorrelation length, which can be recom-

—“
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bined after image reconstruction to reduce the noise floor
of the composite image.

Finally, while there are certainly numerous important
differences between the implementation of aperture syn-
thesis techniques for astronomical studies and for the re-
mote sensing of the earth, the similarities are much more
significant. There is a wealth of engineering research
available to the earth remote-sensing community to aid in
the adaptation of synthetic aperture radiometry to their
needs. The radio astronomy references cited in this paper
are general reviews of the performance characteristics of
interferometric radio telescopes. There is a large body of
additional documentation on specific hardware instrumen-
tation and calibration, and image reconstruction and en-
hancement ‘‘nuts and bolts’* which should help enor-
mously in overcoming the inevitable engineering pitfalls
that will be encountered by this developing technology.

APPENDIX |
DERIVATION OF THE VISIBILITY FUNCTION

The incident radiation described in Part 1 was charac-
terized only in terms of its power content because of the
statistical nature of the thermal emission involved. The
stochastic process giving rise to these statistics corre-
sponds to the voltage time series generated at the antenna
terminals. Let ¢5(r) be this voltage. Its power spectral
density is given by

kZ,T, B B
Sulf) === forfi—S<|fl<fi+3
=0 otherwise (AL1)
where

S,, isin units of V*/Hz

Zy is the characteristic impedance at the antenna ter-
minals

Ty is given by (4)

fo  is the RF center frequency of the signal

A rectangular RF bandpass window is assumed.

It is convenient to express the voltage process v'5(f) in
units of K'/2, which differs from volts only by a constant
of proportionality. To this end, define the brightness tem-
perature equivalent stochastic process (brightness pro-
cess) b(r) by

-1

b(1) = (kBZo) ' Puy(r). (AL2)

Its power spectral density (in units of K/Hz) follows as:

1 B B
S;,(f)—‘z_BTg fOl’j:-—"i'<|f|<f:.+5
=0 _otherwise. (AL3)

This brightness process can be decomposed in the same
manner as was the brightness temperature 7y in Part I into
its sources over the FOV observed by the antcnna. Let
B(0, ¢; 1) be the baseband brightness process per stera-
dian at the source of the thermal emission. Its power spec-

tral density (in units K/sr — Hz) is

2 B
Ss0.0)(f) = B To(6,6) for |f| < 2

=0 otherwise (Al.4)

where

the factor of 2 accounts for spectral foldover at dc
To(6, ¢) is given by (3)

The RF (passband) brightness process per steradian at the
source is B(6. ¢: 1) cos (2w f.1). The corresponding
brightness process per steradian at the antenna b (6, ¢; 1)
follows as:

b(6, ¢:1) = B(6, ¢: 1) cos [2wf.1 — kr(6, ¢)]

(ALS)
where
b(6, ¢, 1) isin units of K'/?/sr
ko =2m/NMN=c/f
r(f, o) is the pathlength from the source at (8,

¢) to the antenna.

The power spectral density of b(6, ¢; r) (in units of K/sr
— Hz) is
1

Sbio,0)(f) = 2B

Ta(6, @)

B
2
(AL6)
The brightness process b (r) then follows by integrating
b(6, ¢; t) over all solid angles. Note that b(7) will be
modeled as additive Gaussian noise.

Returning to Fig. 1, if r (6, ¢) is the distance from a
point on the earth to antenna #1, and r' (6, @) is the dis-

tance to antenna #2, then the brightness processes at the
two antennas are given by

forfrgg<|f|<fc+

0 otherwise,

2= x
by(1) = go Su B(6, ¢; 1) cos [2mf.1 — kr (6, ¢)]

- sin 6 d6 do (AL7)

27 3
by(1) = SU So B(6, ¢: 1) cos [2nfir — kr' (6, ¢)]

- sin 6 df do. (ALB)

It should be noted that (Al.7) and (AI.8) are only valid
provided the baseband brightness process 8(6, ¢; 1) has
suffered little decorrelation between the two antennas.
This is equivalent to assuming that 8(6, ¢; 1 — [r (6, ¢)
—r'(8, ¢)]/c) = B(B, ¢; 1) forall (6, ¢) in the FOV.
Cases in which the noise decorrelation is not negligible
were addressed in Part VI.

An interferometer measurement is made by a complex
cross-correlation of b,(7) with b,(r). The real and imag-
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mary components of this correlation are given by

Re {V(D,, D,)} = (by(1) by(1))

Im {V(D,, D)} = <b (1) by (r = —)> (AL9)

where
V(D,, D;) is the visibility function (correlator
output) in units of K
D, and D,  are the relative antenna locations

by(r — 1/4f) = {575 B(6, &; 1) sin [27f.1 — kr' (8,
¢)] sin 6 df do¢ (valid for B <<
1)

{+) denotes the expectation operator.
Equation (AL.9) can be rewritten in terms of the bright-
ness temperature distribution T (6, ¢ ) by recognizing that
the autocorrelation of (6, ¢: 1), Rg(g,4)(7) is the Fourier
transform of its power spectral density [19]

Rss.6)(7) = (B(6. ¢:1) B(6, ;1 + 7))
= 2T4(8, ¢) sinc (B7) (AI.10)
where
. sin mx
sinc (x) = e

Using (AL.7), (AL.8), and (Al.10), and making the ap-
proximation r' (6, ¢) — r (6. ¢) = D,sinfl cos ¢ + D,
sin 6 sin ¢ (valid for r >> D,, D,), (Al.9) becomes

2x L
V(IJ, I-') = SD SO Tﬂ(e, q:))ejl‘r(uunﬁcoso+a-sint}sin¢]

- sin 6 df do (AL11)

where

D, D,
H-—)\, h

AppeEnDIX 11
STANDARD DEVIATION OF VISIBILITY SAMPLES

Referring to Fig. 2 and (Al.7)-(AlL.10), (10), and (11),
let the time varying processes entering the integrators after
the multiplication with and without the 90° phase shifter
acting on one of the multiplicands be given by m, (1) and
m; (1), respectively. These processes are described by

m, (1) = [by(1) + ny(1)][ba(1) + ny(1)] (AIL1)

mi(1) = [bi(1) + ny(1)]

' 1 1
' Lbz (I - E) + n, (r - 4_)2)] (AIL.2)
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The autocorrelation of these processes follows as:
R, (7) = {m,(t) m /(1 + 7))
= (by(1) bzfr)) + (by(r) by(1 + 7))
“ {by(1) byt + 7)) + (by(1) ba(r + 7))

“ {by(1) by(r + 7)) + {ny(r) my(t + 7))
“Am(r) my(r + 7)) + (bi(1) by(r + 7))
“{my(1) my(r + 7)) + (by(1) by(1 + 7))
“m(r) ny(r + 7))

= V}(u, v) + sinc® (B7)[(Ty + Tg,)

* (Tp + Tg.): cos® (2xf.7) + Vi(u, v)
- cos® (27f.7) —

= Vi(u, v) + ésinc2 (BT)[(TB + Tp)

Vi(u, v) sin® (2nf.7)]

“(Tg + Tr.) + Vi(u, v) — Vi(u, v)]

+ 1 sinc? (Br) cos (4ﬂ_ﬂ.r)[(Tg + Tg,)

Vilu, v) + Vi(u, v)]
(AIL3)

N (TB + TR:] +

where the following relations have been used:
(by(2) by(r + 7)) = (bol1) by(r + 7))
= Ty sinc (Br) cos (27f.7)
(by(1) by(r + 7)) = sinc (Br)[cos (2xf.7)V,(u, v)
+ sin (27f.7)V,(u, v)]
= sinc (Br)[cos (27f.7)V,(u, v)
— sin 27f.7)Vi(u, v)]
Vilu, v)
T, sinc (B7) cos (27f.7)

(by(1) by(r + 7))

(by(1) by(1)) =
(m()ny(t + 7)) =
(myt) my(t + 7)) =

Similarly

Ty, sinc (B7) cos (27 f.7).

R, (7) = Vi(u, v) + 1sinc® (Br)[(Ty + Tg,)
“(Ty + Tg,) + Vi(u, v) = Vi(u, v)]
+ { sinc? (Br) cos (4nf7) [(Tp + Ti,)
“(Tg + Tg,) + V¥(u, v) + Vi(u, v)].
(AIL4)

The power spectral densities of m, and m; are the Fourier
transforms of (AIL.3) and (AIl.4). Rejecting the term
modulated by cos 47 f.7, which will not pass through the
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subsequent lowpass filter, these spectra are given by

Su(f) = Vi(u, v) 8(f) + $T(f)[(Tp + Tg,)
(T + T,) + Vi(u, v) — Vi(u, v)]
(AILS)
Su(f) = Vi(u, v)8(f) +§T(f)[(Tp + Tg,)
(T + Tg,) + Vi(u, v) = Vi(u, v)]
(AIL6)
where
1
T(f) =§(1 - ’%D for |f| < B

=0 otherwise

is the convolution of the Fourier transfer of sinc (B7) with
itself.

The processes m, (1) and m; (1) are passed through low-
pass filters with transfer functions H,p( f), given by (11),
to produce noisy samples of the real and imaginary com-
ponents of the visibility function, given by V,(u, v; 1)
and V,(u, v; 1), respectively. Their power spectral dens-
ities are

Su (f) = Su (O HAH].  (AILT)

T(f) can be approximated by its value at dec (f = 0)
across the bandwidth of the lowpass filters. This simpli-
fies the expression for the power spectral densities of the
visibility samples to

Viilu, v) 8(f)

Sv..(f) = [(Ta + Tx,)

= (TB + TR:) T Vr.l'(uv I") - Vi?,r(“- !"}]

for | f| < 2%
=0  otherwise. (AILB)
This expression can be rewritten as
St (f) = SV%uwy + Stiwn(f) K*/Hz  (AIL9)
St () = SV + S¥wn(f) K}/Hz  (AIL10)

where a decomposition into ac and dc components has
been performed. These components are given by

S0y = Vi(u, v) 8(f) (AIL.11)
SI- iul)(f) =E[(TB + T,Q'l)(TB'i" T.Rz) + Vf(u. !-')
- Vi(u,v) for |f| < !
J 27
=0  otherwise (AIl.12)
SV = Vilu, v) 8(f) (AIL13)
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V.l‘un(f) B [(TB + TRI)(TB + TR;) + V?(u.‘ !")
- V¥(u, v) for|f!<l
i 27
=0  otherwise (AIL14)
where
V,(u, v) = §3% [ Ta(8, @) cos [27 (u sin 6 cos ¢ + v
sin @ sin ¢ )] sin 6 df d¢
Vi(u, v) = §§% {3 Ta(8, ¢) sin [27(u sin 6 cos ¢ + v
sin @ sin ¢)] sin 6 df do
Tg=V(u=0,v=0)
6(x) is the Dirac delta function

All power spectral densities are in units of K*/Hz.

The change in the dc power level of the noisy samples,
V., i(u, v; 1), which results from an incremental change
by AV, ;(u, v) in the components of the true visibility
function, is given by

Il

DC DC
APower; S_u SV, ulv i, 0) = AV, df.

avZ; (u, v). (AIL15)

The power level of the noise in the sample itself is cor-
respondingly found by integrating the ac component of its
power spectral density over all frequencies

Power?¢ = S_z Sy, wuvy(f) df

or

S
Power/€ = 2B: [(Tp + Tg,)(Tp + Tg,)

+ Vi(u, v) — Vi(u, v)]

1
Power?¢ = 7B. (Tg + T, )(Tp + Ty,)

+ Vi(u, v) = Vi(u, v)]. (AIL.16)

The standard deviations in the visibility samples AV, ; are
defined by equating (AII.15) and (AIL.16) [10]

1/2
AV, (u, v) = (Eﬁ) [(Tg + Tr)(Tp + T3,)
+ Viu, v) - Vi(u. 0)] " K (AIL17)
1 \!/2
AV (u, v) = (E) [(Ts + T, )(Tp + Tg,)
+ V2(u,v) - V2(u,0)] " K (AILI18)
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