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ABSTRACT: This work applies a quantitative metric in order to capture the relative representa-
tiveness of nonsimultaneous or noncollocated observations and quantify how these observations 
decorrelate in both space and time. This methodology allows for the effective determination of 
thresholding decisions for representative matchup conditions and is especially useful for inform-
ing future network designs and architectures. Future weather and climate satellite missions must 
consider a range of architectural trades to meet observing requirements. Frequently, fundamental 
decisions such as the number of observatories, the instruments manifested, and orbit parameters 
are determined based upon assumptions about the characteristic temporal and spatial scales of 
variability of the target observation. With the introduced methodology, representativity errors due 
to separations in space and time can be quantified without prior knowledge of instrument perfor-
mance, and errors driven by constellation design can be estimated without model ingest or analysis.

SIGNIFICANCE STATEMENT: Dramatic changes in the space industry are enabling new architec-
tures and business models for Earth observations. Historically, operational weather and climate 
satellites have been built on school bus–sized platforms, with multiple instruments comanifested 
on the same asset. With newer small-satellite technologies and miniaturized payloads, government 
agencies and private ventures alike are considering the utility of proliferated constellations. One 
of the many trades to consider is precisely how observations degrade in representativity when 
separated by space and time. We suggest an objective metric that can be applied to define optimal 
observing requirements and constellation design. This work also enables future architecture propos-
als to account for representativity error in their overall error budget and performance specifications.
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I t is often desirable to measure the Earth system from two or more different instruments at 
the same place and time. Simultaneous collocated measurements, otherwise known as 
matchups, frequently form the basis for calibration activities, science investigations, and 

operational retrievals. Satellite platforms offer a unique opportunity to capture collocated and 
simultaneous observations for extended periods of time. Many operational missions manifest 
multiple sensors onto the same satellite platform. Operational sea surface altimetry missions 
generally employ a radar altimeter as the primary mechanism to determine sea surface height, 
but due to uncertainties due to tropospheric delay, the radar is supplemented by a microwave 
radiometer to measure integrated atmospheric refractivity due to water vapor in the observing 
column to meet accuracy requirements (Donlon et al. 2021). Weather satellites utilize similar 
techniques to meet requirements. The NOAA–NASA Joint Polar Satellite System employs 
coaligned microwave and infrared sounders to retrieve atmospheric profiles. To ensure 
operational consistency, the scanning mechanisms between the infrared and microwave 
instruments are synchronized such that they share the same field of regard across the scan 
(Kim et al. 2014).

The same logic also extends to formation flying, where instruments are not manifested 
on the same platform, but rather on multiple platforms in nearby, coordinated orbits. In the 
early 2000s, NASA populated its A-Train constellation satellites, named for its compact as-
semblage of several Earth science missions in the afternoon sun-synchronous polar orbit. 
When CloudSat and CALIPSO joined the A-Train in 2006, five separate satellites would fly in 
formation over the same ground track within roughly a 15-min window (Stephens et al. 2002; 
Schoeberl 2002). The quick succession of satellites and near-simultaneous observations were 
critical to several science goals of the constellation.

The decision to comanifest instruments on a single satellite platform usually involves 
various trade studies to evaluate the relative costs, risks, and performance benefits of the 
design. While sharing two or more instruments on the same satellite platform is often the most 
intuitive way to achieve simultaneity and collocation, it can increase the system complexity, 
as well as the volume, mass, and power budgets of the spacecraft. These budgets are known 
to drive overall mission cost and execution risk. At the other end of the spectrum, recent ad-
vances in miniaturized sensors, small satellite platforms, and low-cost launch services have 
enabled constellations of proliferated sensors. These new capabilities enable constellation 
designs previously considered untenable or uneconomical. There are inherent challenges and 
risks with proliferated constellations, including cross calibration, formation maneuvers, and 
operating complexity.

The transformations in the space industry, including the development of new business models 
for collecting observations from space, combined with growing demand for enhanced weather 
and climate services, are fostering new conditions for government agencies to consider as they 
embark on the next generation of Earth observing architectures. NOAA is currently formulating 
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a new architecture for low-Earth orbit, the Near Earth Orbit Network (NEON), and is consider-
ing constellations that look very different from its legacy missions (Werner 2023). NEON Series 
One satellites will contain microwave and infrared sounders, while the manifest for Series Two 
is still undefined, and may contain instruments such as visible imagers or ozone profiles. The 
orbital planes and constellation size for NEON is still undetermined, but it is expected that the 
disaggregation of instruments will enable more observations at similar or reduced costs. This 
program marks a shift from the current generation of polar-orbiting weather satellites, the Joint 
Polar Satellite System, which hosts five instruments on a single truck-sized platform. NASA re-
cently commissioned a study from the National Academies of Science, Engineering, and Medicine 
to assess the utility of hosting a number of Earth science payloads on a single large commercial 
platform (National Academies of Sciences, Engineering, and Medicine 2023).

One of the advantages of using multiple smaller satellite platforms for Earth observations is 
that on-orbit resources are limited, and often the constellation risk posture can be improved 
by disaggregating and distributing sensors across multiple platforms. This advantage can be 
traded off against the detrimental effects of representativity error.

A number of tools have been developed to facilitate constellation design, usually with defined 
objective functions, such as minimizing revisit time, maximizing coverage, or balancing cost 
and utility (Marcuccio et al. 2019; Williams et al. 2001; St. Germain et al. 2018; Nag et al. 2015). 
These considerations feature prominently in the development of Earth observing missions and 
frequently trade off with one another. However, often the most important questions for select-
ing an optimal architecture—the definition of threshold and objective revisit requirements for 
a given observation—are decided somewhat arbitrarily.

One of the primary metrics used to measure the utility of future observing systems, particu-
larly for weather satellites, is a technique known as observing system simulation experiments 
(OSSEs) (Arnold and Dey 1986). OSSEs essentially use a high-resolution model of the atmo-
sphere and Earth system as ground truth, which are then “measured” by realistic simulated 
observations that are assimilated into a known forecasting model (Hoffman and Atlas 2016). 
These experiments can provide significant insight into the forecast impact of certain types 
of future observations but can be labor intensive and computationally expensive to run (to 
illustrate, cf. Li et al. 2019, 2018; Christophersen et al. 2021). Some newer techniques, such as 
employing noncycling data assimilation for OSSEs, can minimize the computational burden 
(Privé et al. 2023). Other approaches that are less resource intensive, such as ensemble data 
assimilation (EDA) studies, measure a simulated observing system’s impact on forecasts by 
characterizing the spread between ensemble members (Tan et al. 2007). Nevertheless, these 
studies are frequently individually tuned to the observing system being developed, and the 
utility is restricted to estimating improvements for forecasting users. Because of the number 
of variables inherent in these models, and the lack of standardization between techniques, it 
is difficult to make precise decisions about what utility is gained by changing the temporal or 
spatial coverage of future observation architectures. Further, these computational frameworks 
are not entirely applicable to nonforecasting applications of satellite observations, where a 
simple objective metric could guide requirements flow-down for observation representativity.

This work examines precisely how much representativity error is incurred when observations 
are separated in space and time, without a priori knowledge about the observing system or 
model at hand. As a result, it is a tool to empower observation planners with objective functions 
to make architecture trades. Further, when coupled with OSSEs, EDA studies, and other forecast 
skill metrics, it provides a more comprehensive assessment of a specific architecture selection.

Methodology
Formulation.  The challenge of assimilating many different observations, which are often  
irregularly sampled in space and time, has been well documented since the advent of numerical  

Brought to you by UNIVERSITY OF MICHIGAN | Unauthenticated | Downloaded 02/01/24 07:32 PM UTC



A M E R I C A N  M E T E O R O L O G I C A L  S O C I E T Y J A N UA RY  2 0 2 4 E288

weather prediction over a century ago (Richardson 1922). Gandin introduced a number of 
innovations in objective analysis and optimum interpolation of fields, which moved away 
from purely mathematical polynomial fittings and incorporated statistical arguments for 
how parameters of interest might decorrelate in space and time (Gandin 1965). These op-
timal interpolations methods were further generalized for data assimilation purposes by 
Rutherford (1972), who incorporated short-term forecast error information to produce a 
blend of observations and model rather than the forecast alone as a first guess. Implicit in 
this work is the need to inform the process with autocorrelation functions that represent 
how observations at a particular place and time relate to model-predicted values on a nu-
merical grid. Bretherton et al. (1976) extended the rapidly advancing optimal interpolation 
assimilation methods used for initializing weather models to guide the development of an 
oceanographic field experiment. It is this context in which we adopt the general approach of 
Bretherton et al.—not for an oceanographic experiment, but for satellite-based observations.

The basic premise is that given simple assumptions about the statistical behavior of any 
observable parameter, such as wind speed or sea surface temperature, one can measure the 
rate that this parameter decorrelates over space and time. The error from interpolation is 
then simply

	 τ σ τ( ) ( )= 1− Rx t s x x t s ,, , � (1)

where representativity error for parameter x is ϵx and is a function of either time lag τt or 
spatial lag τs, σx is the standard deviation of samples of x, and Rx is the autocorrelation of 
parameter x at lag τt,s, where the subscript t represents the time lag, and the subscript s rep-
resents the spatial lag. This formulation makes general assumptions about the stationarity 
and isotropy of variance for the parameter of interest which are not necessarily true for the 
Earth system. There are many cases in which the statistical distribution and rate of decor-
relation of weather and climate parameters are nonstationary, such as from seasonality or 
phase of teleconnections. Generally, the error in (1) can be calculated in any case where a 
representative decorrelation rolloff can be estimated. The correlation scale sizes and decor-
relation behavior of various Earth parameters is extensively studied and readily accessible 
for many parameters. As a partial sampling, confer Colosi and Barnett (1990) (identifying 
characteristic spatial and temporal scales in surface pressure, sea surface temperature, and 
air temperature over the Southern Hemisphere via drifting buoys), White (1995) (measuring 
decorrelation scales of temperature at various depths in global oceans to design an in situ 
network to measure gyre-scale seasonal-to-interannual variability), Gille and Kelly (1996) 
(decorrelation scales of sea surface height of the Southern Ocean as measured from satellite 
altimeters), Kuragano and Kamachi (2000) (spatial and temporal scales of global ocean sur-
face variability from the TOPEX/Poseidon mission), Chu et al. (2002) (decorrelation scales of 
temperature and salinity in the Japan Sea from in situ ocean profiles), Delcroix et al. (2005) 
(temporal and spatial decorrelation in sea surface salinity in tropics), Romanou et al. (2006) 
(decorrelation scales of latent and sensible heat fluxes in global oceans), Eden (2007) (eddy 
length scales of the North Atlantic derived from satellite altimetry), and McLean (2010)  
(correlation scales of global oceans derived from Argo floats).

This analysis treats temporal and spatial decorrelation separately, even though they are 
coupled in the Earth system. The rationale is twofold. First, this maintains the simplicity and 
generality of the representativity errors. Second, this assumption makes this metric much 
more useful for the task of designing satellite architectures. Architecture trades frequently 
feature orbit and constellation decisions that optimize various sampling characteristics in both 
space and time, which are also coupled by orbital dynamics. Instead of trying to determine the 
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dynamics of multiple coupled systems, this relaxation allows planners to set simple threshold 
and objective requirements in space and time for their trade studies.

Choice of data and study selection.  The goal of this exercise is to demonstrate how we  
apply a known benchmark to determine satellite constellation architectures. In practice, 
care should be taken to ensure that the chosen benchmarks are, in fact, representative of 
the target phenomenology. In essence, (1) simply measures the error induced by the separa-
tion between samples in space and time in which natural variability may cause a different 
measurement to be obtained. The statistical meaning of (1) also suggests that any input data 
need to adequately resolve the target parameter both in scale and variability. The tempo-
ral and spatial resolutions should be considered as well as any processing performed that 
would otherwise impact the variability. There is no policy constraint on the source of data, 
provided that it is sufficiently representative of the dynamics at the appropriate scale and 
variability of a given phenomenon.

In certain cases, raw observation data may be advantageous over model or reanalysis 
data; in others, the reverse may be true. This claim warrants some explanation. We generally 
have a strong preference for using observation data when available and practical. But there 
are certain use cases in which model or reanalysis data may be more representative, easier 
to manipulate, or simply readily available where observations are not. For instance, remote 
sensing data are commonly resampled from the native instrument resolution to a standard 
grid in both space and time, which can have a significant impact on the representativity of 
the data (Schutgens et al. 2016; Schutgens et al. 2017). Further, the statistical behavior of raw 
observation data may be sensitive to quality control parameters, which may not be intuitive 
to unfamiliar users. Some phenomena, such as global submesoscale precipitation, is not well 
captured by any global observing system, and a high-resolution model may be more appro-
priate than any blended observation dataset. Finally, in certain cases, the convenience of a 
gridded reanalysis may prove decisive if it can be shown to adequately capture the variability 
and scales of the target phenomena.

For this exercise, we assume that we are designing an ocean observing system, with  
particular interest in surface parameters such as winds, sea surface temperature, air  
temperature, and surface air pressure. Our selection of data are purely illustrative for the 
demonstration of this technique, and we assert representativity in both scale and variability. 
For observation planners, care should be taken to ensure that the source of “ground truth” 
for target observables provide representative sampling at time scales and spatial resolu-
tion appropriate for the phenomena of interest and are otherwise well calibrated to ensure  
representative variability and dynamic range.

Temporal decorrelation. For temporal decorrelation analyses, we chose a moored marine 
buoy from NOAA’s National Data Buoy Center (1971) due to its high temporal resolution, the 
quality and calibration of the sensors, and the continuity of observations from a single plat-
form. For our analysis, we examined one year of observations from station 51004, located 
at 17°32′17″N, 152°13′48″W (approximately 205 nm or 380 km southeast of Hilo, Hawaii), 
which is a 3-m foam buoy with an updated SCOOP payload that reports meteorological pa-
rameters at 10-min intervals (Kohler et al. 2015).

As discussed above, the choice of environmental parameter and source data may have 
a significant impact on the representativeness of decorrelation scales. For instance, pa-
rameters such as precipitation are likely to have much shorter characteristic decorrelation 
scale sizes than sea surface temperature. It is assumed that the temporal decorrelation 
scales from station 51004 data are sufficiently representative to use as a benchmark for 
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determining satellite constellation objectives in this hypothetical. We opted to use buoy data 
instead of reanalysis or other model outputs because model time steps tend to be too coarse 
to capture the decorrelation behavior of our target parameters. Station 51004 was chosen 
due to its long duration of continuous data collection without equipment changes as well 
as its near-equatorial location, which highlights highly variable surface weather patterns.  
We acknowledge that the temporal decorrelation of these parameters may vary by location 
but assert that the hypothetical satellite architecture is driven by requirements for tropical 
latitudes. For observation planners, we suggest identifying “worst-case” decorrelation be-
havior to drive requirements (i.e., stations that capture phenomena that have large variability 
and decorrelate quickly), which will vary depending on the target of interest.

The autocorrelation for observations was calculated assuming wide-sense stationarity  
for lags of 10 min. The decorrelation behavior and the resulting representativity error is  
shown in Fig. 1.

Figure 1 is illustrative of several factors that observation planners should consider.  
Figure 1a shows the decorrelation behavior of several observed parameters as well as 
one derived parameter, the air–sea temperature difference, which is obtained by simple 
arithmetic subtraction of the near-surface air temperature from the sea surface tempera-
ture observations. Some environmental parameters, such as sea surface temperature, are 
slowly varying on the time scale of hours to days. Other parameters, such as surface air 
pressure, exhibit strong diurnal behavior. The air–sea temperature difference decorrelates 
at a much faster rate than either air temperature or sea surface temperature alone, suggest-
ing that these parameters are decoupled on time scales of less than a day. Figure 1b shows 
how these decorrelation behaviors factor into absolute representativity error. For example, 
the representativity error of air temperature and of the air–sea temperature difference are 
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Fig. 1.  (a) The temporal decorrelation behavior for a year of observations is demonstrated for various 
meteorological parameters from NDBC buoy station 51004. (b) The representativity error as calculated 
from (1) is shown. Note that the magnitude is dependent on the unit of measure.
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nearly equivalent, despite the fact that the decorrelation behavior is vastly different. This 
is because the air–sea temperature difference has a much smaller dynamic range than the 
surface air temperature. At time lags of 5 h, both exhibit approximately 0.4°C of representa-
tivity error, but that value is much more significant for the air–sea temperature difference, 
which has a mean of −0.76°C and a standard deviation of 0.5°C.

It is important to emphasize that this formulation addresses only the component of matchup 
error due to representativity. The overall matchup error between two parameters should also 
include measurement and retrieval errors associated with the individual parameters. The 
representativity error can therefore be considered the floor for matchup accuracy of a given 
observing system.

Spatial decorrelation.  A similar analysis can be applied in spatial dimensions. For a  
spatial dataset, we selected NASA’s Modern-Era Retrospective Analysis for Research and  
Applications version 2 (MERRA-2) hourly, nonaveraged reanalysis (M2I1NXASM) (Gelaro 
et al. 2017; Global Modeling and Assimilation Office 2015). As before, we assume for this 
exercise that reanalysis data are sufficient to capture the spatial variability of our target  
parameters based on analysis from Gille (2005), which suggest that at tropical latitudes, the 
variability of ocean surface wind stress from reanalysis is consistent with observations from 
scatterometers. Ocean surface wind speed has the fastest decorrelation rolloff in our hypo-
thetical study, but as before, this assumption should be reconsidered for other phenomena 
that vary at scale sizes smaller than the resolvability of the model.

Spatial decorrelation of ocean surface observations is known to be anisotropic and 
location dependent. This study adopts a simple solution frequently employed by ocean-
ographers, which is to individually evaluate the meridional and zonal components of the 
spatial decorrelation scales of an ocean observation (White 1995; Reynolds and Smith 
1994). For consistency, we center the meridional and zonal transects at the location of 
station 51004 as illustrated in Fig. 2. While these statistics are not stationary across the 
ocean, we assume for the purposes of this hypothetical that the statistics from station 
51004 are representative.

Fig. 2.  The zonal and meridional transects for the Pacific basin centered at station 51004 are highlighted.  
The zonal transect consists of 210 grid cells at 0.625° spacing. The meridional transect consists of 
254 grid cells at 0.5° spacing. The background field is of an initialization of MERRA-2’s global wind 
speed output to emphasize that the spatial patterns of these parameters are quite different meridionally 
than they are zonally.
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Figure 2 identifies which model grid cells are used to compute the zonal and meridional 
autocorrelation statistics. Because there are only 210 data points in the zonal transect and 
254 data points in the meridional transect, the autocorrelation behavior derived from a  
single model run is somewhat noisy. To create a more representative decorrelation behavior, 
the autocorrelation is averaged across multiple model realizations over three months of  
data (at each hourly output for 92 days, or for 2,208 realizations).

Compared to the NDBC buoy data, the MERRA-2 hourly dataset produces slightly  
different observation parameters. For instance, the air temperature is the 10-m temperature, 
whereas the buoy data are observed at 3 m. Additionally we use the MERRA-2 skin tempera-
ture, which over most of the oceans is very similar to the sea surface temperature.

The average decorrelation behavior for the meridional and zonal transects centered at  
station 51004, as well as the implied representativity error, are shown in Fig. 3. Figure 3 
reveals much about the spatial decorrelation behavior of the selected parameters. First, the 
behavior is substantially different between zonal and meridional transects, reflecting the 
spatial anisotropy in the decorrelation behavior in these parameters. Second, for the selected 
parameters, the spatial decorrelation rates suggest characteristic spatial scale sizes in the 
hundreds or even thousands of kilometers. Third, even when the decorrelation is comparable 
in zonal and meridional directions (i.e., the normalized autocorrelation is roughly equivalent 
for a given distance), the variability of the parameter may have significantly different mag-
nitudes, changing the corresponding representativity error. For satellite missions, designers 
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Fig. 3.  The spatial decorrelation behavior and error statistics are partitioned into meridional and zonal 
components. (a) The meridional decorrelation behavior is shown for the specified environmental  
parameters. (b) The meridional representativity error is shown; note that the y-axis units are parameter 
dependent. (c) The zonal decorrelation behavior is shown for the specified environmental parameters. 
(d) The zonal representativity error is shown; note that the y-axis units are parameter dependent.
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would want to base requirements decisions on the “worst-case” scenario, which may include 
regimes, conditions, and locations where the spatial representativity error grows the fastest.  
In the case of our hypothetical, that suggests that the meridional error statistics would  
generally drive architecture decisions.

Discussion
This technique enables observation planners to quickly estimate the representativity error 
caused by separations in observation space and time, which has widespread utility in plan-
ning future satellite constellations. Given appropriate and statistically representative datas-
ets of planned observation targets, planners can set quantitative observation objectives for 
optimizing satellite constellations.

Shortcomings. It is worth repeating that the representativity error indicated in this analysis 
is not inclusive of the dominant error sources of most observing systems, such as ambiguity 
in the retrieval or noise from the sensor. In cases where the additional representativity error 
incurred by having nonsimultaneous and noncollocated measurements is small relative to 
the dominant error sources, it becomes reasonable to consider more flexible architectural 
approaches.

Further, there is danger in applying this technique with inappropriate input data that are 
not representative of the statistical behavior of the target parameter. Gridding observations 
can sometimes substantially impact the represented behavior. It can impose unwanted 
spectral filtering, changing the variability of the data, and can decrease the dynamic range 
of the data by smearing and averaging samples within gridded cells. Model and reanalysis 
data can be similarly nonrepresentative of the target phenomena, with a whole host of other 
computational and mechanical artifacts that can change the variability and scaling of model 
parameters.

As a statistical approach, this metric necessarily averages between “calm” low-variability 
periods and infrequent but high-variability events, which may be insufficient to capture the 
variability of dynamic and consequential phenomena, e.g., tropical cyclones. One could, 
however, restrict the distribution of input data to use only “worst-case” situations such as 
tropical cyclones as a design basis in order to estimate what spatial and temporal separation 
thresholds are needed to meet baseline representativity error requirements.

This technique also treats spatial and temporal dimensions separately, even though they 
are, in fact, coupled in the Earth system. This simplification is likely to impact conclusions 
drawn by a satellite observation planner in a conservative way. Decoupling spatial and tem-
poral decorrelations will generally result in an overestimation of the error associated with 
spatial and temporal separations between samples. The decoupled results hence serve as a 
conservative upper bound on the error, and there may be opportunities to buy back more 
affordable satellite constellations with a coupled error estimate.

Utility and future work. We believe this metric should be considered by observation plan-
ners when considering architectural trade studies for new satellite constellations, and early 
in the mission life cycle when requirements are set. This simple metric can price when tem-
poral resolution is too sparse for the assumption of simultaneity or when spatial coverage is 
too coarse for the assumption of collocation.

From our example, consider the design of a constellation to observe ocean surface wind 
speed from two separate observatories with the same orbit ground track. Given a require-
ment of representativity error no greater than 0.5 m s−1, the above results from Fig. 1 indicate 
that the satellites be staggered no more than 25 min apart in the orbit plane. Note that this 
corresponds to an average representativity error under typical conditions. However, if the 
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target observable is ocean winds for tropical cyclone monitoring, during which surface wind 
speed exhibits a much larger dynamic range and steeper decorrelation rolloff, a 25-min 
separation would likely be too large. In this case, observation planners can quickly estimate 
that more satellites would be needed, and estimate cost of meeting this requirement. From 
another angle, planners with fixed budgets could mitigate this by placing the two satellites 
closer together within the same plane, reducing the revisit time between the two, but at the 
expense of daily coverage.

This problem can be extended to thresholds established for matching up observations for 
opportunistic or vicarious calibrations. Techniques such as simultaneous nadir overpasses 
(SNOs) (Zou et al. 2006) often establish thresholds in space and time that approximate simul-
taneity. This technique can establish objective representativity guidelines that can optimize 
the quantity of matchup data, or enable constellations that feature frequent SNOs for opera-
tional calibration.
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