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Abstract 

 

The Precipitation and All-Weather Temperature and Humidity (PATH) mission 

outlined in the decadal survey for launch in 2016-2020 recommends a microwave array 

spectrometer as the instrument payload.  A design for the Geostationary Synthetic 

Thinned Aperture Radiometer (GeoSTAR) is presented fulfils all but one of the mission 

requirements – integration time – and options are available to meet this requirement.  A 

technological roadmap is available for the development of the key hardware components, 

especially with respect to the receiver and digital correlator design.  

The fabrication of the demonstrator, GeoSTAR-D, contributed significantly to the 

hardware development (receivers, antennas, correlators) and provided a test-bed to verify 

the theoretical understanding of a two-dimensional STAR.  Measurements in the 

anechoic chamber provided a boresight phase calibration and verified that the antenna 

patterns matched the theoretical model.  Deployment of the instrument with an 

engineered Earth disk model allowed for generation of GEO like measurements and 

calibration validation.  The theoretical based image retrieval algorithm was implemented 

and combined with models to account for the sky aliases and the target discontinuities.  

The images generated after sky alias removal and Gibbs mitigation had residual errors of 

less than 2%. 

 A high resolution Earth disk model is generated from existing publically available 

datasets, the appropriate geophysical parameter models and a full radiative transfer 



  xiii

model.  The model allows for the generation of un-physically realizable scenes to 

determine the impact of individual geophysical parameters on the observed brightness 

temperature.  The realistic brightness temperature images are then evaluated with a 

GeoSTAR-like instrument simulator to investigate the effectiveness of apodization, 

spatial frequency information content and various processing algorithms.  The 

recommended retrieval algorithm performs well even when based on imperfect input 

models. 

 

 



  1

1. MICROWAVE RADIOMETRY FROM GEOSTATIONARY ORBIT 

1.1 INTRODUCTION 

The advantages of microwave radiometry from space borne platforms are well 

known and numerous.  Microwave remote sensing allows us to observe and quantify key 

environmental and climatological parameters such as soil moisture [1], sea surface 

salinity [2], ocean wind speed [3] and direction [4, 5], to name a few.  The primary 

benefit is that measurements can be performed over areas where in-situ measurements are 

simply not possible or cost effective.  Two issues affecting the usability of these 

measurements are the spatial and temporal resolution. 

Spatial resolution dictates the pixel size of the image that scientists will be able to 

interpret, each pixel representing a cell of independent information.  These pixels 

represent aggregate conditions present in a particular area and are only valuable if we are 

able to discern changes in the desired parameter.  Finer resolution is required for 

localized phenomena, such as precipitation. 

Temporal resolution is essentially the refresh rate of the individual pixels, or the 

image as a whole.  A single low Earth orbiting (LEO) satellite typically has a revisit time 

of several days and differs according to the exact orbit.  In-situ measurements refresh 

rates vary widely - weather stations provide almost instantaneous data (seconds to 

minutes) - whereas atmospheric profilers such as radiosondes are nominally available 
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only every 12 hours.  To monitor dynamically developing weather phenomena, a rapid 

revisit time is required. 

The relationship between resolution and the relevant meteorological features that 

can be observed is summarized in Table 1.1. 

Table 1.1: Temporal and Spatial Scales of Meteorological Features [6] 
 

Temporal Scale [h] Spatial Scale [km] Atmospheric Phenomenon 
0-0.1 0.1-1 Tornadoes 
0.1-1 1-5 Thunderstorms 
6-12 10-50 Fronts, Squall Lines 
12-24 10-100 Hurricanes 
24-48 200-500 Synoptic cyclones 

>24 1000-10000 Planetary waves, atmospheric 
tides, mean zonal temperature 

 
The National Oceanic and Atmospheric Administration (NOAA) operate two types 

of satellite systems – the Polar-orbiting Operational Environmental Satellite (POES) and 

the Geostationary Operational Environment Satellite (GOES) – named for the type of 

orbit each satellite occupies.  GOES orbits at an altitude of 35,786 km, known as the 

Geostationary Earth Orbit (GEO), compared to 700-800 km for POES, and are unique as 

they orbit at the same rotational rate as the Earth.  The GEO allows for continuous 

observation of almost an entire hemisphere of the Earth disk. 

POES platforms are equipped with both infrared (IR) and passive microwave 

(MW) sensors, the latter which allow for vertical soundings of temperature and humidity 

even in cloudy conditions.  The refresh rate of the data is on the order of many hours 

even for a pair of satellites, which does not sufficiently capture the evolution of 

precipitation events.  Additional satellites do improve the refresh rate, however it is to be 

noted that the individual measurements swaths still have to be stitched together to form a 
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composite dataset with inherent temporal displacement.  Figure 1.1 shows an image 

generated from a single swath of the Advanced Microwave Sounding Unit (AMSU). 

 
Figure 1.1: Composite Image of AMSU Orbit Swath Generation 
Courtesy of the Satellite Atmospheric Science Group 
At the Luleå Technical University, http://www.sat.ltu.se/ 
 

Introduced in 1994, GOES (I-M spacecraft) platforms are equipped with sensors in 

the IR wavelengths for soundings [7].  Without a MW sensor, GOES soundings are only 

available in cloud free areas and in the upper troposphere above cloud tops, resulting in 

gaps in the data fields.  The addition of a MW instrument would improve the temporal 

resolution by filling in these gaps and have significant impact on numerical weather 

prediction (NWP) models.  To that extent, a platform that could monitor global 

temperature profiles and precipitation with POES spatial scales and GOES type field of 

view and rapid refresh rates is ideal.  The inclusion of a MW sensor on a GOES platform 

is supported by many in the community, demonstrated by the letter of support published 
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in the National Weather Digest in December 2005 [8].  The instrument also tops NOAA’s 

list of “pre-planned product improvements” (P3I) as listed in the GOES-R program 

requirements document [9].  The benefits from the development and eventual deployment 

of the instrument are evident to both the community and the administration. 

In 2007, the National Research Council (NRC) released the decadal survey 

regarding Earth science and applications from space [10].  The Precipitation and All-

Weather Temperature and Humidity (PATH) mission is recommended for launch in the 

2016-2020 time frame.  Figure 1.2 summarizes the measurements made and the utility to 

the scientific community. 

 
Figure 1.2: PATH Mission Measurements and Implications [10] 

 
The lack of a MW sensor on GOES platforms has been primarily due to 

technological barriers associated with the antenna and the momentum compensation.  

Due to the orbit altitude, 5 times larger than POES, mounting an antenna of sufficient 
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size and weight to provide the desired spatial resolution is challenging, even with today’s 

technology.  Two distinct solutions to the problem have been proposed for next 

generation GOES platforms - a scanning real aperture [11] and an interferometric 

synthetic aperture [12].  In the specifications generated by the NRC for the PATH 

mission, the instrument technology recommended is a microwave array spectrometer. 

The development of the geosynchronous interferometric synthetic aperture 

radiometer is the subject of this thesis.  The more technologically mature real aperture 

solution is only discussed briefly in section 1.5.  The following sections (1.2 – 1.4) trace 

the signal path from generation to theory of measurement as it would pertain to the real 

aperture solution.   

1.2 THERMAL EMISSION 

Radiometric measurements are passive measurements that rely solely on the 

inherent thermal radiation and absorption of the constituents to be measured.  All objects 

that have a kinetic temperature larger then absolute zero (0 K) vibrate or spin at the 

microwave frequencies, which generates electromagnetic radiation that is referred to as 

thermal emission.  The spectrum of the thermal emission depends on the molecular and 

atomic structure of the constituent.  A useful concept for the following discussions is that 

of a black body – defined as a hypothetical material that absorbs all incident radiation 

while reflecting none. 

The spectrum and magnitude of emission of a theoretical black body is described 

by Planck’s Law [13] 
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The radiation from an ideal black body at a given frequency (or wavelength) is only 

dependent on its temperature.   

Figure 1.3 shows the black body spectral brightness plotted in logarithmic scales 

for two temperatures of interest - 300 K, approximately room temperature and 6000 K, 

approximately the temperature of the sun.  These curves are unique and do not overlap. 
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Figure 1.3: Spectral Brightness of a Blackbody at 300 K and 6000 K 
 

The Rayleigh-Jeans Law, an approximation valid when kThf / << 1, is used to 

simplify (1.1).  Two expressions are given – the spectral brightness in terms of the 

frequency or the wavelength 

TckBT
c

kfB f 52

2 2,2
λλ ==  (1.2)

⎟
⎠
⎞

⎜
⎝
⎛

−
=

1
12

/2

3

kThff ec
hfB  (1.1)

Where 
Bf = Black body Spectral Brightness [W m-2 sr-1 Hz-1] 
h = Planck’s constant (= 6.63x10-34) [J s] 
f = Frequency [Hz] 
k = Boltzmann’s constant (= 1.38x10-23) [J K-1]  
T = Absolute temperature [K] 
c = Speed of light (= 3x108) [m s-1] 
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It can be seen that when the Rayleigh-Jeans Law is valid, the spectral brightness at 

a particular frequency or wavelength, is linearly dependent on temperature.  At 300 K, 

the Rayleigh-Jeans approximation is valid up to 117 GHz with less than  1% error.  Even 

at 300 GHz, the deviation from Planck’s Law is only 3% [14].  The expression in (1.2) is 

total radiation for a completely unpolarized source.  If measurements are made in either 

the vertical or horizontal polarization, the magnitude is halved 

TckBT
c

kfB PPf 5,2

2

, ,
λλ ==  (1.3)

 
where the subscript P indicates a polarized measurement. 

Suppose we are to measure this emission using an antenna.  The nominal case is 

that of an antenna placed in a black body enclosure held at a known temperature [14, 15].  

The total measured power is no longer a function of the antenna pattern.  Instead, (1.3) 

reduces to the following simplified expression  

 
(1.4) is only dependent on the physical temperature and bandwidth measured. 

This is analogous to the relationship between the thermal noise power and 

temperature of a resistor placed in the same enclosure at equilibrium, as measured by 

Johnson [16] and derived by Nyquist [17].  Equation (1.4), which gives a direct linear 

relationship between the radiated power and the temperature of an object, is the basis of 

microwave radiometric measurements. 

Hence, if we are able to measure the radiation emitted from an object, we can gain 

insight into its temperature.  However, most objects in the real world do not approximate 

fkTP Δ=  (1.4)
Where 

P = Power [W] 
fΔ  = Bandwidth [Hz] 
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black bodies, and tend to reflect and scatter radiation in addition to partially absorbing it, 

as opposed to an ideal black body that only absorbs.  The blackbody equivalent 

radiometric temperature, defined as the temperature of the object if it emitted radiation as 

an ideal black body, is often referred to as the brightness temperature (TB) and is related 

to the physical temperature by a quantity called emissivity, ε   

TTB ε=  (1.5)
 
Emissivity is valued between 0 and 1, as TB can be at a maximum the physical 

temperature.  Microwave radiometers are calibrated to report the quantity TB. 

1.3 MICROWAVE RADIOMETERS 

Natural emission is often very small in magnitude and specialized equipment is 

required to detect the signal.  A radiometer is an instrument capable of performing these 

measurements.  Most are familiar with the operation of the ubiquitous radio, a device that 

is able to receive broadcast radio waves and convert the signal into music.  A radiometer 

performs a similar function, receiving instead the emission from natural objects and 

converting the signal into a TB that scientists can interpret.  Figure 1.4 shows the basic 

components of a radiometer system.  After the signal has been captured by the antenna, 

amplifiers are required as the signal levels to be measured are very small.  It is very 

common for there to be more than two amplification stages as shown.  The filters select 

the particular frequency range to be measured, dependent on the geophysical parameter 

that is to be investigated. 
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Figure 1.4: Typical Total Power Radiometer System 
 

The system shown uses a square law detector that converts the output from the 

pre-detector stages into a voltage that is a measure of the power received.  From (1.4), we 

know that the output power level is proportional to the temperature, which leads to the 

following expression 

 
The total system brightness temperature (Tsys) is composed of contributions from the 

measurement system (TR) and the antenna (TA). 

The sensitivity of the total power radiometer is obtained when we equate the noise 

in the detector measurement to the equivalent change in signal power [18, 19].  

Radiometer sensitivity is also known as the noise equivalent delta temperature (NEΔT) 

and can be calculated using 

 

RAsyssysOUT TTTTV +=∝ ,  (1.6)
Where 

VOUT = Output of the detector [V] 
Tsys = System Brightness Temperature [K] 
TA = Antenna Brightness Temperature [K] 
TR = Receiver Brightness Temperature [K] 

f
TT

f

T
T RAsys

Δ

+
=

Δ
=Δ

ττ
 (1.7)

Where 
TΔ  = NEΔT [K] 

τ  = Integration Time [s] 
fΔ  = Pre-detector Bandwidth [Hz] 
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This relationship has been shown to be valid for linear detectors if the deflection levels 

are small [19].  This essentially gives us a signal to noise ratio (SNR) of 1, though often a 

higher SNR is used to unambiguously resolve a signal.  This parameter is one of the key 

performance indicators of a radiometer. 

Equation (1.7) is introduced as a building block for further discussion.  This 

relationship does not hold for an interferometric radiometer.   A discussion of the 

sensitivity for interferometers and its impact on synthesized images can be found in 

Chapter 2. 

1.4 RADIOMETRIC ATMOSPHERIC SOUNDINGS 

Radiometric measurements rely on the inherent thermal radiation of the constituent 

to be measured as explained previously.  In reality, the emission measured is also a 

function of the abundance or concentration of the constituent.  Ideally, the response of the 

constituent would be orders of magnitude higher than that of the other components in the 

measurement pixel so that it may be easily resolved.  In practice, this is rarely the case 

and solving simultaneously for multiple constituents is often necessary.  Selecting the 

proper frequency of observation is integral to the success of the instrument.  The 

following outlines the rationale for atmospheric soundings. 

The relationship between absorption and emissivity is known as Kirchhoff’s Law 

of Thermal Radiation and states that at thermal equilibrium, the emissivity of a body 

equals its absorptivity.  Within the microwave region, absorption (and consequently 

emission) in the atmosphere can be broadly categorized as primarily due to two different 

constituents – gaseous oxygen and gaseous/liquid water.   
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Due to the well mixed nature of gaseous oxygen, whose fractional concentration is 

independent of altitude in the lower and middle atmosphere, it is possible to indirectly 

measure the atmospheric temperature from the response due to oxygen.  For water vapor 

and liquid measurements, the vertical structure and concentration varies significantly, so 

generally only integrated quantities can be accurately retrieved.  Figure 1.5 shows the 

variation in total atmospheric attenuation with frequency for a U.S. standard atmosphere 

[14] due to oxygen only compared to that with both oxygen and water vapor.  From this, 

measurements of atmospheric temperature can be made at the lower wing of the 60 GHz 

oxygen line and water vapor at 183 GHz.  Note that the 118 GHz oxygen line might also 

be used.  However the response at 60 GHz is larger and so is better able to sense the 

emission at very high altitudes where the oxygen concentration is lowest. 
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Figure 1.5: Atmospheric Attenuation Due to Gaseous Oxygen and Water Vapor 
 

Current low earth orbiting satellite instruments that perform 60 and 183 GHz 

profiler measurements are the Advanced Microwave Sounding Unit (AMSU) [20] and 

Special Sensor Microwave/Temperature (SSM-T) [21].  The existing retrieval algorithms 
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provide excellent heritage and can be used as a starting point for the GOES versions 

reducing the development work required. 

A major difference between measurements with GOES and POES is the extent of 

Earth incidence angles (EIAs) that are measured.  The EIA is defined as the angle from 

vertical at the Earth surface location to the satellite and the extent is the maximum EIA.  

Typical satellite radiometers do not perform measurements beyond a 600 EIA, where the 

atmospheric path is approximately twice that of nadir.  For example, both AMSU and 

SSMT are cross-track scanners with a maximum EIA of 57.60 and 49.50 respectively.  A 

GOES sounder will measure all incidence angles from 00 to 900 at the Earth limb.  In 

general, a larger EIA increases the peak height of the temperature weighting function and 

also its width [22]. 

The usability of the large incident angle measurements must be determined as it has 

significant impact on the instrument design.  The impact on the instrument design will be 

discussed in Chapter 2 and an evaluation of the retrieval performance at large EIA will be 

given in Chapter 4. 

1.5 SCANNING REAL APERTURE DESIGN 

An instrument capable of performing measurements from GEO is the 

Geosynchronous Microwave (GEM) Sounder [11].  Utilizing a traditional real aperture 

antenna, the size requirements were reduced by simply using combinations of higher 

frequencies (shorter wavelengths) that have similar radiometric characteristics (e.g. 

utilizing the 118 or 424 GHz oxygen absorption lines as opposed to the 60 GHz one). 
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In order to generate an image, the antenna is physically scanned across the earth 

disc.  Simulations of the performance of a GEM-type instrument have been performed 

[23].  Currently, the baseline instrument utilizes a micro scanned filled aperture antenna 

which minimizes the momentum impact by using a small rapidly tilting/translating 

subreflector in a Cassegrain configuration.  Details about the current design options for 

the instrument are available [24].  Figure 1.6 shows a possible configuration of the 

instrument mounted on a GOES platform.  Key components have been annotated. 

 

 
Figure 1.6: Annotated Mechanical Drawing of the Proposed GEM Sounder [25]  
 

The major advantages of a real aperture type sounder - the instrument simplicity, 

lower cost and heritage - make it particularly attractive for selection at present.  The 

major drawbacks to the system are: 1) the use of non-standard sub-millimeter emission 

lines rather than the traditional 60 and 183 GHz lines used in LEO, with less well 

understood performance; and 2) the impact of the mechanical scanning on the spacecraft 

itself, the other spacecraft instruments, mechanical reliability and the instrument lifetime. 
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1.6 INTERFEROMETRIC SYNTHETIC APERTURE HERITAGE 

An alternative to the filled aperture, interferometric arrays have been utilized in 

radio-astronomy for several decades [15, 26].  From the early Michelson interferometer 

to current instruments such as the Very Large Array (VLA) in New Mexico, the 

technology is ever maturing and evolving [27, 28].  The use of Synthetic Thinned 

Aperture Radiometry (STAR) specifically for earth science was first proposed by Ruf et 

al. [29] at the University of Massachusetts Amherst (UMASS) and implemented in the 

form of the Electronically Scanned Thinned Array Radiometer (ESTAR) [30].  This L-

Band five element one-dimensional (1-D) push-broom instrument demonstrated the 

promise of this type of imager at 1.4 GHz [31], and provided the first calibrated images 

performed by a STAR.   

Figure 1.7 shows the original ESTAR configuration with the eight elemental 

‘spacings’, derived from the five elements, called out explicitly. 

 
 

Figure 1.7: Original ESTAR Block Diagram [32] 
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Since then, other 1-D airborne instruments have followed suit including the 

Lightweight Rainfall Radiometer (LRR) [33] and the proposed Hurricane Imaging 

Radiometer (HIRAD) [34] currently under development.  Figure 1.8 shows an image 

generated from LRR over the northern coast of California.  The inset shows a video 

camera image that has been approximately co-located spatially.  Clouds can be seen in 

the image towards the south.  The MW imager allows for imaging through these clouds 

as clearly demonstrated.  Both of these instruments are push-broom imagers taking 

advantage of the flight path of the aircraft to generate the image.  This differs from cross-

track scanning radiometers as all the pixels in a single image swath are generated 

simultaneously. 

 
Figure 1.8: LRR Brightness Image with Overlay from Video Camera Image 
Note that the Brightness Image is Available Even in the Presence of Clouds 
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The European Space Agency’s (ESA) planned launch of the Soil Moisture and 

Ocean Salinity (SMOS) mission in early 2009 will be the first polarimetric two-

dimensional (2-D) STAR radiometer in space.  The primary instrument on the satellite 

will be the Microwave Imaging Radiometer with Aperture Synthesis (MIRAS).  The 

development of the instrument has contributed greatly to the understanding of the 

technology [35], particularly in the areas of calibration and image synthesis.  In addition, 

two different 2-D airborne instruments were developed to aid in the instrument design 

and calibration strategies: the Helsinki University of Technology Synthetic Aperture 

Radiometer (HUT-2D) [36] and the Polytechnic University of Catalonia’s (UPC) 

Airborne MIRAS (AMIRAS) demonstrator [37]. 

Figure 1.9 is a rendition of the fully deployed satellite in orbit.  SMOS will have 69 

antenna elements and a 35 km spatial resolution at the center of the field of view.  The 

arms pictured are approximately 4.5 m in length fully deployed. 

 
Figure 1.9: SMOS Antenna Array Deployed in Orbit [38] 

 
The growing confidence in the technology and methods of Synthetic Thinned 

Aperture Radiometry is evident. 
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1.7 GEOSTATIONARY SYNTHETIC THINNED APERTURE RADIOMETER 

A candidate design for an interferometric synthetic aperture instrument that 

provides the required resolution and noise stability for soundings from GOES is the 

Geostationary Synthetic Thinned Aperture Radiometer (GeoSTAR) [39].  GeoSTAR will 

operate in two different frequency bands: 50 GHz and 180 GHz for temperature 

soundings and precipitation measurements, respectively.  These frequencies are on the 

wings of the oxygen and water vapor bands.  The STAR configuration allows for 

resolution at nadir on the order of 50 km at 50 GHz and 25 km at 180 GHz.  To achieve 

the required resolution, the array requires a significant number of receiver elements.  At 

50 GHz, approximately 100 receiver elements per arm are required for a total of 300 

receiver elements.  For the 180 GHz array, double the number of elements is required for 

a total of 600 receiver elements. 

 
Figure 1.10: Rendition of an Early GeoSTAR Configuration as Integrated with the GOES Platform 
Courtesy of Ball Aerospace 
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Figure 1.10 shows an early configuration concept for GeoSTAR on a GOES 

spacecraft.  The antenna configuration and layout are currently undergoing tradeoff 

analyses [40].  In particular, accommodation of the central elements is being investigated 

with particular emphasis on extra redundancy for the elements that measure the largest 

magnitude signals at the shortest inter-element spacings. 

With the large number of antenna elements, the number of correlations required 

increases significantly.  For both arrays, more than 200,000 correlations need to be 

calculated.  Power and mass requirements cannot presently be met with the current 

technology.  Given the pace of development, a roadmap exists for these requirements to 

be met for integration on future GOES platforms.  Chapter 2 outlines the specifics of the 

GeoSTAR design and the theoretical basis for several of the design parameters. 

To assess other issues, notably calibration and image synthesis, a demonstrator 

system was funded under the NASA Instrument Incubator Program (IIP).  The reduced 

scope laboratory instrument has provided very promising initial results [41] and 

shepherds the technology through its risk reduction paces.  Chapter 3 and 4 discuss some 

of the experiments performed with the demonstrator system and the results as they 

pertain to instrument performance, retrieval methods and atmospheric soundings. 

1.8 THESIS STRUCTURE 

The theoretical background of interferometric radiometry is discussed in Chapter 2 

as an aid to understanding of the design trade spaces available to meet the requirements 
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of GeoSTAR.  The development of the demonstrator instrument will be discussed in 

detail, as well as the initial contributions made during development. 

The calibration methodology and first measurements made with the instrument in 

an anechoic chamber are presented in Chapter 3.  Traditional calibration with two known 

loads is discussed and a comparison between results of measurements made using the 

correlators and the totalizers is presented.  The results from the chamber measurements 

indicate that the errors observed can be related closely to the physical pointing errors and 

are within the proposed error budget. 

Chapter 4 presents the results of a full system test of GOES like imaging using the 

demonstrator.  A disk shaped calibration target is placed in the near-field of the 

instrument and the imaging capabilities are verified.  Differential imaging techniques are 

evaluated and the instrument stability is determined. 

A high resolution full disk Earth model has been developed and is described in 

Chapter 5.  The model provides the first accurate representation of the high spatial 

frequency magnitudes to be expected from GEO images in the microwave spectrum.  The 

model utilizes existing high quality datasets and geophysical models in concert with a 

radiative transfer model to determine the true angular distribution of the top of 

atmosphere brightness temperatures expected for the 50 GHz channels. 

Chapter 6 outlines a reduced instrument simulator that is generated to evaluate the 

images generated by the full disk model.  In addition to the inherent information content 

available to be measured, the instrument simulator is also used to evaluate different 

retrieval methods, especially those that mitigate the known effects of the Gibbs 

phenomena. 
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Chapter 7 summarizes the contributions of my work and makes suggestions for 

future research topics. 
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2. GEOSTAR INSTRUMENT DESIGN AND DEVELOPMENT 

2.1 INTERFEROMETRIC RADIOMETRY THEORY 

A basic spatial interferometer system consists of two receivers that view the same 

scene through two antennas.  The signals received by these two different receiving 

systems are cross-correlated to produce the visibility function, a measure of a spatial 

Fourier component of the brightness image given the particular physical spacing between 

antennas, or baseline.  Figure 2.1 shows the typical configuration of a two element array 

as configured for space-borne application as proposed by Ruf et al. [29].   

 
Figure 2.1: Two-Dimensional Earth Viewing Interferometer [29] 
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A single pair of antennas will produce only a single baseline, the current example 

having physical spacing (Dx,Dy).  Multiple baseline measurements are required before the 

visibilities can be transformed back into the original scene.  Baseline measurements are in 

the antenna plane, where z = 0.  The angles defined in Figure 2.1 are borrowed from the 

spherical coordinate system, where θ is the polar or ‘zenith’ angle (though in this case we 

are downward looking) and φ is the azimuthal angle. 

2.1.1 FROM BRIGHTNESS TEMPERATURES TO VISIBILITIES 

The relationship between the TB image and the Visibility function is explicitly 

defined by [42] 

 
Equation (2.1) is only valid for the cross-correlation terms, i.e. where ji ≠ .  The 

formulation differs from those in the past due to the inclusion of the effects of receiver 

correlation as found by Corbella et al. [28].  The resulting visibility is a function of the 
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receiver pair used and the polarization of the receivers, denoted by the superscripts p and 

q.   

The full expression (2.1) can be reduced significantly by making several reasonable 

assumptions.  If we assume that the antennas are identical in performance, and that the 

spatial de-correlation effects are negligible ( 1~ ≈ijr ) equation (2.1) reduces to  
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It is convenient here to introduce the concept of the modified brightness temperature 

(TMB) as defined by [43] 
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By substituting (2.3) into (1.3) we arrive at a more familiar form of the visibility 
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It is evident in (2.4) that visibility is related to the brightness temperature map by the 

Fourier transform (and vice versa), a form similar to that originally derived by Bracewell 

and Roberts [44], though performed by them in one dimension. 

2.1.2 ANTENNA ARRAY CONFIGURATION 

In order to sample the visibility domain, many different physical spacings between 

antennas are required.  Early instruments used a single pair of antennas and mechanically 

moved them in order to sample the visibility domain.  This method, though time 

consuming, is still practiced during the development of instruments, to verify the 

measurement concept and subsystem performance.  A more practical configuration is to 

have an array of antennas that provide the different physical spacings simultaneously.  
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For the one dimensional (1-D) case, the distribution of the antenna elements allows for 

significant ‘thinning’ of the array – where a smaller number of antenna elements can be 

used to generate a significantly larger number of unique baselines [45, 46].   

Figure 2.2 shows an optimal configuration for 5 antenna elements.  If we define the 

smallest wavelength spacing between any antenna elements as λd , then the maximum 

distance between any two antenna elements is 9 λd .  In this optimal configuration, all the 

spacings from 1 to 9 are available pairing different antennas.  The array has been 

‘thinned’ from 10 elements to 5, while still being capable of measuring all the baselines 

up to 9.  In addition, a redundant measurement of the 3 λd  baseline can also be made. 
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λd  
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Figure 2.2: Optimal Configuration for a 1-D 5 Element Antenna Array 
 

Various configurations have been recommended for two-dimensional (2-D) 

aperture arrays.  With the introduction of the second dimension, the sampling in the 

visibility domain is also characterized by a sampling scheme, most commonly either 

rectangular or hexagonal.  Borrowing from the terminology of radio astronomy, the 

physical shape of the array is often named after the geometric shape or the character of 

the alphabet that is similar to the array when viewed from above in a planar fashion.  For 
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rectangular sampling in the visibility domain, three configurations are common, the cross 

(‘+’), the ‘T’ and the ‘U’ [27].  For hexagonal sampling, the ‘Y’ and the triangle arrays 

are popular. 

The hexagonal sampling scheme has a distinct advantage compared to the 

rectangular in that it achieves the same spatial resolution with fewer elements.  When 

phased array elements are arranged in a triangular pattern (where the hexagonal shape is 

inherent), Sharp [47] found that the number of elements required was 13.4% less than the 

rectangular case assuming a circular band-limited waveform.  A simple way of 

visualizing this concept in the visibility domain is shown in Figure 2.3 where the axes 

represent the spatial frequency in terms of wavelength. 

V V

U U

 
Figure 2.3: A Circular Band Region Embedded in a Square (left) and a Hexagon (right) [48] 
 

Comparing the two images, the area required to encompass the circle is more 

efficiently performed by the hexagon (right), resulting in less wastage in the corners of 

the square (left).  This efficient scheme is apparent in nature in the honeycombs of bees.  

The area required by a hexagon to encompass a circle of equivalent radius is 0.866 that of 

a square resulting in the 13.4% savings. 
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The other difference between the sampling schemes is in the generation of 

redundant visibility samples.  Rectangular schemes tend to generate more redundant 

visibilities given the same number of elements.  While redundant visibilities are 

especially important at the center of the domain (low frequency content contains the 

majority of image power), redundancies at the larger baselines are often unused.  As 

some baseline redundancies are valuable, this cannot be construed as a wholly negative 

aspect of the rectangular scheme.    

A hexagonal scheme is favored in most applications primarily due to the more 

efficient sampling in the visibility domain.  In a traditional ‘Y’ array, the array is defined 

by a single number, the number of elements ( ELN ) a single arm contains excluding the 

central element.  The total number of antenna elements within a ‘Y’ array is given by  

 
where the ‘+1’ represents the central element.  The number of complex visibilities ( CN ) 

that can be measured is a function of the combination of pairs of antennas between and 

within the three arms, as given by 

 
The Fourier transform of real signals are known to be Hermitian, which means that 

each visibility has a conjugate in the other half-space, i.e. ( ) ( )vuVvuV ,*, =−− .  With 

this relationship, and adding in the power (self-correlation or DC), measurement we 

arrive at the final expression for total number of visibilities ( )N  

13 += ELT NN  (2.5)
Where 

NT = Total Number Antenna Elements [#] 
NEL = Number of Elements in an Arm [#] 

ELELC NNN 33 2 +=  (2.6)
Where 

NV = Total Number of Unique Complex Visibilities [#] 
NEL = Number of Elements in an Arm [#] 
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This number represents the total number of complex samples in the visibility domain 

(including the Hermitian conjugates) or the total number of real and imaginary visibility 

components measured, inclusive of the DC component [43]. 

The number of elements in the arms directly relates to the number of visibilities 

measured and the coverage in the visibility domain.  From Figure 2.3, increasing the 

number of elements increases the area covered by the hexagon, and the maximum radius 

of the circle that may be inscribed.   

2.1.3 IMAGE PIXEL RESOLUTION 

The extent of coverage in the visibility domain is directly related to the pixel 

resolution.  The distance from the origin defines the maximum spatial frequency 

measured which is related to the maximum physical spacing of the antennas.  For a 1-D 

linear array, the relationship can be found approximately using the array factor and 

finding the angular extent between the nulls [29].  Define λd  explicitly to be the smallest 

distance between any two elements in units of wavelength ( )λλ Dd =  and max,λd  as the 

maximum spacing in units of wavelength.  For typical arrays, where it is optimum to 

have the elements spaced in units of λd  (see Figure 2.2), it is common to express 

λλ ndd =max, , where n is the largest integer separation.  In the example shown in Figure 

2.2, 9=n .  The resolution of the linear array is then approximated by the following 

relationship 

( ) 1332 2 ++= ELEL NNN  (2.7)
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For n >> 10, (2.8) can be simplified to  

 
The derivation for the 2-D case is similar and the result for the rectangular array is 

well approximated by (2.9) if the sampling is regular and the largest separation is equal in 

both dimensions of the array.  For the hexagonally sampled case, it is necessary to 

account for the differences in the geometry to the sampling.  Bara et al. [49] investigated 

this and found a similar expression that could be used based only on the maximum 

separation in the spatial frequency domain [50]   

 
This expression was established by numerical simulation for SMOS, and not derived 

analytically.  Note that in this case, the largest separation is defined in terms of a Y-array 

arm length, armd ,λ .  Figure 2.4 shows the relationship between the maximum spatial 

frequency sampling distance and that determined by sampling only within a single arm.  

maxUΔ  is 3230cos4 0 =  larger than the sampling within a single arm, λdNEL . 
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Where 
θΔ  = Angular Resolution [rad] 
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Where 
HexθΔ  = Hexagonal Sampling Angular Resolution [rad] 

maxUΔ  = Maximum Distance Between Spatial Frequency Points in Wavelengths 

armd ,λ
 = λdN EL
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Figure 2.4: Spatial Frequency Sampling Area as Defined by a Regular Hexagon and the Associated 
Hexagon Side Lengths 

2.1.4 FIELD OF VIEW 

A note of nomenclature: the field of view (FOV) here is defined as the 

reconstructed image field of view from nadir.  In a traditional total power radiometer with 

a very narrow beam antenna pattern, the FOV is effectively defined by the maximum 

physical scanning angle of the antenna, with each measurement representing a different 

pixel in the image.  This differs significantly in a synthetic aperture radiometer.  The 

antenna array performs the measurements in the visibility domain, effectively sampling 

the spatial frequency components instantaneously in the half-space viewed by the array 

(the +z direction in Figure 2.1).  When sampling in the visibility domain, much like in the 

time domain, there is a sampling criterion that must be met to prevent aliasing. 

The Nyquist-Shannon Sampling Theorem [51, 52] states that the sampling rate 

must be twice the highest frequency component to be measured.  With spatial 

frequencies, the visibility sampling rate determines the highest spatial frequency that can 
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be recovered.  Failure to achieve the sampling criterion will result in aliasing in the 

visibilities – where the measurements become functions of many sources and 

unresolvable.  To satisfy Nyquist, the visibilities must be sampled every 2/λ , which 

results in 2/1=λd . 

If the wavelength spacing between the antennas is larger than 2/λ , aliasing occurs 

in the form of a second antenna main beam that appears in the fringes [53].  For radio 

astronomy application, the FOV is approximated by  

 
which gives the maximum angular extent between the main beam and the fringe [15].   

This extent is applicable when the source extent is limited, and the background TBs 

are known, small and constant.  However, in the case of an extended source, aliases are 

significant and difficult to remove at the edges of the FOV.  The unambiguous field of 

view (UFOV) is defined as the region within which there are is no aliasing present.  The 

limits of this region can be calculated using the following 

 
and (2.12) is valid to 1=λd .  Past this limit, aliases are always present in the 

reconstructed image.  The difference between (2.11) and (2.12) is best illustrated by 

Figure 1.4, where the impact of the aliases and the limit of each image can be easily seen 

in the one dimensional case. 

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
= −

λ

θ
dFOV 2
1sin 1  (2.11)

Where 
FOVθ  = Maximum Off-Nadir Field of View [rad] 
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⎞
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⎝

⎛
−= − 11sin 1

λ

θ
dUFOV , for 15.0 ≤≤ λd  (2.12)

Where 
UFOVθ  = Off-Nadir Unambiguous Field of View Extent [rad] 
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Figure 2.5: Diagram Illustrating the Difference Between the Radio Astronomy FOV and the UFOV 

 

For the hexagonal sampling case, aliases occur periodically every 
λd

1
3

2  along 

three axes separated by 1200 [41, 43] in the image domain (represented in direction 

cosines).  For the UFOV, where there are no aliases in the image, the maximum spacing 

is given by 

 
Note that for the hexagonal sampling, the Nyquist limit is 58.0

3
1 =  and not 0.5.  Past 

this limit, there is no UFOV and aliases are present during any measurement, similar to 

the 1-D formulation.  Figure 2.6 shows the aliases generated in the image domain given 

various minimum antenna spacing, λd .  The edges of the aliased images are represented 

by the dashed circles.  In the direction cosine coordinates, a unit circle at the origin 

represents the full half space FOV.  Figure 2.6a shows the Nyquist case where within the 

unit circle there are no aliases present.  Figure 2.6b, where 89.0=λd  (the SMOS antenna 

3
2

, =MaxUFOVdλ  (2.13)
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spacing), is between Nyquist and the limit for the UFOV given by (2.13).  The UFOV is 

shown as the hexagonal region in the center surrounded by the dashed lines.    Figure 2.6c 

represents the limit of the UFOV where sampling in the unit circle will have no aliases.  

Figure 2.6d shows that past the UFOV limit, the alias centers appear within the unit 

circle.  The different regions will have aliases based on the overlap. 

 
Figure 2.6: Hexagonal Sampling Showing the 6 Closest Aliases Given Various Values of Dλ (a) 
Nyquist Spacing (b) SMOS Spacing with Reduced UFOV (c) Maximum Spacing where UFOV 
Reduces to Zero (d) Aliases Within the Unit Circle, No UFOV 
 

For the GeoSTAR instrument, where the Earth disk fills only a 17.20 beam, and 

considering the fact that the cold sky background is constant and small (~2.7 K), image 

aliases of the cold sky region can be tolerated.  Figure 2.7 demonstrates this with images 

of an actual Earth disk as viewed from GEO with spacing close to the limit where the 
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disks would overlap.  In this case, with a constant known background, the FOV is defined 

by the areas of the central Earth disk that do not overlap with any of the Earth disk 

aliases.  This formulation is closer to the radio astronomy case, with an extended source. 
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Figure 2.7: Hexagonal Sampling Image Aliases Showing the Limit of the Earth Disk 
 

Past the UFOV limit, the FOV - assuming that the background levels are small and 

known and given a fixed Earth disk extent - can be represented by 

 
Equation (2.14) represents the nominal case represented by Figure 2.7 where the multiple 

Earth disk image aliases do not overlap with the original.  If there are overlaps from the 
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Where 
HexFOV _θ  = Off-Nadir Field of View Extent Hexagonal Sampling [rad] 

EarthFOV _θ  = Off-Nadir Earth Disk Extent [rad] 
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Earth disk, then the field of view is reduced even further by discarding the overlapping 

areas.  The FOV can then be calculated using (2.15). 

2.1.5 RECONSTRUCTED IMAGE ERRORS 

The errors in visibilities can be related to the TB image error using the unitary 

property of the Fourier transform, otherwise known as Parseval’s Theorem.  The root 

sum square (RSS) of the elements in the visibility domain equals the root mean square 

(RMS) of the pixels in the image domain [41].  If we are able to properly characterize the 

errors in the visibility measurements, we can then estimate the total RMS error in the 

image.   

Contributors to the error in the visibility, and eventually the retrieved pixel, can be 

broadly divided into three components – antenna gain errors, visibility gain errors and 

visibility additive errors – as follows 

 
Gain errors are typically expressed as a fraction of the toal gain and additive errors 

are expressed in units of Kelvins [K].  The expression for the error in a single pixel 

( ) VT ΔΔ ηξ ,  due to visibility errors is then given by [41] 

 

( ) ( ) ( ) 22 ,,, VAnt TTT ΔΔ Δ+Δ=Δ ηξηξηξ  (2.16)
Where 

( )ηξ ,TΔ  = Retrieved Pixel Error [K] 
( ) AntT ΔΔ ηξ ,  = Pixel Error Due to Antenna Errors [K] 
( ) VT ΔΔ ηξ ,  = Pixel Error Due to Visibility Errors [K] 
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Where 
UA  = Field of View Area 

N  = Number of Complex Visibilities Including Hermetian Conjugates (2.7) 



 35 

The external factor UA  accounts for the field of view area due to the sampling 

which is a constant with a given array.  Even when the antennas are considered identical, 

a weighting is apparent from the pixel position in the visibility space.  The antenna 

pattern generally peaks at the center and rolls-off from nadir.  As such the pixel error is 

smaller in the center of the image space and increases away from the center.  In most 

cases, it is sufficient to use a constant to represent the effect of the antenna pattern. 

The error term, ( ) ( )2Im
2

Re ,, kkkk vuVvuV Δ+Δ , represents the errors in the real and 

imaginary components of the visibility, respectively, which are a combination of both the 

gain and additive errors.  This will be discussed in the next section.  The key property of 

expression (2.17) is that the error in every visibility measurement contributes to the error 

in each image pixel. 

For the antenna gain errors, the pixel errors are highly dependent on the magnitude 

of the measured visibilities, as can be seen in 

 
A larger visibility magnitude contributes more to the image pixel error.  In general, the 

magnitude of the visibilities is highest in the center of the visibility domain and decreases 

very quickly as a function of the distance from the center. 

The DC component in visibility space has the largest magnitude, often orders of 

magnitude larger than the other components, and as such requires the most stringent gain 

stability requirements.  As this specification is difficult to achieve for the entire array, the 

total power measurement is often performed with the same physical antenna but with 

( ) ( ) ( )∑
=

Δ +≈Δ
N

k
kkkkAntkAnt vuVvuVT
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2
Im

2
Re, ,,, ηηξ  (2.18)

Where 
Antk ,η  = Antenna Gain Error ( )AntkAntk GG ,,Δ   
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special gain-stabilized receivers.  In the case of SMOS, this measurement is performed by 

three separate noise injection radiometers (NIR) that are not part of the interferometric 

array [54]. 

2.1.6 VISIBILITY SENSITIVITY 

The sensitivity of a traditional total power radiometer is outlined in Section 1.3.  

An excellent discussion of the sensitivity of various other receiver configurations is given 

by Tiuri [18, 55].  For a correlating radiometer, the expression for sensitivity must be 

modified, primarily because the signals being correlated are a function of two physically 

different receiver systems.  The full expression was derived by Ruf et al. [29] and 

represents the general scene dependent case with no underlying assumptions 

 
The results are given for a complex correlator in which the visibility is measured in terms 

of the real and imaginary components (in-phase and quadrature) and represent the 

additive portion of the visibility uncertainty. 

For most typical images, the visibility components are often orders of magnitude 

smaller than the receiver or antenna brightness, except for the central-most visibilities.  If 
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Where 
( )vuV a ,Re_Δ  = Sensitivity in the Real Component of Visibility (Additive) [K] 
( )vuV a ,Im_Δ  = Sensitivity in the Imaginary Component of Visibility (Additive) [K] 
( )vuV ,2

Re
 = Real Visibility Components Squared [K2] 

( )vuV ,2
Im  = Imaginary Visibility Components Squared [K2] 

RjRi TT ,  = Receiver Noise Temperature, Subscript Denotes Different Receivers [K] 

AjAi TT ,  = Scene Brightness Temperature as Measured by the Different Antennas [K] 
B = Pre-detector Bandwidth [Hz] 
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we also assume that the receivers and antennas are close to identical, we can rewrite 

(2.19) as 

 
Expression (2.20) differs from the total power radiometer case by a factor of 

2
1  

as the correlations are performed with two independent sources of receiver noise, one in 

each branch of the correlating receiver pair.  With the advent of digital sampling, the 

effects of quantization must also be taken into account.  The truncation and rounding of 

values to coarse quantization levels generates additional frequency components that 

modify the signal, essentially adding quantization noise [27] .  The quantization 

efficiency is defined to account for the information lost as shown 

 
Common values of quantization efficiency are shown in Table 2.1 where β is the 

over-sampling factor.  At the lowest quantization (2-level, 1-bit), the efficiency is π
2 .  

Table 2.1: Quantization Efficiency [27] 
 

Quantization Levels ( )1=βηQ  ( )2=βηQ  
2 0.64  0.74 
3 0.81 0.89 
4 0.88 0.94 
∞ 1 1  

 
Taking into account the quantization efficiency modifies (2.20) to  
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So far the expressions have been derived assuming that there are no gain variations 

in the system.  While frequent calibration can be performed to characterize the bulk drifts 

in the system, gain errors are inherent in any practical system.  The gain error can be 

expressed by  

 
Assuming that the errors are due to different processes and considered statistically 

independent, the gain error term (2.23) can be added in a root-sum-square sense to (2.22) 

resulting in  

 
which is the full expression for the visibility error including both the additive and gain 

error terms.  In order to arrive at the final measure of the image errors, the visibility 

errors must still be combined with the antenna weighting (2.17). 

2.2 GEOSTAR REQUIREMENTS 

The GeoSTAR design was briefly discussed in Section 1.6 and will be presented 

here in detail based on the theoretical background presented in Section 2.1.  GeoSTAR is 

intended to be the functional equivalent of AMSU in GEO, having approximately the 

same spatial resolution but increased coverage and much improved temporal resolution.  
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It is then prudent to examine the AMSU performance characteristics so that we may 

derive comparable GeoSTAR requirements.  

2.2.1 AMSU 

The Advanced Microwave Sounding Unit (AMSU) consists of two sub-

instruments, AMSU-A and AMSU-B [56].  AMSU-A is a temperature sounder (T-

sounding) while AMSU-B is the humidity sounder (q-sounding).  AMSU-A has 15 

channels between 23.8 GHz and 89.0 GHz with the majority of channels at ~50 GHz for 

temperature sounding.  Table 2.2 lists the AMSU-A channels and their relevant 

parameters.  The other channels are used to correct for a variety of parameters to aid in 

the temperature profile retrieval.  The sensitivity of the channels vary, but the 

tropospheric temperature channels have NEΔT values of 0.25 K. 
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Table 2.2: AMSU-A Channel Specifications 
 
Channel 
Number 

Frequency 
[GHz] 

Nadir 
Polarization

Number of 
Sidebands 

NEΔT 
[K] Function 

1 23.8 Vertical 1 0.30 Water Vapor 
Burden 

2 31.4 Vertical 1 0.30 Water Vapor 
Burden 

3 50.3 Vertical 1 0.40 Water Vapor 
Burden 

4 52.8 Vertical 1 0.25 Water Vapor 
Burden 

5 53.596±0.115 Horizontal 2 0.25 Tropospheric 
Temperature 

6 54.4 Horizontal 1 0.25 Tropospheric 
Temperature 

7 54.94 Vertical 1 0.25 Tropospheric 
Temperature 

8 55.5 Horizontal 1 0.25 Tropospheric 
Temperature 

9 57.290 Horizontal 1 0.25 Stratospheric 
Temperature 

10 57.290±0.217 Horizontal 2 0.40 Stratospheric 
Temperature 

11 57.290±0.3222 
±0.048 Horizontal 4 0.40 Stratospheric 

Temperature 

12 57.290±0.3222 
±0.022 Horizontal 4 0.60 Stratospheric 

Temperature 

13 57.290±0.3222 
±0.010 Horizontal 4 0.80 Stratospheric 

Temperature 

14 57.290±0.3222 
±0.0045 Horizontal 4 1.20 Stratospheric 

Temperature 

15 89.0 Vertical 1 0.50 Stratospheric 
Temperature 

 
The instrument spot beamwidth is 3.30, which translates into a ~50 km footprint at 

nadir.  This footprint increases off-nadir according to the geometry due to the EIA.  

Figure 2.8 depicts the relative footprint size with scan position.   The central 15 pixels all 

have approximately 50 km resolution. 
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Figure 2.8: AMSU-A Scanning Geometry and Resolution 
Courtesy of the Cooperative Institute for Meteorological Satellite Studies 
At the University of Wisconsin-Madison, http://cimss.ssec.wisc.edu/ 

 
AMSU-B has 5 channels from 89.0 GHz to 183.3 GHz with the majority spaced 

around the 183 GHz water vapor line.  Table 2.3 lists the AMSU-B channels and the 

relevant parameters.  Three channels are on the 183 GHz water vapor line with varying 

bandwidths.  An appropriate value that can be used for the maximum sensitivity is an 

NEΔT of 1 K.  This instrument has a narrower beamwidth of 1.10, resulting in a nadir 

resolution of 16.3 km.  A total of 90 scan positions are measured to form a single swath 

as opposed to 30 for AMSU-A. 
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Table 2.3: AMSU-B Channel Specifications 
 
Channel 
Number 

Frequency 
[GHz] 

Nadir 
Polarization

Number of 
Sidebands 

NEΔT 
[K] Function 

16 89.0±0.9 Vertical 2 0.37 Window Channel 

17 150.0±0.9 Vertical 2 0.84 Humidity 
Profiling 

18 183.31±1.00 Vertical 2 1.06 Humidity 
Profiling 

19 183.31±3.00 Vertical 2 0.70 Humidity 
Profiling 

20 183.31±7.00 Vertical 2 0.60 Humidity 
Profiling 

 

2.2.2 GEOSTAR MINIMUM REQUIREMENTS 

The GeoSTAR requirements are based on the AMSU specifications as described in 

the previous section.  As GeoSTAR utilizes a synthetic aperture, having many very 

different frequency bands is not as simple as it is with a traditional total power 

radiometer.  For a traditional scanning system, all that is required is a radiometer receiver 

back end with a single antenna that is compatible with the reflector.  For an 

interferometric array, the antennas and receivers are tuned for a single frequency band.  If 

the frequencies are significantly different, an entirely new antenna array must be 

constructed.  To this end, only two primary frequency bands are selected, the 50 GHz 

oxygen line wing and the 183 GHz water vapor line, compared to the numerous bands 

available to AMSU.  While this is a reduction in scope of the microwave instrument 

compared to AMSU, recall that GeoSTAR will operate in concert with a host of other 

instruments on the GOES platform [7, 57] that will provide for the missing data. 

Table 2.4 outlines the minimum requirements as it will relate to the interferometric 

array design.  For the temporal resolution, the upper bound is given by the NWP models 

that only generate new output fields every 3 hours.  If faster refresh rates are available, 
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investigation of more dynamic atmospheric processes are possible.  An image refresh rate 

of every half-hour is targeted. 

Table 2.4: GeoSTAR Minimum Requirements Based on AMSU 
 

Parameter ‘T’-Array ‘q’-Array 
Frequency Band [GHz] 50  183 

Number of Channels 4 3 
Nadir Spatial Resolution [km] 50 25 

Image Pixel Error [K] <1 <1  
Temporal Resolution [h] <1.5 <1.5 

 
The number of channels available effectively determines the vertical resolution of 

the profiles.  For a synthetic array the single channel dwell time is effectively multiplied 

by the number of channels to arrive at the temporal resolution.  If an instrument generates 

images every half-hour, then all channels must be measured within that time frame.  For a 

4 channel system, that is effectively 7.5 minutes per channel, including the calibration 

duty cycle.  A balance between the scientific requirements and the hardware performance 

must be made.  The requirements list the lowest number required for scientific use, if 

additional channels are available given the expected hardware capabilities, higher quality 

products can be generated. 

2.3 GEOSTAR DESIGN 

Several top level design parameters have already been determined during the 

preceding sections, notably the selection of a Y-array configuration and the two 

frequency bands of the measurements.  From the requirements in Table 2.4, the array 

parameters are derived from the theory outlined in section 2.1.  Table 2.5 summarizes the 

results for a GOES instrument optimized for an Earth disk FOV.  The length of the 

longest arm will be 2.29 m (radius of the synthetic array) and a total of ~900 antenna-
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receiver pairs will be required.  In addition, ~300 thousand correlations are necessary 

during a single measurement realization. 

Table 2.5: GeoSTAR Array Parameters for the Temperature (‘T’) and Humidity (‘q’) Arrays 
 

Parameter Design Eq. Ref. ‘T’-Array ‘q’-Array 
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 (2.10) ~100 ~200 

Maxd [m] dNd ELMax =  - 2.29 1.26 

TN  13 += ELT NN  (2.5) 301 601 
N  ( ) 1332 2 ++= ELEL NNN  (2.7) 60601 241201 

 
Achieving the spacecraft power requirements for both the receiver units and the 

correlators is a challenging task, but beyond the scope of this discussion.  This design 

merely demonstrates that it is possible to configure the array to perform the required 

measurements. 

In addition to the array design, the image retrieval parameters must also be 

determined.  If we assume that the three different components of the error (Section 2.1.5) 

are independent, an equal split of the maximum 1 K error allocates 0.58 K ( 31 ) for 

each error component.  Evaluating the image error requires many assumptions regarding 

the future system performance in terms of the receiver hardware.  The system bandwidth 

is determined by the particular frequency channel.  At 183 GHz we will use a bandwidth 

of 1 GHz.  Table 2.6 summarizes the assumptions. 
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Table 2.6: GeoSTAR Image Error Assumptions 
 

Parameter ‘T’-Array ‘q’-Array Note 
TR [K] 300 500 Receiver Temp. 
TA [K] 100 120 Antenna Temp. 

B [MHz] 200 1000  Bandwidth 
( )1=βηQ  0.64 0.64 Quantization Efficiency 
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In addition to the hardware assumptions two imaging parameters are assumed.  The 

antenna gain error, which is a function of the visibility magnitude, is found by estimating 

the mean value of the visibilities measured and set at 10-2.  This value can be refined in 

Chapter 6, once more realistic distributions of visibilities have been determined.  The 

antenna pattern weighting which varies with distance from the visibility center, is 

assumed to be a constant at 2.  This value is consistent with the demonstrator parabolic 

Potter horn at 50 GHz to be discussed in Section 2.4.2 [58, 59].   

The GeoSTAR image retrieval parameters are presented in Table 2.7 for the three 

parameters of interest – the antenna gain error Antk ,η , the visibility gain error Sysη  and the 

integration time τ . 

Table 2.7: GeoSTAR Image Retrieval Parameters Temperature (‘T’) and Humidity (‘q’) Arrays 
 
Parameter Design Eq. Ref. ‘T’-Array ‘q’-Array 
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The antenna gain error yields results of 1-2% which is achievable with proper 

antenna structural engineering and calibration.  In addition, flexing and bending of the 

array are more significant problems at the end of the array arms, where there is typically 

less support.  Furthermore, since the error is a function of the visibility magnitude which 

is smallest for the element farthest away from the center, this design specification can be 

easily met. 

The visibility gain error is a much more difficult specification to meet given the 

current assumptions.  A 1 parts-per-million (ppm) uncertainty is very difficult to meet, 

even with a well calibrated Dicke receiver.  Achieving this specification with the current 

assumptions requires a better receiver design or quantization scheme.  Recall that the gain 

error is also a function of the antenna, which we have estimated using the antenna 

constant ( )KA . 

The integration time with these nominal values does not meet the minimum 

requirements that were presented in Table 2.4, by almost a factor of 2.  Clearly the 

current nominal values for the expected design must be improved and the assumptions 

refined.  There are significant challenges that must be met before GeoSTAR can meet the 

design requirements. 

2.4 GEOSTAR DEMONSTRATOR HARDWARE 

The GeoSTAR demonstrator (GeoSTAR-D) was developed jointly at the 

University of Michigan and the Jet Propulsion Laboratories [60] under the NASA 

Instrument Incubator Program (IIP) to address the challenges faced by the full space 

borne instrument.  The reduced array will consists of a total of 24 antenna elements, 
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operate at 50 GHz and will demonstrate the measurement concept, calibration and image 

reconstruction methods, as well as provide crucial experience in dealing with the 

hardware.  The success of the demonstrator will raise the technology readiness level 

(TRL) of various components of the instrument significantly.   

Figure 2.9 shows the original system block diagram with a single receiver called 

out.  The following sub-sections highlight the key components and notable results of the 

development prior to the full integration of the demonstrator.  Not pictured in Figure 2.9 

is the Dicke radiometer used for total power measurement. 
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Figure 2.9: System Block Diagram of GeoSTAR-D Showing a Single Receiver 
Courtesy of Alan Tanner at JPL 
 

2.4.1 ANTENNA ARRAY  

The baseline antenna array selected was the Y-array configuration yielding 

hexagonal sampling in the visibility domain.  During the hardware integration, it was 

found that the physical dimensions of the receivers and antennas made it difficult to 

accommodate the central element in the array.  Tanner proposed that an offset Y-array 
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configuration be adopted, where the central element is removed.  Figure 2.10 shows the 

antenna array layout with the corresponding visibility sampling. 
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Figure 2.10: GeoSTAR Offset ‘Y’ Antenna Configuration and the Corresponding UV Sampling 

 
The offset Y-array modifies several of the theoretical formulations, notably 

reducing the total number of visibilities measured and the pixel resolution, Table 2.8.  As 

the number of elements in each arm increases, both parameters tend to original 

formulation.  Note that for the demonstrator, where 8=ELN  and is small, this reduction 

has a noticeable impact.   

Table 2.8: Offset Y-Array Design Equations 
 

Parameter Y-Array Ref. Offset Y-Array Ref. 
N  ( ) 1332 2 ++ ELEL NN  (2.7) ( ) 132 2 +ELN  (2.25) 

HexθΔ  ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛

ELNdλ

π 1
34

 (2.10) ( )⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛

− 3
1

1
34 ELNdλ

π  (2.26) 

 
The physical spacing between elements is 2.25 cm, which results in a wavelength 

element spacing 77.3=λd  at 50.3 GHz.  At the higher frequencies (55.5 GHz), the FOV 

is reduced from the slightly from ~17.60 to ~15.90.  The physical spacing also determines 
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the maximum aperture diameter of the antennas.  A larger aperture is desirable as it 

increases the gain of the antennas and the received energy from the Earth disk. 

2.4.2 ANTENNA DESIGN 

The optimum antenna design for GeoSTAR use would have a uniform gain over 

the Earth disk and be zero elsewhere to suppress the aliased signals.  A more realistic 

design would have high beam efficiency over the extent of the Earth disk with low 

sidelobe levels.  Given the physical limitations of the array configuration, two candidate 

designs fulfill these requirements - a parabolic Potter horn and a straight-taper horn.  

Both designs have a high Earth disk beam efficiency of over ~40% and low far side lobe 

levels of -30 dB.  The Gaussian shape of the antenna pattern ensures large suppression 

away from the main beam. 

An additional requirement of the antenna design is to minimize the coupling 

between the antenna elements, such that the antenna patterns area not modified by the 

structures surrounding them.  This requirement is of particular importance for the space 

borne instrument as it will allow for the theoretical model of the antennas to be used in 

place of costly full array measurements, in addition to maximizing the available aperture 

area.  The demonstrator will be invaluable in determining the effectiveness of using the 

theoretical model, as antenna range measurements are significantly simpler with a smaller 

array.  If the errors between the theoretical model and the antenna range measurements 

are within the tolerances (Approximately 1% see Table 2.7), a careful full array 

measurement becomes redundant, and only a functional test is necessary.  This reduces 

costs significantly. 
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An evaluation of the two antenna designs was performed at JPL by placing 

antennas adjacent to antenna under test and determining the perturbations in the antenna 

pattern [61].  The results of the analysis for the case where the antennas placed on both 

sides of the antenna under test indicate that the Potter horn performs best with typical 

errors on the order of 0.1% at vertical polarization.  The errors for horizontal polarization 

are slightly larger, 0.3%.  For the straight taper horn, the errors were an order of 

magnitude larger (~2%). 

 
Figure 2.11: Left – Parabolic Potter Horn (Top), Straight Taper Horn (Bottom)  Right –Antenna 
Test Setup with Two Terminated Antennas 2.25 cm to Either Side 
Courtesy of Alan Tanner at JPL  

 
Figure 2.11 shows the experimental setup with the parabolic Potter horns.  The test 

jig ensures repeatability in the seating of the neighboring antennas.  The results indicate 

that the parabolic Potter horn design is much less sensitive to scattering effects from 

adjacent elements, and as such represents the baseline antenna design for both the 

prototype and the final space borne instrument.  

2.4.3 RECEIVERS 

The monolithic microwave integrated circuit (MMIC) receivers modules were 

designed at JPL by Kangaslathi et al [62].  Across the 50 to 56 GHz frequency range the 
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noise figure (NF) of the modules vary between 3.4 dB to 4.2 dB.  The receivers perform 

double-sideband second harmonic downconversion to two IF signals in phase-quadrature 

with an output bandwidth of 100 MHz.  The gain of the receiver module is approximately 

90 dB.  The total receiver power consumption is approximately 360 mW which must be 

reduced considerably for the spaceborne version. 
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Figure 2.12: Block Diagram of the MMIC Receiver Prototype 
Courtesy of Pekka Kangaslathi at JPL 
 

During development, it was determined that the isolation between the receivers was 

insufficient for the closest elements in the array.  To suppress these levels, ferrite 

isolators are added to the two innermost elements in each arm, reducing the coupling of 

the closest 6 elements in the center of the array.  The rest of the array operates without 

the isolators as the coupling is minimal, and isolators would increase the noise figure of 

the system unnecessarily. 

2.4.4 LOCAL OSCILLATOR (LO) SYSTEM 

The local oscillator signal from 25 to 28 GHz is split three ways into a phase switch 

and buffer amplifier module (see Figure 2.9).  The phase switch periodically changes the 
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phase to four positions, 0, 45, 90 and 135 degrees, which results in phases of 0, 90, 180 

and 270 at the second harmonic RF [59].  A coupled detector with feedback controls the 

LO amplifier gain ensuring constant LO power.  The phase shifting scheme allows for the 

estimation of the correlator biases and the quadrature balance by shifting the results 

through different quadrants.  This measurement scheme performs remarkably well, 

eliminating the digitizer null offsets, and laboratory measurements match the expected 

theoretical NEΔV levels to integration times of more than 2 hours. 

2.4.5 NOISE DIODE DISTRIBUTION SYSTEM 

A common noise diode (ND) is injected into all 24 receivers as a calibration 

reference to track the system gain, phase and receiver noise drifts.  The noise diode signal 

is distributed utilizing a similar phase shifting network as the LO and was originally 

implemented to perform the quadrature balance of each correlator.  This proved to be 

redundant with the efficiency of the LO phase shifting system [41].  The injected noise 

diode signal magnitude at each receiver is approximately 5 K. 

2.4.6 DIGITAL BACK-END 

The digital back-end system is implemented in a field programmable gate array 

(FPGA).  The output from each receiver is an in-phase and quadrature signal with 

bandwidth 100 MHz.  The digital back-end was originally designed to sample at 200 

MHz to recover the full double sideband bandwidth.  However, timing problems in the 

correlator system required a relaxation of this specification.  The current sampling rate is 

110 MHz, so we do not fully utilize the available bandwidth.   

Four 1-bit correlations are performed simultaneously per receiver pair, resulting in 

II, IQ, QI and QQ measurements.  In addition to the correlations, several other 
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measurements are performed to evaluate their usefulness.  The original signal is sampled 

with full 8-bit resolution, before being reduced to 2-bits and summed to form totalizers.  

The totalizers can be used as an additional means of total power measurement. 

The nominal integration time of the system is 10 ms with a 90 % duty cycle for 

signal timing and settling.  The system allows for maximum flexibility, each 

measurement period can be configurable in terms of the center frequency and target 

(antenna or noise diode) through the means of an initialization file. 

2.4.7 HARDWARE DESIGN SUMMARY 

The hardware design of the demonstrator follows that of the eventual space borne 

instrument on a reduced scale, allowing for evaluation of the various concepts, especially 

those pertaining to instrument calibration and image retrieval.  Table 2.9 summarizes the 

various components of the design from the initial signal reception to the digital 

measurement system.  
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Table 2.9: GeoSTAR Demonstrator Hardware Design Summary 
 

Parameter Value Notes 
Array topology Offset Y-Array No central element 

D  2.25 cm Spacing unit between elements 
HexFOV _θ (2.15) 17.60 to 15.90 Frequency dependent  

ELN  8 Total of 24 elements 
N (2.25) 385 Total number of visibilities  

HexθΔ (2.26) 0.900 Image resolution 
Antenna design Parabolic Potter horn Low mutual coupling 

Receiver architecture MMIC Low power 
Receiver output In-phase and quadrature Double sideband mixer 

Receiver NF 3.4 to 4.2 dB ~315 to 475 K 
LO distribution 3-way with phase shift Used for calibration 
ND distribution 3-way with phase shift Phase shift redundant 
ND magnitude 5 K Calibration signal 
Correlations 1-bit 4 per receiver pair 

Sampling frequency 110 MHz 110 MHz bandwidth 
Fundamental 

Integration period  9 ms 90% duty cycle ~10 ms 

 
Figure 2.13 shows an image of GeoSTAR-D during integration, prior to the 

addition of the enclosure for thermal control.  The antenna array appears in the 

foreground of the image, with the offset Y-array configuration.  Note how closely the 

antennas apertures are spaced to maximize the aperture area.  Recall that low mutual 

coupling is inherent with the parabolic Potter horn design selection. 
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Figure 2.13: GeoSTAR Demonstrator Early Integration Image  
Courtesy of Steve Dinardo at JPL 
 

The mechanical support for the array ensures minimal shifting of the antenna 

elements.  The noise diode distribution network is visible behind the antennas and the 

receivers connected next in the signal path.  The digital back-end is not visible in this 

image.  GeoSTAR-D is currently equipped with the following features: 

1. Sturdy housing for fully packaged system 
2. Active temperature control system 
3. Mylar radome to protect the antennas and improve temperature stability 
4. Integrated Dicke radiometer for independent zeroth visibility 

measurements 
5. Mounting stand which allows for repeatable changes to roll, pitch and yaw   

 
The current GeoSTAR-D configuration allows for robust field application work while 

maintaining instrument stability for high quality data products. 

2.5 SUMMARY 

The theoretical basis of interferometric measurements is presented, focusing on the 

key parameters for system design.  Reasonable assumptions are used to distill the 



 56 

equations into practical usable form that can be used to quickly ascertain the full system 

design parameters.  The GeoSTAR requirements, based on the current AMSU 

specifications, is presented and used with the theoretical formulas to generate nominal 

instrument parameters.  With the current hardware assumptions, the integration time 

required exceeds the requirements, but avenues exist to improve this, namely decreasing 

the quantization error and increasing the main beam antenna gain. 

A demonstrator unit, GeoSTAR-D, is fabricated with a reduced array of 24 

elements to address the challenges posed by a full sized array.  The subsystem 

development has yielded two notable products, the parabolic Potter horn with low mutual 

coupling, and the LO phase-shifting measurement scheme that produces unparalleled 

instrument stability.  The calibration and performance of GeoSTAR-D is presented in 

Chapters 3 and 4.  
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3. GEOSTAR-D CALIBRATION AND INSTRUMENT VERIFICATION 

3.1 GEOSTAR-D CALIBRATION METHODOLOGY 

Traditional radiometers often depend on viewing known external sources as a 

means of final end-to-end instrument calibration.  A simple two-point calibration 

determines the receiver noise temperature and gain, which in turn allows for the 

derivation of the antenna brightness temperature.  A common method to track receiver 

gain variation during operation is then the deflection caused by injection of a known 

noise diode signal, or by comparison to a stable reference load plus an external cold 

source.  Inherent in a two point calibration is the fact that the radiometer is a linear 

system.  The calibration of GeoSTAR visibilities follows a similar two part framework.  

The final result of the calibration is a properly scaled visibility measurement in K.   

The system allows for visibility calibration using either the correlator or the 

totalizer measurements.  While the correlators measure the signal correlation between 

two different receivers, the totalizers measure the power received in a single receiver.  

Totalizers perform by counting the number of occurrences at each of the voltage bins, to 

determine the probability distribution function of the measurement, which is related to 

the power.  For a perfect system, the results determined from each method should be 

identical regardless of the methodology.  For a practical system, the difference in the 

results gives a measure of the non-linearity and the correlator efficiency, as will be 

demonstrated. 
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3.1.1 TWO-POINT MAGNITUDE CALIBRATION 

A standard two point calibration is used to calibrate the receivers and the noise 

diode reference magnitude.  Observations are performed of a target made of absorber 

material at two known widely separated temperatures, ambient and liquid nitrogen (~77 

K).  Injecting the noise diode creates stable deflections in the measurements, which when 

scaled by the system noise temperature can be termed as a noise diode deflection (NDD) 

ratio, represented by 

 
For known targets, we can substitute the physical temperature of the target for the 

antenna temperature as 

 
Combining the equations in (3.2), the noise diode brightness temperature can be found by 

substituting for the receiver noise temperature using (3.3) 

 
The corresponding receiver noise temperature can then be calculated from 
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These relationships can be used for either the correlator or the totalizer measurements 

once they are processed. 

3.1.2 TOTALIZER PROCESSING 

[start by describing the digitization – 2-bit with these weights at each quantization 

level] The output from the data system gives us normalized totalizer data in each of the 4 

bins (-3, -1, +1, +3).  In the data system, measurements are performed with 8-bit 

resolution and reduced to this 2-bit level.  To determine the power in the noise signal 

from the totalizers, we use the following relationship  

 
P denotes the probability of the occurrence of the samples that exceed the threshold (i.e. 

either the -1 or +1 normalized bins).  Note that the modifications to the traditional error 

function are to scale the limits. 

The variance of the signal can then be obtained from  

 
There are 4 different measurements of power, two each from the positive and negative 

thresholds of both the I and Q channels.  How best to combine these four measurements 
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of power is an ongoing topic of investigation.  Currently, we simply use the geometric 

mean of all four results. 

There are two different ways of utilizing these results that are mathematically 

equivalent if the system is linear and stable.  The traditional Y-factor formulation is 

presented as [14, 19] 

 
Alternatively, the totalizer NDD ratio can be calculated using   

 
When (3.8) is combined with (3.3) and (3.4), we arrive at calculations of receiver noise 

temperature and noise diode brightness temperature. 

3.1.3 CORRELATOR DEFLECTION PROCESSING 

For correlations measured between two receiver pairs i and j, the relationship that 

scales the result to visibilities is 
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Assuming that the impedance match at the input to the receivers is adequate, we can 

replace the individual temperatures with the geometric mean of the two in question.  

When the noise diode is switched on, (3.9) becomes  

 
The same assumptions utilizing the geometric means which are valid if the magnitudes 

are similar. 

The complex noise diode visibility can be related to the brightness temperature by   

 
where the j factor in the exponent is the imaginary number unit. 

Combining (3.9) and (3.10), and substituting for the value of the noise diode 

visibility using (3.11), we arrive at the expression for noise diode phase difference 
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Tanner [give reference here] solved this equation by simultaneously solving for the 

magnitude ratio and phase of the noise diode to arrive at the correlator noise diode 

deflection ratio between two different receivers  

 
(3.13) can be used with the previously derived equations (3.3) and (3.4) to arrive at the 

receiver and noise diode temperatures.   

3.1.4 RECEIVER CLOSURE 

The totalizers measure the response of the individual receivers, while the 

correlators are sensitive to the geometric mean of the responses of a pair of receivers.  

For any three receivers (one in each arm), their geometric means can be combined to 

arrive at a single result for a receiver[27] 

 
The correlators perform 192 different measurements, and each receiver can be 

isolated from 64 different measurement triplets, by changing the combinations in the 

other two arms.  This relationship can also work in reverse, utilizing the totalizer 

measurements to arrive at the correlator results.  The combination of 64 measurements 

reduces the noise contribution level.  However, the noise is reduced by less than a factor 

of 641/2 = 8 because the noise in the measurements is not completely independent. 
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3.1.5 PHASE CALIBRATION 

While the two point calibration calibrates the magnitude of the noise diode and 

receivers, the phase of the external incoming signal at the antennas must also be 

processed and related to the phase of the internal calibration source.  This process 

requires a correlated signal that is measured through the antenna inputs.  A correlated 

source in the anechoic chamber can act as an external phase calibrator.  If we apply a 

similar process to (3.13) and instead use the difference in the correlation of an external 

souce, we arrive at 

 
The ratio of the deflection, (3.13) to (3.15), relates the external phase to the internal phase 

reference.  The external phase is a function of the position of the source in the anechoic 

chamber and its position is chosen as the instrument boresight.  Explicitly, this is 

represented as 

 
A similar formulation is proposed in [63].  The phase calibration is used with the 

magnitude calibration to form calibrated brightness temperature images from the 

measurements. 
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Where 
EijD  = External Source Deflection Ratio 
EijT  = Brightness Temperature of External Source 
Eijφ  = Phase Difference of the External Source 

ijEijDij φφφ −=  (3.16)
Where 

Dijφ  = External Boresight Antenna Phase Correction 
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3.1.6 FINAL VISIBILITIES 

Once the external calibration measurements are performed, the magnitude of the 

noise diode is solved for using the noise diode deflection (3.13) with two known external 

references, as expressed by (3.3) and (3.4).  The external phase calibration set to a point 

at boresight is measured using (3.16).  During nominal operation of the instrument, the 

calibrated visibilities are calculated by combining (3.9) and (3.13) with the inter-element 

external phase calibration (3.16) 

 
In (3.17), the terms in the brackets represent the calibration phase and magnitude values 

that were generated previously.  Both Aijρ  and NijD  represent the measured values of the 

instrument.  The calibrated visibilities have units of K. 

3.2 INITIAL CALIBRATION RESULTS 

The first magnitude calibration measurements of GeoSTAR-D were performed on 

09/19/2005 to provide a reference for the anechoic chamber tests.  The following 

compares the results as obtained from the various methods outlined in Section 3.1.  

Magnitude calibration is performed frequently, especially prior to deployment in 

measurement campaigns or after the instrument has been shipped.  

3.2.1 TOTALIZER LINEARITY 

The receiver temperatures were calculated using the totalizer Y-factor, totalizer 

NDD and correlator NDD methods.  Figure 3.1 shows the results with a noticeable spread 

in the results of each method.  Several receivers have much higher temperatures than the 

( )Dijj
Nij

Nij

Aij
ij eT

D
V φρ

=  (3.17)



 65 

rest, these are the receivers central to the array that have the isolators placed immediately 

after the antennas to reduce coupling as outlined in Section 2.4.3. 
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Figure 3.1: Receiver Brightness Temperature Calculated using the 3 Different Calibration Methods 

 
A possible cause of the differences in the methods is the non-linearity of the 

totalizer measurements due to amplifier compression.  These errors can be corrected 

using the following second order formula 

 
Equation (3.18) is applied to the threshold units as determined using (3.6).  The 

correction coefficient is adjusted for each receiver till the receiver temperatures converge.  

The adjusted power levels causes convergence between both the totalizer methods.  

Figure 3.2 shows the results after the application of (3.18).  

2
_ ttcorrectedt cPPP +=  (3.18)

Where 
tP = Totalizer Power Threshold 
c = Correction Coefficient 

correctetP−
 = Corrected Totalizer Power Threshold 
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Figure 3.2: Receiver Brightness Temperature Recalculated with Totalizer Linearity Correction 

 
The average magnitude of the correction coefficient ‘c’ is 0.09, with a standard 

deviation of 0.02 among the 24 receivers.  The corresponding noise diode temperatures 

calculated with the totalizer linearity correction is shown in Figure 3.3. 
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Figure 3.3: Noise Diode Temperatures Calculated with Totalizer Linearity Correction 
 

3.2.2 CALIBRATED RECEIVER AND NOISE DIODE BRIGHTNESS TEMPERATURES 

Table 3.1 summarizes the calibrated receiver temperatures with the arrangement of 

the receivers according to Figure 2.10.  The innermost elements are highlighted to show 
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that the brightness temperatures are higher due to the presence of the isolators placed to 

reduce coupling between the receivers. 

Table 3.1: Receiver Noise Temperatures 
 

Receiver TR [K], Arm 1 Receiver TR [K], Arm 2 Receiver TR [K], Arm 3 
1 429.0 9 446.8 17 483.7
2 433.7 10 396.7 18 410.8
3 456.7 11 422.1 19 414.8
4 409.6 12 416.5 20 472.5
5 425.0 13 374.6 21 418.2
6 390.8 14 384.4 22 388.4
7 515.2 15 527.0 23 505.8
8 525.3 16 526.3 24 508.3  

Table 3.2 shows the associated calibrated noise diode brightness temperatures. 

Table 3.2: Noise Diode Brightness Temperatures 
 

Receiver TR [K], Arm 1 Receiver TR [K], Arm 2 Receiver TR [K], Arm 3 
1 3.85 9 6.91 17 8.67
2 4.11 10 6.97 18 8.33
3 3.38 11 5.87 19 8.15
4 3.22 12 5.36 20 8.19
5 2.74 13 6.33 21 10.00
6 2.83 14 5.98 22 9.58
7 2.30 15 6.13 23 9.53
8 2.94 16 5.85 24 10.97  

The noise diode distribution system has the highest magnitudes for Arm 3 followed by 

Arm 2 and then Arm 1. 

3.2.3 CORRELATOR EFFICIENCY 

Another comparison of the results can be made utilizing the NDD as calculated 

with the corrections.  If we take the correlator NDD ratio (3.13) and divide it by the 

totalizer NDD ratio (3.8), the resulting ratio can be used as a measure of the correlator 

efficiency, cη  
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Table 2.1 shows the correlator efficiency for each receiver in GeoSTAR-D 

calculated by taking the geometric mean of the values calculated from (3.19).  Without 

the totalizer correction, all the efficiencies are greater than one, clearly in error.  The 

mean efficiency of the correlators after the correction is ~96%. 

Table 3.3: Correlator Efficiency for Each Receiver 
 

Receiver Arm 1 Receiver Arm 2 Receiver Arm 3
1 0.950 9 0.957 17 0.961
2 0.971 10 0.966 18 0.957
3 0.979 11 0.973 19 0.959
4 0.963 12 0.955 20 0.986
5 0.948 13 0.953 21 0.964
6 0.984 14 0.958 22 0.967
7 0.939 15 0.969 23 0.957
8 0.967 16 0.981 24 0.972  

3.3 ANECHOIC CHAMBER TESTS 

GeoSTAR-D was fully integrated and tested end-to-end at the NASA Goddard 

Space Flight Center (GSFC) Building 19 anechoic chamber from 09/26/2005 to 

10/01/2005.  The facility is a dual range, shaped in an ‘L’.  Traditional far field range 

measurements at low frequencies can be made along one length of the L.  Along the other 

length is a Scientific Atlanta 5706 compact range.  Figure 3.4 shows the instrument 

mounted facing the reflector. 

tLNN

cLNN

tAmbN

cAmbN
c D

D
D
D

_2_

_2_

__

__ ==η  (3.19)

Where 
cη  = Correlator Efficiency 
cLNNcAmbN DD _2___ ,  = Correlator Noise Diode Deflection, Ambient and LN2 Targets 
tLNNtAmbN DD _2___ ,  = Totalizer Noise Diode Deflection, Ambient and LN2 Targets 
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Figure 3.4: GeoSTAR-D Mounted and Pointed at the Compact Range Reflector 
 

The pedestal mount on which GeoSTAR-D is attached has 4 degrees of freedom, 3 

of which are utilized while making measurements – azimuth, polarization and range 

(toward/away from the main reflector).  The elevation axis was zeroed and set using a 

carpenter’s level and remained unchanged throughout the measurements.  Figure 3.5 

shows the typical measurement configuration with the noise diode source in the 

foreground.  The source mount allows for rotation in antenna polarization.  Care was 

taken to ensure that spurious standing waves would not be generated by covering any 

exposed metallic areas with absorber material. 
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Figure 3.5: GeoSTAR-D in the Background, Noise Diode Source in the Foreground 
 
Figure 2.1 shows the instrument with the author to depict scale. 

 

Figure 3.6: GeoSTAR-D at the GSFC Compact Range, 900 Polarization, with Author 
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3.3.1 TEST OBJECTIVES 

The primary chamber test objectives were three-fold.  First, this would be the first 

full end to end test of the system taking data in an operational mode.  The collected data 

would be processed by the retrieval software developed jointly at JPL and the University 

of Michigan to evaluate any future data processing requirements as well as confirm the 

current software capabilities.  Secondly, the results would be used to validate the 

theoretical antenna pattern model of the full array structure and the resulting interference 

fringes.  Recall that there are two alternatives proposed for the generation of the antenna 

pattern, the theoretical model or measurements of the full array.  If it can be shown that 

the theoretical model properly simulates the full array with acceptable error levels, then 

careful full array measurements that are prohibitively costly for the space borne 

instrument need not be performed.  Finally the measurements would provide an external 

phase calibration of the system that would be used in generation of images when the 

instrument was deployed in the field. 

 An important secondary objective pertains to the formulation of the experimental 

G-matrix [32, 64], a function that relates the brightness temperatures to the visibilities.  

Due to limited time for measurements, even with the reduced scale demonstrator, spatial 

Nyquist sampling could not be performed.  The interference fringe measurements are 

examined closely to determine if there is information that can be used to aid in the 

theoretical formulation of the G-matrix. 

3.3.2 THEORETICAL ANTENNA PATTERN MODEL 

The theoretical antenna pattern model for the GeoSTAR-D parabolic Potter horn is 

calculated based on an ideal spherical wave expansion using code provided by the 
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designer, Bill Imbriale at JPL.  Figure 3.7 shows the theoretical vertical and horizontal 

polarization antenna patterns of the parabolic Potter horn, for the half space in front of the 

antenna.  The antenna pattern is symmetric off bore sight in the model.  In addition to the 

low mutual coupling, the antenna design also exhibits a continued roll off in the pattern, 

and very low side lobe levels. 
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Figure 3.7: Horizontal and Vertical Plane Antenna Patterns 
 

A vertical line is drawn at ±22.50, showing the cutoff at which the beam efficiency 

is approximately 99.5%.  This cutoff shows the maximum limit for which fine range 

measurements will be made.  In particular, the limit most crucial will be the angular 

extent of the Earth disk from GEO (~7.60). 

3.3.3 MEASUREMENTS PERFORMED 

Initial measurements were performed to ensure the proper operation of the entire 

system and synchronization with the chamber control software.  A full summary of the 

measurements made, and the problems encountered can be found in Appendix A – the 

following is a brief list of the measurements made: 
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• Polarization scans 
• Direct source illumination 
• Coarse azimuth scans 
• Source ‘Lo-power’ and ‘Hi-power’ scans 
• Full polarization and azimuth scan 
 
The scanning of the system was configured for ‘discrete’ sampling where the 

instrument stops at the sampling point so that measurements can be taken.  Due to the 

settling time from mechanical movement and the fine resolution of some measurements, 

the longest measurement set ran over ten hours long and was made overnight.  Data were 

taken continuously, however samples taken while the instrument or the target source was 

moving was not used.  The rationale for utilizing this scheme was to avoid the 

decorrelation effects of a continuous scheme, exacerbated by the multiple samples 

required for each realization of a data point (8 local oscillator phases, 4 noise diode 

states). 

3.4 ANTENNA PATTERN COMPARISON 

The measured antenna patterns can be derived from both the correlator and totalizer 

measurements.  The antenna patterns shown are derived by normalizing the power to the 

boresight levels.  While this is not an absolute measurement, it will suffice for GeoSTAR 

since all we are interested in are relative pattern error, especially within the region of the 

Earth disk.  Figure 3.8 shows the results from experiment 3, where 2 principal plane cuts 

were made (00 and 900). 
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Figure 3.8: Normalized Range Power Compared to Theoretical Antenna Pattern Model 
 

Co-pol and cross-pol measurements were made by rotating the range noise source, 

which explains the low power levels after the peaks in the pattern.  It is apparent that the 

errors in the antenna pattern are small and barely noticeable in a linear scale.  Figure 3.9 

shows the same results in a decibel scale.  The side lobe levels are well characterized by 

the model and similar results are obtained with all the other antenna elements [65]. 
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Figure 3.9: Normalized Range Power Compared to Theoretical Antenna Pattern Model dB Scale 
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Table 3.4 summarizes the measured antenna pattern errors when compared with the 

theoretical model for both the correlators and the totalizers from Experiment 18, which 

had the highest azimuthal resolution (10).  The correlation of the results between the 

methods gives us high confidence in the quality of both methods. 

Table 3.4: Antenna Pattern Errors Calculated Using Both Measurement Methods 
 

Antenna Pattern Error as Measured by Correlators [%]
Element [#] 1 2 3 4 5 6 7 8

Arm 1 0.69 0.90 0.73 0.61 0.54 0.36 0.52 0.44
Arm 2 0.86 0.72 0.27 0.19 0.80 0.71 0.63 1.00
Arm 3 0.56 0.28 0.42 0.24 0.46 0.61 0.40 0.32

Antenna Pattern Error as Measured by Totalizers [%]
Element [#] 1 2 3 4 5 6 7 8

Arm 1 0.72 0.98 0.77 0.71 0.57 0.33 0.49 0.41
Arm 2 0.83 0.70 0.23 0.27 0.80 0.70 0.66 1.00
Arm 3 0.50 0.30 0.39 0.26 0.50 0.66 0.46 0.35  

The element #’s are counted from the outside of the array to the inner elements, so 

that the closest elements to each other are elements 8 in each arm.  The mean errors are 

on the order of 0.6% with maximum errors at 1.0%.  Note that these errors are calculated 

by comparing the difference in the pattern to the normalized value.  The errors are within 

less the half of the requirements the specifications that were outlined in Chapter 2.  

Another method to visualize the pattern error magnitudes is shown in Figure 3.10, where 

the multiple polarization cuts are combined to generate an error map.  The following 

results were generated using the correlator measurements and the color scale is chosen to 

saturate when errors are larger than 3%. 
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Figure 3.10: % Error Map of Two Antennas at the Center of the Array [%] 
 

Two antennas at the center of the array are selected, from arm #1 and arm #2.  For 

both antennas, the errors appear to be biased in different directions, which rules out an 

overall gross pointing error for the entire instrument as the only error.  This error is most 

likely due to the pointing of the individual antennas themselves.  In this example, the 

error in element #8 in arm #2 is significantly larger than that in most of the other 

antennas.  In addition, errors appear to be largest within the mainbeam, where we will be 

observing the Earth disk. 

Figure 3.11 shows the error map generated for each element in the entire array.  

The inset shows the actual face of the array. 
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Figure 3.11: Error Map of the Entire Array with an Image of the Face of the Actual Array 
 
The errors for arm #1 seem to be quite well behaved.  Errors are smaller at the center of 

the array and increase at the ends of the arm, and all point downwards and offset to the 

left at the ends of the array.  This suggests that there may be a systematic error, perhaps 

bending in arm #1 inwards at the end of the array.  A similar trend can be seen in arm #2, 

however with a minimum at the middle elements and large errors at the ends.  Errors in 

arm #3 appear to be more random in nature, though some may be explained by flexing of 

the arm downwards. 

The antenna pattern measurements on the antenna range show good quality, and the 

relative magnitudes compared with boresight are well within the requirements of the 

eventual flight system.  In addition, with some analysis of the polarization measurements, 

we are able to ascertain to some extent the pointing errors of the individual antennas.  

The pointing error of each antenna can be found, with some contribution from the 
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systematic flexing of the arms.  While best practices were followed during the 

mechanical integration of the GeoSTAR-D, tighter tolerances would reduce the level of 

these errors significantly below our requirements. 

3.4.1 ANTENNA ALIGNMENT VERIFICATION 

The following analysis was performed by Tanner [66], and is presented here to 

complete the antenna pointing problem.  In 2007, during the integration of a Dicke 

radiometer to perform the total power measurement for the GeoSTAR-D, careful 

mechanical alignment measurements of the array antennas were performed.  The 

alignment was performed by placing a reflecting mirror within each antenna and 

measuring the deflection of a laser pointer reflection (Figure 3.12).  Through simple 

trigonometric identities, the vertical and horizontal pointing error of each antenna can be 

determined. 

 

Figure 3.12: (Left) Reflecting Mirror in Antenna and (Right) Retro-Reflection Measurements [66] 
 

To ascertain the antenna range offset, the apparent center of each of the elemental 

antenna patterns was calculated using the chamber measurements.  Figure 3.13 shows the 

offset comparison in the horizontal and vertical direction between the anechoic chamber 

and retro-laser experiments.  Even with the measurements performed more than 1½ years 
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apart, the pointing errors track very well.  This result shows that the physical pointing 

errors correspond very well with those obtained in the anechoic chamber. 

 
Figure 3.13: GeoSTAR-D (Left) Horizontal and (Right) Vertical Antenna Offset Comparison [66] 

3.5 ARRAY PHASE CALIBRATION 

The array phase calibration was extracted from the anechoic chamber data using 

procedures outlined in Section 3.1.5.  The phase calibration, when combined with the 

magnitude calibration, generates fully calibrated visibilities in the far-field for the 

instrument.  Note that the absolute magnitude of the external source is not utilized during 

the generation of the phase calibration, as only the phase information is used.  The phase 

information is determined for a single boresight point only.  The boresight calibration is 

performed for when the orientation of the Y-array follows that of nominal operation with 

an array arm pointing downwards (see Figure 3.11). 

3.5.1 BORESIGHT ALIGNMENT IMPERFECTIONS 

Figure 3.14 shows the measured phase of the signal between antenna 24 and 

antennas 1 to 4 at various polarization rotation angles in the anechoic chamber.  The 

measurement at 00 polarization represents the boresight calibration point, with the 

instrument in the nominal operation alignment.  Mechanically, GeoSTAR-D was attached 
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to a rotator with significant weight at the end of a boom (see Figure 3.4).  Flexing of the 

attachment could have caused the face of the instrument to deflect depending on the 

polarization rotation, especially if the phase front of the demonstrator was not exactly 

perpendicular. 
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Figure 3.14: Phase of Signal Between Antenna 24 and Antennas 1-4 for the Boresight Pixel at 
Various Polarization Rotation Angles 

3.5.2 ADDITIONAL PHASE INFORMATION 

Figure 3.15 shows the calibrated phase pattern for the pair of antennas #24 and #8 

for the entire measured field of view.  The white hexagon outlines the retrieved field of 

view, and the white point is the center boresight pixel from which the array calibration is 

performed.  Several features are notable to this image.  The phase information is well 

retrieved within the area for which the antenna pattern has not suppressed the 

measurement below the noise floor, as opposed to the edge of the measurements where 

the phasing is arbitrary.  While the antenna pair is only separated vertically, the phase 

front is not exactly perpendicular to separation.  This indicates that the physical positions 

of these phase centers are not only vertically separated. 
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Figure 3.15: Measured Phase Pattern of the External Source 

 
The comparison of these phase imperfections will provide additional information that can 

be used to improve the reconstruction algorithms to be discussed shortly. 

3.6 IMAGE RECONSTRUCTION ALGORITHM 

The original G-Matrix combines the effects of both the sampling and the antenna 

pattern [32, 64] so that direct measurements from the anechoic chamber can be used to 

invert the visibilities.  The following section outlines an image reconstruction algorithm 

that combines the theoretical instrument models with the anechoic chamber results so that 

imperfections in the array can be accounted for without a full sampling of the G-Matrix. 

3.6.1 UNDER-SAMPLED DATA 

Measurement of the full G-Matrix in the anechoic chamber could not be performed 

due to time constraints, resulting in under-sampled data.  The Nyquist sampling rate in 



 82 

the image domain for the interference fringe generated by the longest baseline can be 

calculated using the following  

 
For the demonstrator array, this value results in a sampling every 0.01 radians (0.570).  

The chamber measurements would then have to be sampled with a minimum of 31 pixels 

across the field of view.  Figure 3.16 shows the differences in the theoretical and 

anechoic chamber sampling grids for the reconstructed field of view (outlined in red). 
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Figure 3.16: (Left) Theoretical Nyquist Sampling vs. (Right) Anechoic Chamber Sampling 
 
The finest anechoic chamber measurements were made with 10 azimuth steps and 50 

polarization steps.  The theoretical sampling grid is generated with equal sampling in the 

directional cosine coordinates.  The polar radiating circular nature of the measurement in 

the anechoic chamber is consistent with measurements made with equal spacing in 

degrees rather than in directional cosine coordinates.  Note that away from boresight, the 

samples in the anechoic chamber become sparser. 
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Where 
NθΔ   = Nyquist Sampling Rate for Largest Interference Fringe [rad] 
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Figure 3.17 shows a simulation of the real part of an over sampled theoretical 

interference pattern for the largest baseline with the associated position of the antenna 

pair and the sampling in the visibility domain.  The imaginary part will be 900 out of 

phase.  Two samples are called out in the visibility domain to show the Hermitian 

symmetry, even though only one measurement is made.  The two dimensional 

interference pattern is regular with magnitude variation only in the direction defined by 

the separation of the antenna pair.  The magnitude perpendicular to that direction is 

constant. 

 
Figure 3.17: Real Part of the Interference Pattern for Largest Baseline with Associated Antenna 
Position Pair and Spatial Frequency Component Including Hermitian Conjugate (Blue) 
 
Figure 3.18 shows the associated theoretical under sampled interference pattern. 
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Figure 3.18: Simulated Undersampled Interference Pattern of Largest Baseline 
 
The well formed regular interference pattern is no longer recognizable; instead the pattern 

formed shows beating effects from the irregular sampling.  Clearly the measured 

interference patterns from the anechoic chamber cannot directly be used to formulate a 

usable G-matrix due to the improper sampling. 

3.6.2 WELL SAMPLED BASELINES 

While the finest anechoic chamber sampling rate does not satisfy the Nyquist 

criterion at the largest baselines, this criterion is not violated for the smaller baselines.  

One of the innermost baselines is presented, that formed by antennas 24 and 8. In 

addition to the nominal processing, the boresight phase correction is also applied to the 

measurements and the theoretical interference patterns are weighted by ideal antenna 

patterns with ideal pointing.  Figure 3.19 shows the real component of the interference 

pattern generated from antenna elements 24 and 8.    The measured correlation magnitude 

is normalized to the maximum value in the full measurement set to ensure that the peak is 
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captured.  With the boresight phase correction, the theoretical interference pattern line up 

well with the phase calibrated measurement. 

 
Figure 3.19: Interference Pattern Generated From Antenna Elements 24 and 8 
 

3.6.3 BORESIGHT CENTER CORRECTION FROM THEORETICAL PATTERNS 

The residual difference between the measured and corrected theoretical interference 

patterns is minimal, but can still be used to calibrate pointing errors of the instrument.  

The theoretical fringes are generated assuming that the pointing of the instrument is 

perfect at boresight.  Deviations of the measurement and from the theory will give a 

measure of the boresight pointing error of the instrument as a whole.  Dividing the 

measured pattern by the theoretical pattern, the residual phase is an additional correction 

factor that can be applied to the calibration.  Figure 3.14 already shows that the phase of 



 86 

the boresight pixel varies with the polarization angle.  Figure 3.20 shows the residual 

phase of the antenna elements 24 and 8 (same pair as Figure 3.19). 

 
Figure 3.20: Residual Phase Error Generated From Antenna Elements 24 and 8 
 
The residual errors in this image are relatively small in magnitude and most likely due to 

the non-planar phase front in the compact range itself, in addition to the pointing error.  

 To extract the pointing error, two different sets of measurements are examined, 

the antenna pairs that are only separated in a vertical direction and those separated in a 

horizontal direction.  The residual phase error correction for η  is generated by taking the 

mean of the error in the η  direction for the elements separated in the vertical.  A similar 

correction is performed with respect to ξ .  The resulting boresight deviation is 

026.0=Cη  and 006.0−=Cξ . 

3.6.4 THEORETICAL G-MATRIX FORMULATION 

A discrete version of (2.4) which relates the modified brightness temperature to the 

visibilities can be represented in matrix form as 
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The G-Matrix defined here with the modified brightness temperature does not include the 

effects of the antenna patterns but instead is simple the sampling due to the Fourier like 

transform, )(2 ηξπ ijij vuje +− .  Within the limits of this theoretical approach, the inverse 

formulation 1−G  is simply )(2 ηξπ ijij vuje + .  If we represent the relationship between the BT  

and MBT  by the matrix F (mainly the antenna pattern effects), (3.21) can be rewritten as 

[58] 

 
The estimated brightness temperature BT̂  image can then be retrieved using  

 
(3.23) represents the ideal theoretical formulation of the retrieval algorithm where both 

1−G  and 1−F  are determined using models and when combined with (3.17) gives us the 

relationship between the measurements and the estimated brightness temperatures. 

 Section 3.4 shows that the antenna patterns errors are within tolerance giving us 

confidence in the usage of the theoretical formulation of 1−F .  The accuracy of 1−G  is 

improved by the secondary boresight correction as outlined in Section 3.6.3.   

3.7 SUMMARY 

A calibration methodology has been outlined for GeoSTAR-D that performs the 

brightness temperature magnitude calibration by using a traditional two-point calibration.  

The phase calibration is completed using measurements taken of a correlated source in a 

MBGTV =  (3.21)
Where 

G  = G-Matrix 

BGFTV =  (3.22)

VGFTB
11ˆ −−=  (3.23)
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compact range positioned at boresight.  An image retrieval algorithm is presented that 

utilizes both these measurements and the various theoretical models of the antenna 

patterns and the visibility sampling. 

The theoretical antenna pattern is verified using normalized measurements of both 

the correlator and totalizer measurements.  Both methods produce results of similar 

magnitude and are well behaved, giving us confidence in both the measurement and the 

methodology.  The average error within 22.50 of boresight is within the tolerances that 

were outlined in Chapter 2, by more than a factor of 2.  However, the maximum error, 

especially within the Earth disk extent, has magnitudes larger than specifications.   

By combining the various polarization cuts of each antenna, an error map can be 

generated which gives us a visual method to determine systematic errors.  An analytical 

look at the results is verified by careful physical measurements performed nearly a year 

and a half later.  Large scale pointing errors are easily mitigated with a more robust  

structure design and with tighter mechanical tolerances.  These results are highly 

promising as they indicate that the theoretical model produces results that are well within 

our current specifications.  These errors can be further reduced by improved mechanical 

design of the instrument. 

The external phase calibration is performed utilizing a pixel at boresight while the 

instrument is in the nominal operating geometry.  Variations in the ‘boresight’ phase 

during polarization rotation measurements are most likely due to physical geometric 

errors in the instrument setup and alignment.  A secondary calibration to the expected 

theoretical results will decrease the boresight pointing error.  Chamber errors and effects 

are notable, especially of the non-planar phase front, and possible mechanical flexing of 
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the instrument mount.  These are embedded in the calibration directly, even with the best 

measurement practices. 

The measurements in the anechoic chamber cannot be used directly in the image 

reconstruction algorithm due to the under sampling of the interference fringes.  Instead, 

an image reconstruction algorithm is formed that relies mainly on the theoretical models 

of both the antenna and the visibility sampling, with corrections based on anechoic 

chamber measurements.  While images with the proper contrast are easily reconstructed 

with the outlined algorithm, determining the absolute differences between BT̂  and BT  is 

difficult.  Evaluation of the theoretical image reconstruction methods can only be 

performed with known and calibrated scenes.  This effort and the results will be outlined 

in Chapter 4. 
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4. GEOSTAR-D EARTH DISK MEASUREMENTS 

4.1 SIMULATING GEOSTAR MEASUREMENTS 

Upon successful functional testing and calibration in the anechoic chamber, 

GeoSTAR-D performed measurements at JPL and generated the first calibrated images.  

Figure 4.1 shows the first calibrated image of a hillside at 50.3 GHz with reference 

photograph [65, 67]. 

 
Figure 4.1: GeoSTAR-D First Calibrated Images of a Hillside at JPL [41] 
 
The lower temperature area in the middle of the brightness temperature image represents 

the reflected value of the colder sky in the dish antenna.  Difficulties arise when 

evaluating the performance of the instrument with images such as these since extensive 

knowledge of the measured scene is required for proper comparison.  To a first order, 

GeoSTAR-D appears to be performing well as the images produced have the right 

contrast; however a more controlled test scene is required for true evaluation of the 
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instrument and the associated post-processing algorithms.  An ideal control scene will 

imitate measurements from GEO in terms of the geometry, contrast on the Earth disk and 

background brightness. 

 Generating this control scene required the engineering of an Earth disk target, 

circular shaped to mimic the geometry of the Earth from GEO.  Independent heating 

zones on the target will generate the required contrast for the continental boundaries.  

Thermistors embedded throughout the target to allow for monitoring of the physical 

temperature of the target and comparison to the retrieved image temperatures.  

Replicating the cold space background will not be possible due to the effects of the 

atmosphere at 50 GHz.  The sky with a suitable measurements and models to generate the 

atmospheric profile is an acceptable proxy.  Figure 4.2 shows the experimental setup at 

the JPL mesa antenna range.  The difference between GeoSTAR-D and GeoSTAR 

images will be that of pixel resolution as the demonstrator image has significantly fewer 

pixels. 

 

Figure 4.2: Experimental Setup at the JPL Mesa Outdoor Antenna Range.  The Earth disk target is 
highlighted in the upper left and GeoSTAR-D in the bottom right. 
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The following sections outline the engineering of the Earth disk target, the tests 

performed, the generation of the supporting models and the results obtained. 

4.2 THE EARTH DISK TARGET 

The Earth disk target is created to allow for GeoSTAR type measurements to be 

performed with GeoSTAR-D, at a reduced scale.  As the target is meant for deployment 

outdoors, the target is also designed to be light weight and portable.  The target is a 12 

foot diameter disk constructed from foam insulating sheets that cover microwave 

absorber.  These light weight sheets provide excellent structural stability in addition to 

insulating the microwave absorber.  The materials selected are transparent at 50 GHz 

such that the surface emissivity of the target is approximately that of the microwave 

absorber, i.e. 1.    Figure 2.1 shows the folded target attached to the antenna range boom 

prior to deployment.  The white surface is 1 cm expanded polystyrene for additional 

thermal insulation. 

 

Figure 4.3: Earth Disk Target Folded and Attached to Boom Arm Prior to Deployment 
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The target also contains 2 independent heating regions, 22 thermistors distributed 

throughout and a microwave beacon for near-field phase correction. 

4.2.1 INDEPENDENT HEATER REGIONS 

To create contrast on the target to mimic the difference between land and ocean 

brightness temperatures, two separate heating zones of different sizes are created.  The 

physical dimensions of these areas are 2x2 ft and 4x4 ft, with convective air heating 

within the zones.  Figure 4.4 shows the target deployed with the two zones highlighted. 

 
Figure 4.4: Earth Disk Target with the Two Independent Heating Zones Highlighted in Red 

 
The 2x2 ft zone is placed in the upper hemisphere and the 4x4 ft zone in the lower 

hemisphere.  These zones may be heated up independently to a physical temperature of 

approximately 550 C (~323 K). 

4.2.2 EMBEDDED THERMISTORS 

During the construction of the Earth disk target, a total of 21 thermistors were 

embedded within the absorber material across the target.  4 thermistors were placed 
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within the 2x2 ft heated region, 8 thermistors within the 4x4 ft heated region and 9 

thermistors within the unheated region.  Figure 4.5 shows the thermistors locations with 

the heated regions outlined.  The thermistors will provide information that can be used 

for comparison to the measured brightness temperatures. 
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Figure 4.5: Thermistor Locations on the Earth Disk Target 
 

4.2.3 TARGET BEACON 

A noise diode source is place within the center of the target to act as a phase 

reference for near-field phase correction.  The beacon has a period of ~240 s and 

remained switched on for ~26 s for a ~94% target duty cycle).  The antenna attached to 

the beacon is the same parabolic Potter horn used in GeoSTAR-D. 

4.3 NEAR FIELD CORRECTION 

The far field of the GeoSTAR-D instrument is larger than 40 m, so measurements 

closer than that distance must be corrected for the near-field effects.  The largest source 

of error for measurements made in the near field is the phase error due to the still 



 95 

spherical expansion.  In the region between 10m and 40m, amplitude effects account for 

less than 1% of the error [68].  The simplest method to calibrate the phase difference is to 

utilize a single pixel at the target range as a focus point for which the near-field errors can 

be corrected [69].  A pixel at boresight is the best choice because it reduces the phase 

errors the most throughout the image [68].  To this end, the beacon source at the center of 

the target provides for a suitable phase reference.  The effects of this correction have been 

demonstrated in a laboratory setting successfully.  Figure 4.6 shows the results of the near 

field correction, imaging a person in the laboratory holding an insulated mug.  The 

insulation is transparent to the microwave frequency of measurement. 

 
Figure 4.6: GeoSTAR-D Near Field Calibrated Image of a Person Holding a Hot Cup of Coffee [67] 
 

This phase correction is performed in addition to the external phase calibration in 

the anechoic chamber that calibrates the inter-element antenna phases to the noise diode 

magnitude calibration. 

NFCijjNF
ij

FF
ij eVV φ=  (4.1)

Where 
FF

ijV̂   = Corrected Far Field Visibility [K] 
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4.4 JPL MESA TESTS 

Deployment of GeoSTAR-D at the JPL mesa antenna range was performed over 

two different dates.  The initial deployment from June 5th 2006 to June 8th 2006 

performed the preliminary measurements to determine the interplay between all the 

different systems.  In particular, the Earth disk target devices (heater control, thermistors 

data logger, calibration beacon) had to be full tested in the field.  The following is a brief 

summary of the initial tests performed: 

• Positional alignment of GeoSTAR-D to the target 
• Fine tuning of the calibration beacon power levels 
• Target measurement with heater zones varying 
• ‘Tip curve’ measurement of the atmosphere 
• Polarization rotation measurements 
• Aliasing demonstration 

These tests were performed during the day time and both the target and the instrument 

stowed at the end of the day.  Upon completion of these tests, a cursory examination of 

the data was performed to determine quality of the data.  Initial results were promising 

and followed the theoretical expectations closely. 

The second deployment performed near continuous measurements of the Earth disk 

target from June 19th of 2006 to June 23rd 2006.  Tip curve measurements were 

performed periodically as an external calibration.  The position of GeoSTAR-D relative 

to the Earth disk target was chosen such that the sun would pass directly behind the target 

during the day.  Figure 4.7 shows a sun transit, where the target completely obscures the 

sun, and measurements made at dusk. 

NF
ijV  = Near Field Visibility [K] 

NFCijφ  = Measured Near Field Correction Phase [rad] 
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Figure 4.7: GeoSTAR-D Viewing the Target (Left) During a Sun Transit and (Right) at Dusk  
 

The following preliminary results were generated using the retrieval algorithm outlined in 

Section 4.5, without the application of the theoretical antenna pattern. 

4.4.1 NEAR FIELD CORRECTION 

Figure 4.8 shows the image retrieval measuring a beacon pulse without near field 

phase correction and with near field phase correction.  In the near field, the point source 

response has the ‘Y’ shape of the physical array.  With the near field correction, the 

response is typical of the hexagonal sampling, and matches the theoretical expectations 

giving us confidence in the methodology outlined in Section 4.3. 
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Figure 4.8: GeoSTAR-D Retrieved Brightness Temperatures of a Beacon Pulse (Left) Nominal 
Processing and (Right) Near Field Correction Applied 

4.4.2 IMAGE ALIAS DEMONSTRATION 

The impact of aliasing is demonstrated by pointing the instrument away from the 

center of the Earth disk target.  The center of the target is placed at the edge of the field 

of view such that the half the target is still visible in the field of view.  Figure 4.9 

demonstrates the aliasing with the only half of the target visible in the field of view. 

 
Figure 4.9: GeoSTAR-D Observing Off the Earth Disk Target Center to Demonstrate Aliasing  
(Left) Earth Disk Target is Left of Instrument Boresight and (Right) Right 

 
The brighter areas represent the real target within the field of view.  The gradient 

away from nadir represents the antenna pattern suppression that is not accounted for in 
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this nominal processing.  The image alias appears with further reduced levels in the field 

of view due to the same antenna pattern effects. 

4.4.3 SUN TRANSIT 

Figure 4.10 shows successive images generated as the sun moves behind the Earth  

disk target. 
 

 
 

 
 
Figure 4.10: Sequence Showing a Sun Transit Behind the Earth Disk Target  
(a) Actual Sun Position in the Northwest of the Image, But Aliased Sun in Visible in Southeast  
(b) Actual Sun Now Visible in the Image, while Alias Moves Out of the Image  
(c) Sun is Right at the Edge of the Target in Northwest (d) Sun moves behind the Target 
 

(c) (d)

(a) (b)
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The sun first appears in the field of view due to aliasing and is a bright source even with 

the antenna pattern suppression, Figure 4.10a.  The sun does not have a hexagonal point 

spread function since the near field correction is applied, and the source is actually in the 

far field, resulting in an over correction.  Figure 4.10b shows both the sun (northwest) 

and its alias (southeast) present in the image at the same time.  Figure 4.10c shows the 

image right before the sun is obstructed by the target and in Figure 4.10d the sun is fully 

behind the target.  The four images are generated in a span of about 12 minutes. 

4.5 GENERATING GROUND TRUTH MODELS 

For the GeoSTAR-D calibration validation, two different models must be 

generated, one for the brightness temperature of the atmospheric background and another 

for the physical temperatures across the Earth disk target.  The brightness temperature of 

the atmosphere is retrieved using a complementary instrument and a simplified 

atmospheric opacity model.  The Earth disk target model requires interpolation and 

extrapolation of the measured data and a methodology to retrieve the physical parameters 

(such as target range, roll, pitch and yaw).  Careful measurements of the physical target 

parameters were not performed between measurement cycles so these must be retrieved.  

Figure 4.11 demonstrates the instrument to target pointing calibration. 
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Figure 4.11: Instrument Pointing Calibration Conducted During the Mesa Tests 

4.5.1 ATMOSPHERIC BACKGROUND MEASUREMENTS AND MODELING 

The background temperature of the sky was measured using the JPL water vapor 

radiometer (WVR) which operates at 20.7 and 31.4 GHz.  Measurements were performed 

simultaneously with the tests conducted at the mesa antenna range.  Determining 

brightness temperatures at 50.3 GHz from the WVR was based on pressure-corrected 

regression of forward modeled radiances from representative radiosondes data.  This 

model was provided by Dr Shannon Brown at JPL.  The 50.3 GHz zenith brightness 

temperatures were then converted into elevation angle corrected values using the 

following simplified model [58] 
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Figure 4.12 shows the generated atmospheric brightness temperature over the 

hemispherical field of view with a GeoSTAR-D elevation of 390.  The instrument image 

retrieval field of view is outlined in white. 

 
Figure 4.12: Atmospheric Brightness Temperature at 50.3 GHz for Entire Field of View 
 
This atmospheric brightness temperature model is integral for algorithms that investigate 

image alias removal, but will also be used as the background for the Earth disk model. 

4.5.2 ADDED THERMISTORS FOR TEMPERATURE INTERPOLATION 

To generate a filled image of physical temperatures on the target, additional sample 

points must be defined on the target model.  The simulated image is built up by first 

defining the points within each independent heater zone.  Since these zones are physically 

( ) ( ) ( )θθ sin
1

7.2 ZeeB lTTT −−= , where 
7.2−

−
=

e

Ze
Z T

TT
l   (4.2)

Where 
θ = Elevation Angle [0] 
eT  = Effective Air Temperature of 285 K 
Zl  = Zenith Transmissivity 
ZT  = Zenith Brightness Temperature [K] 
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separated from the disk background, these temperatures must be calculated separately to 

prevent false interpolation gradients.  The temperatures of the unheated disk background 

are then generated, and the calculated temperatures for the heated areas overlaid on top of 

the background temperatures.  Figure 4.13 and Figure 4.14 shows the added thermistors 

points in the 2x2 ft and 4x4 ft heated areas respectively.  Real thermistors are marked 

with an ‘x’ and the added thermistors are marked with an ‘o’. 
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Figure 4.13: Real and Added Thermistor Locations in the 2x2 ft Heated Area 
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Figure 4.14: Real and Added Thermistor Locations in the 4x4 Heated Areas 
 

Added thermistor properties for 2x2 ft 
square:- 
#5 and #8 = #4 (vertices) 
#6 and #7 = #3 (vertices) 
#9 = #2 

Added thermistor properties for 4x4 ft 
square:- 
#9 and #12 = #5 (vertices) 
#10 and #11 = #4 (vertices) 
#13 = #2 
#14 = #3 
#15 = #6 
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Figure 4.15 shows the added thermistors on the unheated background.   
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Figure 4.15: Real and Added Thermistor Locations on the Target Unheated Background 

 
In general the added thermistors will be at the vertices of the interpolation area so 

that all values can be interpolated.  The value for the added thermistors is nominally the 

measurement value of the closest thermistors.  This approximation is valid to the first 

order; however it does not capture the fine temperature gradients on the target.  The 

interpolation is performed using linear Delaunay triangulation.  Figure 4.16 shows a 

sample model output of the target temperature distribution for an afternoon scene.  For 

this scene, both heating zones are active, and the target background temperature is 

approximately 32 0C (305 K). 

Added thermistor properties for target 
background:- 
#10 = #7 (vertice) 
#11 = #5 (vertice) 
#12 = #9 (vertice) 
#13 = #2 (vertice) 
#14 = (#4+#7)/2 
#15 = (#5+#6)/2 
#16 = (#5+#8)/2 
#17 = (#1+#2+#9)/3 
#18 = (#2+#4)/2 
#19 = #4 
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Figure 4.16: Sample Earth Disk Target Model Temperatures [0C] 
 

In addition to the generation of the physical temperature map, the target model also 

allows for variation of the physical antenna parameters of roll, pitch and yaw and the 

relative positional parameters of target center and range.  This allows for the geometry of 

the target model to match the actual measurement plane. 

4.6 VISIBILITY CORRECTION ALGORITHMS 

The current image retrieval algorithm is simple and does not account for the effects 

due to the aliases or the known impact of spatial frequency truncation, known as Gibbs 

ringing [70, 71].  The following improved image retrieval methods rely on the property 

that the relationship between the brightness temperatures and the visibilities is linear.  

The algorithm is improved incrementally, first by accounting for the sky alias and then a 

differential model to account for the Gibbs phenomenon.  Similar methodologies have 

been proposed [72] for error reduction in image retrievals. 
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4.6.1 SKY BACKGROUND CORRECTION 

A usable sky model was developed in Section 4.5.1, based on concurrent 

measurements performed by the WVR.  This model is input into a forward model in order 

to generate the sky visibilities that GeoSTAR-D would measure.  The forward model is 

generated for the full forward half space ( 122 ≤+ηξ ) so that the aliases are properly 

generated.  In order to perform this calculation, the forward model sampling density is 

evaluated in the visibility space to determine the smallest sampling density that would 

produce tolerable errors in the final visibility.  The forward model that describes the sky 

visibilities can be represented in a similar manner to (3.22) 

 
Since the system is linear, the difference between the actual measured scene and a scene 

with sky only and aliases is  

 
The same retrieval algorithm is then applied as (3.23) to generate the estimated brightness 

temperature with the sky and its aliases removed. 

 

SkyFFOVFFOVFFOVSkyFFOV TFGV ,, =  (4.3)
Where 

SkyFFOVV ,
 = Sky Visibilities, Full Field of View [K] 

FFOVG  = G-Matrix, Full Field of View 
FFOVF  = Antenna Pattern Model, Full Field of View 

SkyFFOVT ,
 = Sky Brightness Temperature, Full Field of View [K] 

SkyFFOVMSkyD VVV ,, −=  (4.4)
Where 

SkyDV ,
 = Difference Between Measured and Sky Visibilities [K] 

MV  = GeoSTAR-D Measured Visibilities [K] 

SkyDSkyD VGFT ,
11

,
ˆ −−=  (4.5)

Where 
SkyDT ,

ˆ  = Retrieved Brightness Temperature with Sky and its Aliases Removed [K] 
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Recall that this retrieval only generates the brightness temperatures in the defined 

GeoSTAR-D field of view, as demonstrated in Figure 4.1 and Section 4.3.4.  To return to 

the actual sky alias corrected image, the sky brightness temperature distribution within 

the field of view, FOVT , must be added back to SkyDT ,
ˆ  

 
(4.6) is the same expression shown in [58], and BT̂  now has the aliases from the sky 

removed. 

 To show the performance of the algorithm, a scene is selected where both heater 

zones are active, with the 4x4 ft square at a slightly higher physical temperature (600C) 

than the 2x2 ft square (550C).  Figure 4.17 shows the results of the processing from 

Section 3.6 with 1−F  uniform (flat) and with the ideal element pattern. 

 
Figure 4.17: Processing with (Left) Flat Antenna Pattern and (Right) Theoretical Antenna Pattern 
 
With the theoretical antenna patterns applied, the retrieved brightness temperatures are 

very large, a result of the image aliases.  Note that for the eventual GeoSTAR system, the 

cold space aliases are several orders of magnitude smaller than the current sky 

SkyFOVSkyFFOVFFOVFFOVMSkyFOVSkyDDAB TTFGVGFTTT ,,
11

,,, )(ˆˆ +−=+= −−  (4.6)
Where 

DABT ,
ˆ  = Retrieved Brightness Temperature with Sky Alias Correction [K] 

FOVT  = Sky Brightness Temperature, GeoSTAR-D Field of View [K] 
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background (~100 K vs. ~2.7 K), so the impact will not be as pronounced as in this 

demonstration. 

 Figure 4.18 shows the result of the sky alias removal outlined by (4.6).  The 

magnitude of the retrieved brightness temperatures are now closer to the expected values 

with the sky aliases removed. 

 
Figure 4.18: Sky Alias Removal Processing (4.6) (Left) Full Scale and (Right) Reduced Scale 
 
The image on the right shows a reduced color scale output where an unrealistic gradient 

on the target is observed.  This gradient is due to the pointing errors between the 

elemental antennas and the instrument as a whole that were observed in the anechoic 

chamber.  Applying the gross pointing correction that was determined from the 

comparison to theoretical patterns in Section 3.6.3, a more realistic image is generated in 

Figure 4.19.  A significant amount of variation on the target disk has been removed by 

the application of this correction.  Note however that ripples are still evident in the image 

due to the Gibbs phenomena, and mitigation of this will be discussed shortly. 
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Figure 4.19: Retrieved Image with Sky Aliases Removed and Gross Pointing Correction Applied 
 
From the image, the maximum temperatures are still higher than expected.  Some of these 

effects are due to the elemental antenna pointing errors which have yet to be integrated 

into the calibration.  The exact deviation of the current retrieved image from the actual 

scene requires comparison to the target thermistors. 

4.6.2 EXTRACTING RANGE PARAMETERS 

The range parameters are estimated for each measurement set independently since 

the relative position between the instrument and the target varied.  Before solving for the 

range parameters, the target center position must be determined, easily obtained by 

solving for the target beacon which is physically located at the center of the target.  The 

range image error is defined as the RMS difference between a sky alias calibrated image 

(4.6) and the image generated by the target model, and will be used in the subsequent 

analysis.  The first target parameter solved is the target range, which determines the size 

of the disk.  This represents the first overall correction.  From there, the fine correction of 
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the target roll, pitch and yaw can be performed.  Figure 4.20 shows a flow chart that 

describes the procedure to determine the target parameters. 

Select Measurement 
Set and Image

4Check the Target 
Range Correction

Target Parameters 
Solved

1 From the position of the beacon

2 First gross target parameter determination

3 Fine target parameter determination

4 Iterate to ensure that the range 
parameter is still accurate

1Determine Target 
Center ( T, T)

2Solve for Target 
Range by Minimizing 

Image Error (RT)

3Solve for Target Roll, 
Pitch and Yaw 

( T, T, T)

 
Figure 4.20: Flow Chart Describing the Target Parameter Extraction 

 
Figure 4.21 shows the results of the parameter determination with the scene from 

Section 4.6.1.   
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Figure 4.21: Target Parameter Values (Left) Range and (Right) Pitch and Yaw 

 
Results from the various datasets indicate that the position of the target roll is consistent 

in all the datasets, and as such the fine parameter reduction is performed for the pitch and 
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yaw only.  For this particular measurement set, the beacon center is almost zero 

( 45,45.2 −−=−= ee TT μξ ), the target range is, mRT 1.13=  and the target roll, pitch and 

yaw are 05.0,0,0 === TTT γβα  radians.  The estimation of the range parameters is not 

perfect due to the nature of the reconstructed image.  The impact of the Gibbs ringing at 

the edges of the retrieved image, which we use to define the physical border of the target, 

causes false positives on the error surface.  The following represents the best guess 

resolved solution of actual target parameters. 

Figure 4.22 shows the direct comparison between the GeoSTAR-D measured 

brightness temperatures and the model output assuming that the emissivity of the target is 

1.  The deviations from the model are significant, and the standard deviation of the pixels 

on the Earth disk target is approximately ~10K. 

 
Figure 4.22: (Left) Calibrated Brightness Temperatures and (Right) Target Model Output 

 

The residual errors are due to several sources.  The target model is generated with a 

sparse set of thermistors, resulting in a very smooth temperature field.  The temperature 

distribution of the actual target will be more varied than the model outputs.  In addition, 

the thermistor measurements will be slower to respond to the physical temperature 
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changes than GeoSTAR-D, by a certain time constant dependent on the thermistors and 

their embedded location on the target.  The following section will deal only with the 

ripples in the image and the mitigation of the Gibbs phenomenon.  

4.6.3 GIBBS PHENOMENA MITIGATION 

The starting point of the Gibbs mitigation algorithm will be the de-aliased image 

from Section 4.6.1 with the addition of the target model.  (4.6) is modified to include the 

Earth disk model full field of view visibilities and GeoSTAR-D field of view 

temperatures 

 
To maintain the linearity of the system, the brightness temperature of the sky must be 

subtracted from the pixels of the target model.  In addition, the imperfections in 

GeoSTAR-D must be replicated in the models in order to create realistic visibilities.  This 

mainly involves the pointing correction that was outlined in Section 3.6.3 and applied to 

generate Figure 4.19. 

It is convenient here to define DT̂ , the retrieved brightness temperature after 

removing the effects of aliasing and correcting for the inadequate sampling visibility 

domain.  This may be interpreted as the algorithm residual error. 

 

SkyEDFOVSkyFOVSkyEDFFOVFFOVFFOVSkyDGMDAB TTTFGVGFT −−
−−

+ ++−= ,,,,
11

, )(ˆ  (4.7)
Where 

GMDABT +,
ˆ  = Retrieved Brightness Temperature, De-Aliased and Gibbs Mitigated[K] 

SkyEDFFOVT −,
 = Earth Disk Model TB Minus Sky Pixels, Full Field of View [K] 

SkyEDFOVT −,
 = Earth Disk Model TB Minus Sky Pixels, GeoSTAR-D Field of View [K] 

EDSkyDT +,
 = Retrieved TB with Sky Alias and Gibbs Removed [K] 

)(ˆˆ
,,

11
,,, SkyEDFFOVFFOVFFOVSkyDSkyEDFOVSkyFOVGMDABD TFGVGFTTTT −

−−
−+ −=−−=  (4.8)

Where 
DT̂  = Residual Retrieval Error [K] 



 113 

If the models were both perfect with full resolution, the resulting DT̂  from (4.8) would 

tend to the inherent instrument imperfections.  Figure 4.23 shows the various images that 

are generated using the correction algorithm (4.7) and (4.8). 

 

 
 

 
Figure 4.23: (a) Sky Model TB within the FOV (b) Target Model – Sky Model Pixels TB within the 
FOV (c) Residual Retrieval Error (d) GeoSTAR-D Fully Corrected Image 
 
The largest residual error is due to the boom of the range system, which is not modeled 

and seen in the south of Figure 4.23c with aliases in the northeast and northwest corners.  

Large errors also appear in the south, most likely due to the imperfect retrieval of the 

range parameters.  The final corrected image in Figure 4.23d is significantly smoother 

(c) (d)

(a) (b)
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than Figure 4.19, though small imperfections are still visible.  The error of the pixels on 

the target has been reduced from ~10 K to ~5 K.  The Gibbs correction has reduced errors 

by almost half.   

4.7 SUMMARY 

GeoSTAR-D was deployed at the JPL mesa antenna range to simulate GeoSTAR 

type measurements viewing an engineered Earth disk target.  The target simulates 

contrast from continental boundaries with two separate heating zones, and embedded 

thermistors allow for concurrent measurement of the physical target temperature.  A 

beacon is placed at the center of the target and used for near field correction and location 

of the target center.  A variety of tests were conducted at the mesa, demonstrating the 

effects of aliasing and the impact of a sun transit on retrievals. 

Two separate models are generated, an atmospheric correction model that utilizes 

measurements the JPL WVR and a target model that extracts the various thermistors 

readings to generate a full target temperature field.  The target model also allows for 

variation in the pointing parameters which when combined with the proper error 

minimization scheme can be used to extract the target physical parameters.  An iterative 

scheme is employed that corrects for both the gross and fine geometric errors. 

The performance of the originally proposed calibration algorithm utilizing the 

theoretical G-Matrix and antenna pattern is improved by correcting for pointing errors in 

the anechoic chamber.  A sky alias correction algorithm is proposed that relies on the fact 

that the brightness temperature and visibility transform relationship is linear.  The 

resulting image has contrast at the right areas and magnitudes close the expected 
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brightness temperature, a significant improvement over the initial calibrated image.  

Ripples are evident in the image due to the Gibbs phenomena.  A secondary correction 

utilizing the Earth disk target model reduces the retrieved image errors by almost half, 

with final error magnitudes of ~ 5 K. 

This result is typical of the algorithm performance during the test period and 

represents an error of less than 2%.  This error includes the known imperfections from the 

anechoic chamber measurements, uncertainties in the target temperatures due to thermal 

lag and interpolation, thermal sensitivity of the antennas to direct sunlight and noise 

temperature calibration errors from inadequate temperature and humidity control of 

GeoSTAR-D.  Overall the performance of the instrument is excellent and shows 

repeatability as the calibration from the anechoic chamber is applied with success in an 

outdoor environment.   
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5. DEVELOPMENT OF A HIGH RESOLUTION FULL EARTH DISK MODEL 

5.1 RATIONALE AND NECESSITY 

A high resolution full Earth disk model is an important tool that can be used in the 

development of GeoSTAR, especially in characterizing sensor performance and 

calibration strategies.  This effort can be seen as a first look Observing System 

Simulation Experiment (OSSE), to answer the basic concerns of the instrument design.  

In particular, one important issue to be addressed is the magnitude of the measured 

visibilities, especially at the large baselines, where typically the signal to noise ratio 

(SNR) is small.  This effort attempts to characterize the information content available to 

the instrument.  The error in this measurement has been discussed in Chapter 2 and is a 

function of the hardware and the integration time.  While reasonable guesses at the 

eventual hardware design can be made, the integration time is a parameter that can be 

varied, as long as it falls within the original requirement of new images generated 

(approximately hourly).  In addition, the model will allow us to evaluate several proposed 

image processing strategies, especially in the mitigation of known image effects such as 

the Gibbs Phenomenon. 

Reduced spatial scale Earth models have been successfully used to examine array 

distortion errors [73].  While appropriate for antenna redundancy and perturbation 

analysis, these models do not properly account for the high spatial components of the 

visibility measurement.  Additional analyses performed comparing GeoSTAR to a 
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traditional scanning radiometer have the desired spatial resolution (~5 km) but focus only 

on regional areas [24].  To this end, a new model must be developed.  Initially, the model 

will be developed for the 50 GHz temperature sounding channels as the assumptions are 

more easily met. 

5.2 FULL DISK MODEL ASSUMPTIONS 

The inputs to the model will be outputs of various existing geophysical parameter 

models.  This will reduce the development time significantly if we use already developed 

products and enhance confidence in the results.  In order to utilize these products, several 

key assumptions must be made so that the results are reasonable for our use.  In the 

following sections, spatial resolution will be defined in either degrees longitude/latitude 

or kilometers.  The rule of thumb conversion relates 10 to approximately 100 km at the 

equator. 

5.2.1 HIGH SPATIAL VISIBILITY CONTRIBUTORS 

The key assumption in the generation of this model is that not all atmospheric 

parameters vary significantly at the spatial scales of the measurement.  In fact, most 

parameters vary smoothly spatially and hence contribute minimally to the high frequency 

components of visibility.  The major contributors to the high frequency visibilities are the 

sharp transitions, in particular the:- 

1. Earth disk / Cosmic Background 
2. Continental Boundaries 
3. Clouds 
 
Of these three, only the clouds change on the time scales of the measurement.  The 

other two parameters vary minimally yearly if at all.  While high spatial resolution 
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measurements for all these three contributors are necessary, only the cloud parameters 

need to be updated regularly.  It is this assumption that allows us to combine the 

appropriate datasets to produce the full resolution inputs into the radiative transfer model.  

5.2.2 SCATTERING FREE ATMOSPHERE AT 50 GHZ 

The current model does not include a scattering model for precipitation - liquid or 

ice.  The effects of liquid scattering are known to be minimal at 50 GHz since absorption 

effects dominate, except for large hydrometeors in stratiform and convective precipitation 

cells [74].  However, ice scattering aloft, especially in strong convective storm cells, is 

known to produce a brightness temperature darkening and this effect is also unaccounted 

for in the present model.  A scattering model will be integrated should the model be 

extended for operation at 183 GHz where this is known to be a dominant process. 

5.3 GEOPHYSICAL PARAMETER DATASETS 

Existing high quality datasets are typically obtained from specialized spacecraft 

measurements.  Additional parameters are generated from numerical weather prediction 

(NWP) models.  In general the following descriptions will only give brief details 

regarding the parameter retrievals, since each is a research topic in its own right.  In many 

cases several different datasets were evaluated and the suitability of the chosen set is 

explained rather than the shortcomings of the discarded set.  All the chosen datasets are 

publicly distributed and available for access.  

5.3.1 SURFACE PARAMETERS AND VERTICAL ATMOSPHERIC PROFILES 

The basis of the model from which the other parameters are overlaid is the National 

Centers for Environmental Prediction (NCEP) Global Data Assimilation System 
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(GDAS).  GDAS is generated every 6 hours using a Medium Range Forecast model 

(MRF) and consists of the minimum set necessary to regenerate NCEP analysis fields.  

The primary benefit of using GDAS over other NCEP products is the spatial resolution of 

the GDAS1 dataset, at 1.00 x 1.00 gridded equally over the globe.  For vertical resolution, 

the data is available at 26 levels for temperature and geopotential height and 21 levels for 

relative humidity (up to 10 mb). 

In addition to the vertical profiles, GDAS also provides surface fields, including 

wind speed which is necessary for the generation of the ocean emissivity product. 

5.3.2 LAND SURFACE EMISSIVITY 

One of the most challenging parameters to define is the land surface emissivity in 

any satellite measurement.  It is common to utilize values that are determined based on 

the land use classification of the area.  However, these values are known to vary 

depending on the conditions at the location itself, especially that of moisture content 

which is not easily available.  The impact of diurnal variations, especially due to the 

presence of surface dew is known to decrease emissivity values [75] in the microwave 

frequencies of interest.  A large dataset of derived values will minimize the impact of the 

diurnal variations. 

The French ‘Groupe de Modélisation pour l'Assimilation et la Prévision’ (GMAP) 

provides land emissivity atlases that are derived from cloud-free measurements made on 

various satellite instruments (SSMI, TMI and AMSU), though we will primarily focus on 

the product derived from AMSU [76-78].  Emissivity values derived from the 

measurements are binned into low and high incidence angles (recall that AMSU scans to 

a maximum EIA of 580), and atlases are available in the form of monthly averages.  The 
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difference in the mean emissivity between the 2 incidence angle bins is found to be 0.023 

at 50.3 GHz [76], and for all frequencies emissivity is larger at low zenith angles.   

Figure 5.1 shows a sample surface emissivity atlas for March 2007 derived from 

AMSU-A measurements across the globe.  Emissivities are typically larger at the lower 

latitudes due to the impact of the vegetation cover. 

 
Figure 5.1: AMSU-A Low Angles Surface Emissivity Atlas 50.3 GHz, March 2007 

5.3.3 SEA SURFACE SALINITY 

Ocean emissivity calculations require sea surface salinity (SSS) values.  In general 

the SSS does not vary significantly temporally and spatially, and as such, a high 

resolution spatial field is not necessary.  The World Ocean Atlas (WOA) from the Ocean 

Climate Laboratory (OCL) provides objective analyses and statistics for various 

parameters including ocean temperature, salinity and dissolved oxygen.  These fields are 

available at a 1.00 x 1.00 grid, and are generated roughly every four years.  The most 

recent version was produced in 2005 (previous versions in 1998, 2001 and 2005) [79].  

The chosen dataset is the objectively analyzed monthly means which are smooth filled 

fields objectively interpolated mean fields generated from the sparse data.  
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Figure 5.2 shows the smoothed field for the month of March generated with an 

algorithm that fills the gaps near the coastlines.  Areas of low salinity at river mouths are 

apparent, especially at the Amazon.  While the salinity field is a necessary input to 

generating the ocean emissivity, it is a secondary effect.  The parameter that has the 

largest bearing on the emissivity value is the incidence angle. 

 
Figure 5.2: WOA2005 Objectively Analyzed Salinity Field March [psu] 

5.3.4 CLOUD PRODUCT 

A high resolution cloud product is integral to the development of the full earth 

model.  Aside the need for a spatially high resolution image, the spatial extent must also 

be sufficient.  In particular, products derived from GOES data are ideal as they satisfy 

these criteria, but must be combined with additional inputs in order to produce 

meaningful results.  The NASA Langley Cloud and Radiation Research group generates a 

cloud product utilizing an algorithm that combines the Visible Infrared Solar-Infrared 

Split-Window Technique (VISST), Solar-infrared Infrared Split-window Technique 

(SIST), and Solar-infrared Infrared Near-infrared Technique (SINT) [80].  Additional 

inputs to the algorithm include temperature and humidity profiles from NOAA Rapid 
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Update Cycle (RUC) or Global Forecast System (GFS) forecasts for estimations of skin 

temperature, cloud height and radiance attenuation calculations. Surface-type definition is 

based on the International Geosphere-Biosphere Program (IGBP) surface map; spatial 

distributions of snow/ice are taken from real-time maps generated by the NOAA/NESDIS 

Interactive Multisensor Snow and Ice Mapping System (IMS); and clear-sky reflectance 

data from the Clouds and Earth’s Radiant Energy System (CERES) are used to provide 

background radiances for cloud detection and retrieval [81]. 

These products are generated by the NASA Langley Cloud and Radiation Research 

group at near real time to support numerical weather prediction models (validation and 

assimilation), estimating surface atmospheric radiation budgets and other ‘nowcasting’ 

applications.  The most recent release of the dataset extends the Continental United States 

(CONUS) to a full GOES East disk.   

Figure 5.3 shows the first experimental result of the dataset generated on January 

3rd 2008.  From the figure it is apparent that the product does not extend to the full disk.  

To reduce longitude gaps, the dataset is combined with similar products for GOES-West 

and METEOSAT.  The gaps in the upper latitudes cannot be filled, however due to the 

large atmospheric path at those incidence angles, the impact of inaccurate cloud product 

should be minimal. 
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Figure 5.3: LaRC Cloud Top Height GOES-East (01/03/08 23:45Z) [km] 
 

This new full disk product from LaRC is ideal for our use.  Note however that the 

cloud product relies heavily on the visible channels to generate the high resolution 

product and as such, during times when there is no solar illumination, the actual 

resolution decreases significantly.  As such, data at 00:00Z is partially degraded as most 

of the GOES-East Earth disk is not illuminated.  Figure 5.4 shows the GOES-East 0.65 

μm reflectance, a crucial input into the algorithm, at 23:45Z (~00:00Z) showing the 

extent of data available.  At 06:00Z, the entire GOES-East disk is not illuminated.  As 

such for our purposes, we can only utilize products generated for 12:00Z and 18:00Z.  

This limits the generation of continuous time lapse images, as there are significant gaps 

daily. 
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Figure 5.4: LaRC 0.65 μm Reflectance GOES-East (01/03/08 23:45Z) 
 

In addition, as this is a new product, in cases in which the algorithms do not 

produce realistic results, the entire product is not released.  As the algorithm improves, 

these ‘dropouts’ in the released full disk cloud product will decrease significantly.  The 

cloud parameters used from the product are a cloud mask, cloud bottom pressure, cloud 

top pressure and integrated liquid water. 

5.3.5 LAND/SEA MASK 

The land/sea mask is crucial for the determination of the transitions between the 

surface emissivity values since liquids and solids have significantly different emissivity 

characteristics.  These sharp transitions will have significant impact on the large baseline 

visibility magnitudes.  The mask selected is obtained from the GODAE High Resolution 
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Sea Surface Temperature Pilot Project (GHRSST-PP) [82].  The 1 km x 1km resolution 

product is derived from a similar product available from the USGS, and covers the 

latitude from 80.3 N to 80.3 S and all longitudes.  The reduced latitude is compatible with 

GEO geometry and our requirements. 

The available resolution is several orders of magnitude finer than our needs and 

allows for more sophisticated processing as opposed to a binary 1 and 0 mask.  Each 10 

km x 10 km surface pixel is generated from the ensemble of the enclosed pixels to arrive 

at an effective land fraction.  During the generation of the surface emissivities, this 

fraction is used to combine the emissivity maps to create realistic pixel weighted values.  

This processing minimizes the introduction of unrealistic visibility components. 

5.3.6 DIGITAL ELEVATION MAP 

The Digital Elevation Map (DEM) provides the surface position from which 

atmospheric profiles are valid for the radiative transfer calculation.  The National 

Geophysical Data Center (NGDC) provides several products, of which the ETOPO2v2 

Global Gridded 2-minute Database is found to be the most suitable [83].  The vertical 

resolution is 1 m and the spatial resolution is approximately 4 km x 4km.  The dataset 

also includes ocean depth which we do not utilize. 

5.3.7 DATASET SUMMARY 

Table 1.1 summarizes the various parameter datasets that are used with emphasis 

on the temporal and spatial resolution.  The highlighted values represent the crucial 

datasets that have spatial resolution of 8km or better.  A total of 6 different datasets are 

utilized to produce the high resolution Earth disk model. 
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Table 5.1: Summary of the Various Parameter Datasets Used 

Measured Parameters Data Source Spatial Res. Temporal Res. Levels
Land Emissivity NWPG France 50km x 50km Monthly Averages Surface
Ocean Wind Speed NCEP GDAS 100km x 100km 6 Hour Refresh Surface
Sea Surface Temp. NCEP GDAS 100km x 100km 6 Hour Refresh Surface
Sea Surface Salinity WOA 2005 100km x 100km Monthly Averages Surface
Temperature Profile NCEP GDAS 100km x 100km 6 Hour Refresh 26 Pressure Levels
Geopotential Height NCEP GDAS 100km x 100km 6 Hour Refresh 26 Pressure Levels
Humidity Profile NCEP GDAS 100km x 100km 6 Hour Refresh 22 Pressure Levels
Surface Parameters NCEP GDAS 100km x 100km 6 Hour Refresh Surface
Cloud Liquid/Ice Water NASA LaRC 8km x 8km ~3 Hour Refresh
Cloud Top/Bottom Temp. NASA LaRC 8km x 8km ~3 Hour Refresh
Land Sea Mask GODAE GHSTT 1km x 1km Generated in 2002 Surface
Digital Elevation Map NGDC 4km x 4km Generated in 2006 Surface
 

5.4 GEOPHYSICAL PARAMETER MODELS 

In addition to the raw input data, many other variables have to be derived utilizing 

the appropriate geophysical parameter model prior to the application of the radiative 

transfer model.  Similar to Section 5.3, many models were evaluated, and the following 

description will deal only with the selected models. 

5.4.1 OCEAN EMISSIVITY 

The dielectric constant of water is computed from the Klein-Swift model [84].  A 

correction for roughness and foam fraction is calculated using coefficients from FastEM2 

developed for Radiative Transfer for TOVS (RTTOV), code and algorithms generated for 

the TIROS Operational Vertical Sounder (TOVS) [8].  The specific coefficients used are 

those optimized for AMSU-A, the POES version instrument that performs GEOSTAR-

like measurements. 
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 The model inputs frequency, temperature, salinity, wind speed and incidence 

angle of measurement to generate the ocean emissivity values in both vertical and 

horizontal polarization. 

5.4.2 GASEOUS ABSORPTION 

Absorption for atmospheric gases, including water vapor is, calculated using the 

Rosenkranz98 absorption model [85].  The model provides absorption coefficients for 

oxygen, nitrogen and water vapor, given a frequency, temperature, pressure and water 

vapor density. 

5.4.3 CLOUD PARAMETERS 

Several different cloud parameters must be calculated.  Cloud liquid absorption is 

calculated under the assumption that the absorption is proportional to the column density 

of the cloud liquid [86].  Cloud liquid profiles are assumed to be constant in height given 

a cloud liquid path.  This approximation is valid to a first order as no distinction is made 

between different cloud types in the model.  As such, applying any specific profile to the 

entire Earth disk would not improve the accuracy.  Finally, the vertical profile of liquid in 

the freezing layer is modeled by an exponential lapse [87]. 

5.5 RADIATIVE TRANSFER MODEL 

The standard radiative transfer equation for calculating the brightness temperature 

as seen at the top of the atmosphere is [74] 
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Three major components make up (5.1), the upwelling brightness temperature of the 

atmosphere ( ))(θuT , the emitted brightness temperature from the surface ( ))(θeT  and the 

reflected atmospheric brightness temperature from the surface ( ))(θrT .  Note that all 

these expressions are also a function of frequency, but the explicit dependence is dropped 

in the equations for brevity. 

The upwelling atmospheric brightness temperature is expressed as  

 
(5.2) represents the integrated upwelling radiation contributed from each layer z to the 

top of the atmosphere (TOA).  The integrated absorption ( ))(zτ  from the layer of interest 

to the TOA is expressed as  

 
 The emitted brightness temperature from the surface is dependent on the surface 

conditions, which we will assume to be smooth, homogenous and isothermal.  This 

θτθτ θθθθ secsec 00 )()()()( −− ++= eTeTTT reub  (5.1)
Where 

bT  = Top of Atmosphere Brightness Temperature [K] 
uT  = Upwelling Atmospheric Brightness Temperature [K] 
eT  = Surface Emitted Brightness Temperature [K] 
rT  = Surface Reflected Atmospheric Brightness Temperature [K] 
θ  = Angle from Nadir [degrees] 

0τ  = Total Atmospheric Opacity 
θsec  = Slant Path Correction in a Plane Parallel Atmosphere 

∫ −=
TOA

z
u dzezzTT

0

sec)()()(sec)( θταθθ  (5.2)

Where 
TOA = Level of the Top of the Atmosphere [km] 

T  = Physical Temperature [K] 
z  = Height of the Evaluated Layer [km] 
α  = Absorption Coefficient 
τ  = Opacity of that Layer to the TOA 

∫=
TOA

z

dzzz ')'()( ατ  (5.3)
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reduces the dependence of the emission to only the physical temperature and emissivity 

of the layer as shown 

 
The reflected atmospheric brightness temperature only contains the downwelling 

brightness temperature in the specular direction θ , a results of previous assumptions, and 

is expressed as 

 
The downwelling atmospheric brightness temperature is calculated using  

 
For the downwelling atmospheric brightness temperature, the first term represents the 

cosmic background radiation component as attenuated by the atmosphere.  The 

formulation for (5.6) is similar to that for (5.2) except the direction of the integration path 

changes.  Figure 5.5 shows the various components of (5.1) as they propagate through the 

atmosphere. 

sse TT )()( θεθ =  (5.4)
Where 

sε  = Surface Emissivity 
sT  = Surface Physical Temperature [K] 

[ ] )()(1)( θθεθ dsr TT −=  (5.5)
Where 

sε−1  = Power Reflection Coefficient 
dT  = Downwelling Atmospheric Temperature [K] 

[ ]∫ −−− +=
0

sec)(sec 00 )()(sec)(
TOA

z
cd dzezzTeTT θττθτ αθθ  (5.6)

Where 
cT  = Cosmic Background Brightness Temperature [K] 
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Figure 5.5: Diagram Showing the Components of the Radiative Transfer Calculation 
 

The actual calculation of the TOA brightness temperature is performed using a 

discrete version of (5.1), and the associated equations. 

5.6 COORDINATES AND GRIDS 

Two separate coordinate systems are used in the model.  The first is the 

geophysical parameter grid, for which the different atmospheric parameters and model 

outputs from Section 5.1.2 and 5.1.3 respectively, are overlaid.  The second coordinate 

system is required for the generation of the images in the GeoSTAR frame of reference. 

5.6.1 GEOPHYSICAL PARAMETER GRID 

The geophysical parameter grid is a 10 km x 10 km equal area grid.  Essentially 

this grid has variable longitude spacing that is dependent on latitude.  The longitude 

spacing increases to compensate for the decreasing circumference of the latitude circle as 

the coordinates approaches either pole.  The resulting geophysical parameter grid has 

pixels that are equal in area, and it is this grid that the radiative transfer model is applied.  

Note that from (5.1), the atmospheric path for the upwelling and downwelling is 
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calculated separately.  While the atmosphere is assumed to be plane parallel, each pixel in 

each layer is based on the actual atmospheric state (i.e. the atmosphere is not 

homogeneous across each layer).    

5.6.2 GEOSTAR GRID 

The GeoSTAR image grid is equally spaced in the direction cosine domain.  The 

nadir looking pixel size on the earth disk is 10 km, and increases off nadir.  Specific 

points on the GeoSTAR grid are selected based on the expected image resolution.  These 

points are then co-located on the geophysical parameter grid in terms of latitude and 

longitude, and the direction of radiation propagation determined by the GEO geometry.  

The radiative transfer model is then applied at these points. 

Figure 5.6 shows a similar viewing geometry if a satellite was placed over the 

North Pole.  The specific case for the GeoSTAR viewing geometry uses the vertical plane 

of projection [88].  From Figure 5.6, the geometry that causes the poles to be obscured is 

also demonstrated as the locations for which the horizon is not visible. 

 
Figure 5.6: Diagram Illustrating the Vertical Perspective Projection [88] 
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5.7 IMAGE POLARIZATION 

The polarization in the image plane differs depending on the pixel of interest.  The 

antennas are currently designed to measure a linear polarization; however, the emission 

from the polar region is orthogonal to that at the equatorial limb and varies across the 

entire Earth disk, except at nadir.  The emissivity values of the GMAP surface atlases 

(Section 5.1.2.2) and those derived from the ocean emissivity model (Section 5.1.3.1) are 

combined to generate a full Earth emissivity map.  Figure 5.7 shows the intermediate 

generated product for which the emissivity is set at the local vertical or horizontal 

polarization across the entire globe.  There is minimal variation with incidence angle for 

the land surface emissivity values.  Ocean emissivity, however, is dominated by the Earth 

incidence angle (EIA) effect.  The divergence of the emissivity values at the different 

polarizations towards the limbs is consistent with theoretical expectations. 

 
Figure 5.7: Combined Emissivity Map with No Polarization Correction (Left) Vertical Polarization 
and (Right) Horizontal Polarization 
 
The polarization maps generated in Figure 5.7 are then combined by correcting for the 

viewing geometry across the Earth disk.  The measurement polarization is defined 

vertical at the poles and varied accordingly across the Earth disk.  The following equation 
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describes the resulting instrument observed surface polarization as a function of the 

directional cosine coordinates and the azimuthal angle  

 
The polarization correction factor has a value of 0 at the poles and 1 at the equator.  

Figure 5.8 shows the resulting combined vertical polarization emissivity map. 

 
Figure 5.8: Combined Emissivity Map with Vertical Polarization at the Poles 
 
This is the expected operational GEOSTAR mode, with measurements made with vertical 

polarization at the poles. 

( ) ),(),(1),( ,, ηξεηξεηξε HscVscs pp +−= , with ( )2π
φ=cp  (5.7)

Where 
),( ηξε s
 = Instrument Observed Combined Surface Emissivity 

),(, ηξε Vs
 = Local Emissivity Vertical Polarization 

),(, ηξε Hs
 = Local Emissivity Horizontal Polarization 

cp  = Polarization Correction Factor 
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5.8 INTERMEDIATE PRODUCT VERIFICATION 

The following images show some of the other intermediate products that were 

generated to verify the model output.  These products were used during the development 

to ensure that the model was performing physically and as expected. 

5.8.1 EXCESS EMISSIVITY DUE TO WIND 

Figure 5.9 shows the ΔTB image generated by differencing images for the full 

model and one for which the wind across the globe is set to zero and the associated 

surface wind map. 

 
Figure 5.9: (Left) 50.3 GHz ΔTB Image From Wind Excess Emissivity [K] and (Right) Associated 
Surface Wind Map [m/s] (09/01/08 18:00Z) 
 
The areas of high winds in the Atlantic where there is significant hurricane activity are 

visible, as well as regions in the Pacific.  Winds closer to the limbs do not have 

significant impact on TB due to the large atmospheric path length.  In addition, the 

emissivity response is modified by the polarization mixing across the Earth disk since 

horizontal polarization measurements are more sensitive to the changes in the winds than 

vertical polarization.  Hence measurements at the north and south poles are muted in 

comparision.   
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5.8.2 ATMOSPHERIC TRANSMITTANCE 

The total atmospheric transmittance is defined as  

 
where 0τ  is the total atmospheric opacity as defined earlier.  Figure 5.10 shows the 

transmittance of the modeled atmosphere at 50.3 GHz on September 1st 2008 at 18:00Z.  

The transmittance for this window frequency is high, especially in areas of high altitude 

as seen in the outline of the Andes in South America. 

 
Figure 5.10: Atmospheric Transmittance (09/01/08 18:00Z) 
 
The low transmittance at the limbs is low due to the large atmospheric paths at large earth 

incidence angles.  For the opaque channels, the atmospheric transmittance is close to zero 

throughout the Earth disk. 

5.8.3 EARTH INCIDENCE ANGLE EXTENT 

Central to the future discussion of the GOES-East images is an understanding of 

the geometry of the measurement.  The area covered by stepping through various EIA 

0τ−=Γ e  (5.8)
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values is not equally spaced, with different areas subtended by the different incident 

angles.  Figure 5.11 shows the band of EIAs which are larger than 600 (left) and 800 

(right) respectively.  The area past 800 corresponds to only a small area and includes 

mostly unusable data due to the extreme atmospheric path lengths and opacity. 

 
Figure 5.11: (Left) Earth Incident Angle Area > 600 and (Right) Earth Incident Angles > 800  
 
Currently most GOES-East products are usable only to 600; similar LEO microwave 

sounding instruments have maximum scan angles of 600.  The regions covered up to the 

600 extent include most of the continental United States and the Atlantic hurricane region.  

5.9 SUMMARY 

A high resolution full Earth disk model has been generated with the best available 

geophysical parameter datasets and models.  Leveraging existing data products has 

decreased the development time of the model significantly.  The simulated TB images 

will have the highest spatial resolution and coverage available to date to aid in the design 

and development of the temperature sounding channels of GEOSTAR.  The flexibility of 

the model allows for the creation of non-physically realizable TB scenes which can be 

used to assess the instrument sensitivity of different geophysical parameters.  In addition 
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this product can be used in the differential mode to calibrate out Gibb’s artifacts as 

demonstrated in Chapter 4 and applied in Chapter 6.  Figure 5.12 outlines the processing 

in the model. 
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1 Products from Sections 5.3.1, 5.3.2 and 5.3.3

2 Products from Sections 5.3.4, 5.3.5 and 5.3.6

3 Equal area grid defined in Section 5.6.1

4 Models defined in Section 5.4
The polarization rotation from Section 5.7 is applied here

5 GEOSTAR grid and associated transform defined in Section 5.6.2

6 Radiative transfer model outlines in Section 5.5

7 TB image is generated at a single frequency
Process 4 and 6 must be repeated for each frequency

 
Figure 5.12: High Resolution Model Process Flow Chart Outlining the Major Components 
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6. EVALUATING INFORMATION CONTENT AND RETRIEVAL STRATEGIES 

6.1 GEOSTAR INSTRUMENT SIMULATOR 

The GeoSTAR simulator is implemented in software on the Matrix Laboratory 

(MatlabTM) platform, on a single desktop personal computer.  The full simulation of a 

theoretical G-Matrix is currently difficult to perform for the full temperature sounding 

array with NEL=100 (Section 2.1.2), using current computer hardware, especially at the 

resolution of the full disk model.  The number of pixels of the expected GeoSTAR 

temperature sounder is ~60,000 without oversampling.  This number increases to 1.5 

million pixels with a 10 km x 10 km nadir resolution for the high resolution model.  If the 

theoretical G-Matrix were to be utilized [32], this matrix would have dimensions of 

1.5E6 x 1.5E6, and inversion of this matrix would be challenging and prohibitively time 

consuming given normal computer hardware.  

For the eventual flight system, with more workstations and coupled with parallel 

and iterative processing, this calculation will be able to be performed.  At the moment, 

the current simulator is simplified, relying on the two-dimensional (2-D) fast Fourier 

transform (FFT) to perform the conversion from brightness temperature to visibilities. 

6.1.1 2-D FFT PROCESSING 

Algorithms are available that use rectangular processing [43, 48, 89] to produce a 

hexagonal output.  These methods utilize indexing to a secondary grid and expansion of 
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the coverage space to be compatible with rectangular algorithms.  For simplicity and 

processing speed, the rectangular processing is maintained.  The major difference in the 

output is simply the sampling scheme in the visibility space, in particular the density, as 

outlined in Chapter 2.  As the following analysis does not utilize specific visibility 

magnitude values, but instead the averages across spatial frequency ranges, the 

differences between the rectangular and hexagonal processing is minimal for our 

evaluation purposes, especially at the larger baselines. 

6.1.2 ADDITIVE NEΔV 

The value of the NEΔV is calculated using expected GeoSTAR parameters as 

outlined in Section 2.3.  Combining equations (2.17) and (2.20) with the assumptions for 

the expected hardware and array parameters leads to  

 
(6.1) is a direct relationship between the integration time and the retrieved pixel error if 

all the other parameters are known.  Figure 6.1 shows the trade space for the current array 

- for a 1 K pixel error, the integration time is approximately 8 minutes and for a 0.57 K 

pixel error this increases to 24 minutes which is the current requirement.   
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Figure 6.1: Image Pixel Error vs. Integration Time for Temperature Sounding Array [K] 
 
Adding NEΔV error to the simulations is straightforward in the spatial frequency domain, 

though care must be taken to ensure that the added noise is Hermitian symmetric.   

6.1.3 STANDARD PROCESSING ALGORITHM 

For ease of discussion, a standard processing algorithm is defined from which 

other algorithms are compared.  This nominal processing method demonstrates how a 

GeoSTAR type instrument performs measurements in the spatial frequency domain and 

the inherent information that is unavailable due to the limited sampling extent.  The 

algorithm is as follows:  

1. TB image is generated at highest resolution possible (~10 km) 
2. Elemental antenna taper is applied to the image 
3. Rectangular 2-D Fourier transform applied 
4. Fourier components are removed to match the GeoSTAR resolution (~50 km) 
5. NEΔV noise added 
6. Apodization function applied 
7. Inverse 2-D Fourier transform applied 
8. Inverse elemental antenna taper is applied to the image 
9. Error evaluated 
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Figure 6.2 shows the first four processing steps, which results in the visibility product 

that GeoSTAR would measure.  The difference between this output and the hexagonal is 

simply that of the sampling density.  

 

 

 
Figure 6.2: Images of the Intermediate Products Generated by the Standard Algorithm  
(a) High Resolution TB Image, 10 km [K] (b) TB Image with Antenna Taper Applied [K] 
(c) Spatial Frequency Components After 2-D FFT Application [dB] 
(d) Spatial Frequency Truncation to the GeoSTAR Resolution, 50 km [dB] 
 
Comparing Figure 6.2c and Figure 6.2d, we can see the information lost to a GeoSTAR 

imager due to the limited spatial frequency measurement.  For the nominal processing 

algorithm, the apodization applied will be uniform.  The impact of the NEΔV has been 

outlined in Section 2.1.6 and 6.1.2.  To demonstrate the effects of the NEΔV visually, it 

is necessary to generate an extreme case where the per pixel error at ~10 K (5 second 

(c) (d)

(a) (b)
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integration).  Figure 6.3 demonstrates the impact of large amounts of additive noise to the 

visibilities which results in speckle like noise throughout the retrieved image. 

 
Figure 6.3: Retrieved Image with NEΔV and 5 Second Integration Time, Step 7 [K] 
 

Side by side comparisons of the images are difficult to discern on paper without 

the proper resolution.  Figure 6.4 shows the difference between the retrieved image and 

the original. 

 
Figure 6.4: ΔTB Image Indicating the Significant Presence of Gibbs Ringing [K] 
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Errors are localized around areas of large transitions, especially the Earth disk / cosmic 

background transition and the continental boundaries.  Weather phenomena that are 

discontinuous events are also visible.  The errors at the transitions are known as the Gibbs 

Phenomena, ringing artifacts that are inherent when discontinuities are represented by a 

finite number of terms in the Fourier series [70, 71].  In this case, the truncation of the 

spatial visibilities from Figure 6.2c to Figure 6.2d, leads to these artifacts.  GeoSTAR 

will be significantly affected by the Gibbs phenomenon.  While these are large errors, the 

Gibbs phenomenon is a known effect that can be corrected in post processing. 

 Another detail in Figure 6.4 is the muted continental features at the Earth limbs 

where the atmospheric path length is significant.  The current sample images are 

generated for the transparent 50.3 GHz channel, and more surface features are expected 

to be obscured as the frequency moves towards the peak of the oxygen line.  Typically, 

we expect that these errors, which are due to the inadequate sampling, will be largest for 

the transparent channels and minimal for the opaque channels. 

6.2 COMPARISON TO AN IDEAL REAL APERTURE ANTENNA 

A significant difference between a synthetic aperture and a real aperture are the 

characteristics of the antenna pattern.  A synthetic aperture can have negative side lobes 

that alternate in sign from the main beam.  The first side lobe level with a uniform taper 

is at 6.6 dB as opposed to the 13 dB side lobes associated with a real aperture.  Figure 6.5 

shows the difference between an ‘equally’ sized synthetic and real aperture.  Note that 

equally sized means equally sized in the visibility space rather than the physical aperture.  
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We equate the maximum circular band limited area with a circular aperture of equivalent 

size. 
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Antenna Pattern Comparison Between Synthetic and Real Aperture

 

 

Synthetic Aperture
Real Aperture

 
Figure 6.5: Antenna Pattern for a Uniform Synthetic and Real Aperture 
 
The application of a triangular taper, gives the synthetic aperture 13 dB side lobes, but at 

the expense of the beam width [29], and in Figure 6.5, the real aperture pattern is similar 

to the synthetic aperture with a triangular taper. 

6.2.1 CIRCULAR APERTURE ANTENNA 

 The normalized radiation pattern of a circular aperture is defined by [14] 
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Where 
nF  = Normalized Radiation Pattern 
1J  = Bessel Function of the First Kind 
λR  = Aperture Radius Divided by Wavelength 
r = 22 ηξ +  
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and (5.1) has been modified to combine the terms for the aperture radius and the 

wavelength.  The distribution is more commonly known as the Airy disc, and the position 

of the first null marks the null to null beam width of the pattern  

 
The 3 dB beam width is calculated from  

 
 Equating (6.4) with the expression for the hexagonal angular 3 dB resolution 

(2.10), we arrive at the relationship between the physical parameter that defines a 

synthetic aperture y-array (length of the array arm in wavelengths) and the physical 

parameter that defines a real aperture (radius of the aperture) 

 
Equation (6.5) states that to produce an equivalent 3 dB beam width, a circular aperture 

must be larger than the synthetic aperture.  This is consistent with the results that we see 

in Figure 6.5 where even with the same coverage in the visibility space the synthetic 

aperture has a smaller beam width indicating that the real aperture must be larger for an 

equivalent beam width.   

6.2.2 REAL APERTURE PERFORMANCE 

In order to evaluate the performance of the synthetic aperture, a comparison with a 

real aperture solution must be performed.  The following analysis does not take into 

account the feasibility of deployment of a large real aperture antenna and the associated 

scanning issues, and only makes comparisons based on equivalent systems.  Two real 
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aperture antennas will be used as points of comparison: matching the synthetic aperture 

beam width with a uniform apodization and a triangular apodization.  Table 6.1 

summarizes the parameters of interest. 

Table 6.1: Antenna Parameter Comparison at 50.3 GHz 
 

Parameter Real Aperture 1 Synthetic Aperture 
Tapered Real Aperture 2 Synthetic 

Aperture 
λλ RorD max,
  327 377 416 377 

Radius [m] 1.83 2.24 2.48 2.24 
dB3β [deg] 0.090 0.090 0.070 0.070 

Sidelobe Level [dB] 13 13 13 6.7 
Sidelobe Sign Positive Positive Positive Positive/Negative 

 
The real aperture retrievals are generated by performing a 2-D convolution with the 

input image.  The retrieved image from the synthetic aperture is generated assuming that 

the elemental antenna patterns are known and identical.  The synthetic aperture with taper 

has the triangular apodization applied.  Table 6.2 summarizes the values with an input 

image from the start of hurricane season June 2nd 2008, while Table 6.3 summarizes the 

values for an input image from September 1st 2008 when Hurricane Gustav made 

landfall. 

Table 6.2: Retrieved Image Error, 06/02/2008 18:00Z 
 

Beam Full Image [K] Earth Disk [K] Region < 600 [K] 
Real Aperture 1 10.2 8.3 2.8 
SA with Δ Taper 8.5 7.0 2.4 
Real Aperture 2 9.0 7.3 2.5 

Synthetic Aperture 8.3 7.0 2.4 
 

Table 6.3: Retrieved Image Error, 09/01/2008 18:00Z 
 

Beam Full Image [K] Earth Disk [K] Region < 600 [K] 
Real Aperture 1 10.2 8.2 2.7 
SA with Δ Taper 8.5 7.0 2.3 
Real Aperture 2 9.0 7.3 2.4 

Synthetic Aperture 8.3 6.9 2.3 
 

Three different values are presented in Table 6.2 and Table 6.3, and errors here represent 

the standard deviation of the difference between the retrieved and original image.  The 
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first column calculates the error across the whole image, including the cosmic 

background.  The second column calculates the error for the pixels on the Earth disk 

only.  Finally the third column calculates the error for the pixels that extend up to a 

maximum EIA of 600, where most current GOES products are deemed useful. 

Both tables yield similar results; however the most notable feature is that the 

errors for the synthetic aperture are smaller in magnitude for a beam width of equivalent 

size, even with higher side lobe levels.  In addition, the application of the triangular taper 

to the synthetic aperture seems to have little impact on the errors. 

Figure 6.6 displays the error image generated by the real aperture with the 

matched synthetic aperture beam width.  The characteristic difference between Figure 6.4 

and Figure 6.6 is a product of the positive and negative side lobes of the synthetic 

aperture antenna pattern.  The alternating sign of the side lobes of the synthetic aperture 

create the ripples in the image, while the positive side lobes of the real aperture generate 

these smoother error fields. 

 
Figure 6.6: ΔTB Generated with Real Aperture 2, Matched to the Synthetic Aperture 

dB3β  [K] 
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Figure 6.7 plots a transect of those errors at the Earth disk / cosmic background 

transition to show the qualitative difference in the types of errors that each aperture 

system will generate.  The step function at this transition is significant and represents the 

largest image retrieval errors. 

 
Figure 6.7: ΔTB Comparison to Between the Synthetic and Real Aperture [K] 

6.2.3 REAL APERTURE IN THE SPATIAL FREQUENCY DOMAIN 

The discussion so far has taken place in the image domain, comparing the output 

of the different retrieval methods with the original scene.  While this is the typical means 

of image comparison, a similar comparison can be made in the spatial frequency domain.  

A synthetic aperture measures the spatial Fourier transform components of a scene.  The 

real aperture equivalent is generated by performing the Fourier transform on the scene 

convolved with the antenna pattern.  The Fourier components generated by the real 

aperture can then be compared to the straight Fourier components of the high resolution 

image.  Effectively this comparison gives us the antenna apodization function that is 

performed for a real aperture antenna.  
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Figure 6.8 shows the apodization when the magnitude of the visibility is 

compared with the real aperture cases as defined in Table 6.1.   

 
Figure 6.8: (Left) Apodization for Real Aperture 1 (Right) Apodization for Real Aperture 2 
 
The shape of both these functions is cone-like in the visibility domain, with the broader 

base associated with the narrower 3 dB beam width.  Table 6.4 summarizes the 

differences in the visibility domain. 

Table 6.4: Visibility Domain Aperture Comparison  
 

Parameter Real Aperture 1 Synthetic 
Aperture Real Aperture 2 Synthetic 

Aperture 
Apodization Cone Cone Cone Flat 

dB3β [deg] 0.090 0.090 0.070 0.070 
Cutoff [1/km] 0.018 0.01 0.023 0.01 

Cutoff Resolution [km] 29.1 50.0 21.55 50.0 
 
The larger coverage of the real aperture improves the smoothing of the features in the 

retrieved image.  The surprising result here is that even with reduced coverage in the 

visibility domain for the synthetic aperture, the retrieval errors are still equivalent in 

magnitude.  Figure 6.9 shows the different shapes of the apodization windows for the 

comparisons presented in Table 6.1, in a single dimension in the spatial frequency space. 
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Figure 6.9: Comparison of the Different Apodization Shapes and Dimension 
 

6.2.4 COMPARISON SUMMARY 

The preceeding analysis shows that with ideal systems, the performance of a 

synthetic aperture system is comparable to that of a real aperture system with an equally 

sized beam width.  The analysis is performed using complex and realistic scenes typical 

of the expected measurement from a GOES platform.  This result occurs even with the 

large first side lobe level of the synthetic aperture at 6.7 dB, due to the side lobe 

cancellation that is inherent in synthetic aperture antenna patterns.  The application of a 

typical apodization function, often used in real aperture systems to improve performance, 

does not impact the image errors in a significant way for a synthetic aperture.  A direct 

comparison between the physical parameters that define both the synthetic and real 

aperture shows that the synthetic aperture requires an extent that is 10% less than a real 

aperture, in addition to the very significant thinning of the array. 

6.3 SPATIAL FREQUENCY CONTENT 

One of the key products of the full disk high resolution model is a realistic model 

of the expected spatial frequencies that a GeoSTAR type instrument will measure in 
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terms of visibilities.  Figure 6.10 shows a scatter plot of the typical visibility magnitudes 

that are expected at 50.3 GHz.  The horizontal line shows the current recommended 

NEΔV level based on the requirements and indicates that as the unit wavelength spacing 

increases, a larger portion of the visibilities fall below the instrument sensitivity.  This is 

representative of any scene that GeoSTAR expects to measure. 

 
Figure 6.10: Complex Visibility Magnitude vs. Interferometer Spacing in Wavelengths, 50.3 GHz [K] 
 
 Figure 6.11 separates the real and imaginary visibilities and plots the histograms 

of each to show the distribution.  The NEΔV level is at approximately -28 dB. 
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Figure 6.11: Histogram of Visibility Magnitudes at 50.3 GHz (Left) VRe (Right) VIm 
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For this particular scene, only 3% of the real visibilities are below the instrument 

sensitivity, while 15% of the imaginary visibilities are below the NEΔV level. 

Figure 6.12 shows the histograms generated for the same scene, but at an opaque 

channel of 55.5 GHz.  While the distribution of the real visibilities has not changed 

significantly, the imaginary visibilities are now skewed to the lower values. 
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Figure 6.12: Histogram of Visibility Magnitudes at 55.5 GHz (Left) VRe (Right) VIm 
 
At 55.5 GHz, 3% of the real visibilities are below the instrument sensitivity, while now 

25% of the imaginary visibilities are below the NEΔV level.  The skew in the imaginary 

components is consistent with the change in opacity as the features on the Earth surface, 

which are typically asymmetric, are obscured.  

 The following sections will take a closer look at the distribution of the visibilities 

in typical images and the information lost due to the measurement system. 

6.3.1 EVALUATING ‘UNMEASURABLE’ VISIBILITIES 

Given the current configuration, an evaluation must be made as to the value of 

these ‘unmeasurable’ visibilities, i.e. visibilities that have magnitudes lower than the 

sensitivity of the instrument.  A means of performing this evaluation is to determine the 

error introduced to the retrieved image if these visibilities were simply discarded.  In the 
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software, an ‘unmeasurable’ visibility is simply replaced by a ‘0’ magnitude prior to the 

image reconstruction.  Figure 6.13 depicts the error in the reconstructed image as more 

visibilities are discarded.  At the NEΔV level of -28 dB, only 0.093 K of error contributes 

to the reconstructed image.  For comparison, the 55.5 GHz image has an error 

contribution of 0.1 K, even though there is a 10% difference in the number of imaginary 

visibilities below the NEΔV level. 
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Figure 6.13: Retrieved Image Error Due to Visibilities Below the Instrument Sensitivity, 50.3 GHz 
 
The contribution levels are minimal enough so that these effects may be ignored.  

Furthermore, since these levels are below the instrument sensitivity, zeroing these values 

will result in a roughly equivalent reduction in the noise contributions if the magnitudes 

are equivalent. 

6.3.2 VISIBILITY MAGNITUDE VS. BASELINE SEPARATION 

For the images that are generated, the magnitudes of the visibilities decrease as 

the baseline separation increase.  Figure 6.10 shows this property clearly for the 

maximum values.  It is difficult to interpret the data in this form, as such a division of the 
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visibility space is proposed similar to that used in [41] which divided the visibility space 

into 8 annular rings centered at the origin to evaluate the antenna gain errors.  The new 

modified version divides the space into 10 regions - 1 region for the ‘zeroth’ visibility, 8 

annular regions in the circular band limited area, and 1 region for all values outside of the 

circular band limited area – as shown in Figure 6.14.  The radius of the 8 annular rings 

are roughly scaled in powers of 2, where each area of coverage is three times the area of 

the enclosed area, except for the last two regions. 

 
Figure 6.14: Interferometer Baseline Spacing Division into Annular Rings [Unit Wavelengths] 
 

Table 6.5 shows the information obtained utilizing this scheme with the baseline 

separation bands called out explicitly and the associated number of points with 

rectangular processing.  Two different fields are presented for both the real and imaginary 

visibilities.  The root mean square (RMS) value of these visibilities gives us the quadratic 

mean of the visibilities and an idea of the received signal strength in these bands.  The 

standard deviation of the absolute value gives an idea of the spread of these values. 
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Table 6.5: Sample 50.3 GHz Visibilities Divided into the Annular Regions 
 

Baseline 
Separation (λ) Count (#) Fraction 

(%) 
RMS VRe 

(K) 
STD |VRe| 

(K) 
RMS 

VIm (K) 
STD |VIm| 

(K) 
0 1 0.002 128.7 - 0.00 - 

(0,4] 4 0.007 39.9 0.49 1.66 0.87 
(4,8] 8 0.01 6.99 3.85 2.10 0.27 

(8,16] 48 0.09 4.21 1.97 0.84 0.61 
(16,32] 164 0.31 1.55 0.74 0.29 0.20 
(32,64] 664 1.2 0.49 0.27 0.105 0.07 

(64,128] 2708 5.1 0.18 0.10 0.041 0.027 
(128,256] 10864 20.4 0.063 0.034 0.017 0.011 
(256,434] 27072 50.7 0.024 0.012 0.008 0.005 
(434,Max] 11828 22.2 0.014 0.007 0.006 0.004 
 

Examining the values for the RMS and STD of VIm, the low magnitudes coupled with the 

large variation values at the larger baseline separation explains the large number of points 

(15%) reported to be below the NEΔV level.   

Table 6.6 is generated for the same scene at 55.5 GHz, representing the scene 

with significantly less variability.  These two cases represent the scenes with the most 

and least variability for measurements with GeoSTAR. 

Table 6.6: Sample 55.5 GHz Visibilities Divided into the Annular Regions 
 

Baseline 
Separation (λ) Count (#) Fraction 

(%) 
RMS VRe 

(K) 
STD |VRe| 

(K) 
RMS 

VIm (K) 
STD |VIm| 

(K) 
0 1 0.002 118.6 - 0.00 - 

(0,4] 4 0.007 36.5 0.32 0.17 0.027 
(4,8] 8 0.01 6.88 4.56 0.16 0.079 

(8,16] 48 0.09 3.82 1.40 0.12 0.077 
(16,32] 164 0.31 1.31 0.59 0.05 0.034 
(32,64] 664 1.2 0.43 0.23 0.026 0.017 

(64,128] 2708 5.1 0.16 0.08 0.012 0.007 
(128,256] 10864 20.4 0.056 0.029 0.007 0.004 
(256,434] 27072 50.7 0.022 0.011 0.005 0.003 
(434,Max] 11828 22.2 0.013 0.006 0.004 0.003 

 
Figure 6.15 plots the RMS values from Table 6.5 showing the distribution with 

increasing baseline spacing and the separation between VRe and VIm.  
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Figure 6.15: Plot of RMS Visibility Magnitude (Left) Table 6.5, 50.3 GHz (Right) Table 6.6, 55.5 GHz  

 
 Finally, as a means to evaluate the necessity of performing measurements at these 

larger baselines, the root sum square (RSS) of the visibility magnitude is calculated 

( CountRMSRSS *= ) to show the contribution from each visibility band to the 

retrieved image.  Table 6.7 summarizes the values at the start of Hurricane season June 

2nd 2008, while Table 6.8 summarizes the values for September 1st 2008 when Hurricane 

Gustav made landfall. 

Table 6.7: RSS of Visibilities, Start of Hurricane Season, 06/02/2008 18z 
 

Baseline 
Separation (λ) Count (#) Fraction 

(%) 
RSS V (K) 
50.3 GHz  

RSS V (K) 
52.8 GHz  

RSS V (K) 
55.5 GHz  

0 1 0.002 128.1 135.9 118.1 
(0,4] 4 0.007 79.3 85.3 72.5 
(4,8] 8 0.01 20.1 22.2 19.2 

(8,16] 48 0.09 29.5 30.2 26.4 
(16,32] 164 0.31 20.1 18.6 17.0 
(32,64] 664 1.2 12.9 11.8 11.0 

(64,128] 2708 5.1 9.8 8.9 8.4 
(128,256] 10864 20.4 6.8 6.1 5.9 
(256,434] 27072 50.7 4.2 3.9 3.8 
(434,Max] 11828 22.2 1.6 1.5 1.5 
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Table 6.8: RSS of Visibilities, Hurricane Gustav Landfall, 09/01/2008 18z 
 

Baseline 
Separation (λ) Count (#) Fraction 

(%) 
RSS V (K) 
50.3 GHz  

RSS V (K) 
52.8 GHz  

RSS V (K) 
55.5 GHz  

0 1 0.002 128.7 136.5 118.6 
(0,4] 4 0.007 79.8 85.7 73.0 
(4,8] 8 0.01 20.6 22.4 19.5 

(8,16] 48 0.09 29.7 30.4 26.5 
(16,32] 164 0.31 20.3 18.8 16.7 
(32,64] 664 1.2 12.9 11.8 11.0 

(64,128] 2708 5.1 9.8 8.8 8.3 
(128,256] 10864 20.4 6.8 6.1 5.9 
(256,434] 27072 50.7 4.2 3.8 3.7 
(434,Max] 11828 22.2 1.6 1.5 1.5 

 
The results from Table 6.7 and Table 6.8 indicate that with the current array geometry at 

the largest baselines, there exists information to be measured in all the regions, with 

contributions larger than the 1 K level. 

6.4 MITIGATION OF GIBBS PHENOMENA 

Figure 6.4 demonstrated that the largest errors in a synthetic array are from the 

known effects of the Gibbs phenomenon, where ringing artifacts occur at areas with sharp 

transitions.  Mitigation of this phenomenon was demonstrated in Chapter 4 (give specific 

section).  The following applies the differential algorithm to the model scenes.  The test 

scene of interest will be from the landfall of Hurricane Gustav on September 1st 2008 at 

18z.  Figure 6.16 shows the visible image as captured by GOES-East showing various 

cyclonic formations. 
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Figure 6.16: Hurricane Gustav Landfall with Hurricane Hanna over Haiti and Tropical Storm Ike in 
the Atlantic Ocean, GOES-E RGB Image (09/01/2008, 18z)  
Courtesy of the NOAA Satellite and Information Services 
 
Figure 6.17 shows the corresponding model output image at 50.3 GHz.  The color bar is 

scaled to accentuate the features over the oceans, especially weather cells in the Atlantic.  

Two differential methods will be presented, the first taking the simplistic case of a mean 

Earth disk and the second, a more complicated Earth disk initialized with GDAS fields, 

but no clouds.  
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Figure 6.17: High Resolution Model Output at 50.3 GHz [K] (09/01/2008, 18z) 
 

6.4.1 STANDARD PROCESSING 

Figure 6.18 shows the output from the standard processing as presented in Section 

6.1.3 and Gibbs ripples are evident throughout the image.  Note that the differences 

between the uniform and the triangular apodization are minimal.  The Gibbs ripples with 

the triangular apodization are smaller in magnitude and spread out but difficult to discern 

in Figure 6.18. 

 
Figure 6.18: Standard Processing, (Left) Uniform and (Right) Triangular Apodization [K] 

6.4.2 DIFFERENTIAL PROCESSING – MEAN EARTH DISK 

The mean Earth disk temperature is selected as the temperature at the limb to 

match the magnitude of the transition with the cosmic background.  Figure 6.19 shows 

the results of the differential processing where most of the ripples in the eastern Atlantic 

Ocean have been removed.   
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Figure 6.19: Differential Processing – Mean Earth Disk, (Left) Uniform and (Right) Triangular 
Apodization [K] 
 
While this processing is crude, the impact is still noticeable since the ringing from the 

Earth disk transition is the most significant error in the image.  Ringing artifacts at the 

coastlines are still prominent with this processing algorithm. 

6.4.3 DIFFERENTIAL PROCESSING – GDAS ATMOSPHERE 

A more complex model that can be applied utilizes the GDAS atmosphere.  The a 

priori atmosphere will account for the impact of the increasing atmospheric path lengths, 

and the associated masking of the surface features.  Figure 6.20 shows that the majority 

of the ringing artifacts have been removed, even those at the coastlines. 

 
Figure 6.20: Differential Processing – GDAS Atmosphere, (Left) Uniform and (Right) Triangular 
Apodization [K] 
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Figure 6.21 shows a small portion of the equatorial transect with a localized land hot spot 

(the Galapagos Islands).  With standard processing, the peak magnitude is not well 

retrieved, and ringing occurs around this feature.  With differential processing, these 

features are well retrieved since they occur in the a priori dataset.  Image features that are 

smaller than the resolution of the imager are not retrieved. 
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Figure 6.21: Magnified Area of an Equatorial Transect Showing the Reduction in Ringing [K] 
 

6.4.4 IMAGE RETRIEVAL ERROR SUMMARY 

Table 6.9 summarizes the image errors with the same pixel ranges as defined in 

Section 6.2.2.  In addition to the three cases already defined, a fourth case is added with 

non-ideal conditions where the atmospheric model derived from GDAS does not match 

the day for which retrieval is made.  The GDAS fields used in this case were generated 

three months prior, with the associated surface emissivity parameters.  The only condition 

held the same was the hour of observation. 

Table 6.9: Retrieval Errors Comparing Various Methods, 50.3 GHz, 09/01/2008 18z 
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Uniform Taper [K] Triangular Taper [K] Processing Method Full Image Earth Disk < 600 Full Image Earth Disk < 600 
Standard 4.62 3.98 1.87 4.72 4.01 1.90 

Earth Disk 1.43 1.71 1.83 1.46 1.75 1.87 
GDAS Atmosphere 0.83 1.00 0.93 0.83 1.00 0.94 
GDAS Mismatch 0.86 1.04 0.98 0.87 1.05 0.98 

 
The quantitative results show that the matched GDAS atmosphere produces the 

best results, significantly better that that of the simple mean Earth disk.  The results from 

a mismatched atmosphere show that errors are slightly larger, but still significantly 

smaller than those produced without an a priori atmosphere.  The operational mode for 

GeoSTAR could then use GDAS NWP outputs as the initialization atmosphere since the 

degradation from the results of a mismatched atmosphere are minimal while reducing the 

magnitude of the Gibb’s ringing significantly.  Additional candidates for the model 

atmosphere include the average monthly atmospheric state and the seasonal atmospheric 

state. 

6.4.5 DIFFERENTIAL PROCESSING – VISIBILITY MAGNITUDE 

Differential processing is not without its pitfalls.  By differencing the measured 

scene with a known modeled atmosphere, most of the variability in the image is removed 

and replaced by deviations from the modeled atmospheric state.  Figure 6.22 shows the 

difference image generated with a matched and a mismatched GDAS atmosphere with no 

additive noise added.  Errors in the matched state show primarily the structure due to the 

clouds and precipitation, while with the mismatched atmosphere, differences in the 

surface and atmospheric state are apparent.  Both images in Figure 6.22 are generated on 

the same color scale showing that there is significantly more variation in the mismatched 

atmosphere as expected. 
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Figure 6.22: ΔTB Using a GDAS (Left) Matched (Right) Mismatched Atmosphere 50.3 GHz [K] 
(09/01/2008, 18z)  
 
Comparing the complex visibility magnitude in the regions that were previously defined 

in Section 6.3.2 and plotting the RMS values of the complex visibility magnitude in 

Figure 6.23, we can directly see the impact of noise in the differential measurements. 
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Figure 6.23: RMS of the Complex Visibility Magnitude for Different Modeled Atmospheric States 
50.3 GHz [K] (09/01/2008, 18z)  
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Caution must be taken in the interpretation of the difference images as the noise effects 

will be clearly visible, compared to that generated in Figure 6.3 which required an order 

of magnitude larger NEΔV contribution before the speckle became apparent.  

6.4.6 A MODIFIED CLEAN ALGORITHM 

The removal of residual Gibb’s artifacts has been investigated with respect to 

radio astronomy sources using deconvolution procedures, the most successful of which is 

called the CLEAN algorithm.  Developed by Högbom [90] in the early 1970s, the 

algorithm is well suited for determining the position and magnitude of point sources in an 

empty field of view.  A discussion on this and other deconvolution algorithms can be 

found in Thompson [27].  Camps et al. [72] investigated the suitability of this algorithm 

for SMOS retrievals and found that the algorithm extended with differential methods can 

be used for operation with extended sources.  The major difference between radio 

astronomy scenes and the differential scenes produced in this section is that differential 

scenes can have a negative magnitude, and the algorithm must be modified to account for 

this.  The following definitions are used in the algorithm: 

• The ‘dirty map’ is the difference image generated from the differential processing 
algorithm, BT̂Δ  

• The absolute ‘dirty map’ is a version of the ‘dirty map’ where the magnitudes are 
absolute to deal with the negative magnitudes, BT̂Δ  

• The ‘dirty beam’ is the synthetic aperture pattern (point spread function) of the 
STAR, PSFA  

• The ‘clean beam’ response is chosen as a Gaussian with a half amplitude width 
equal to that of the ‘dirty beam’, CLEANA  

• Intensity steps are defined in units of pixel noise, where the pixel noise is the 
standard deviation of the nadir pixel due to the additive NEΔV, VNEBT Δ,

ˆ  

• MaxBT ,
ˆ  is the maximum deviation in the map and the starting point for the 

algorithm 
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The modified algorithm is as follows, where i represents the iteration number: 

1. Find the points in the absolute ‘dirty map’ that are within the range MaxBT ,
ˆ  and 

VNEBMaxB TiT Δ− ,,
ˆ.ˆ   

2. Find the corresponding location in the ‘dirty map’ and store the position and 
magnitude of the points in an array, iDFT ,

ˆ  
3. Generate the residual ‘dirty map’ by taking the difference of the original dirty 

map and the convolution of the points with the ‘dirty beam’, 

PSFiDFiBiB ATTT ⊗−Δ=Δ + ,,1,
ˆˆˆ  

4. Iterate 1 to 3 till the processing range falls below twice the pixel noise level, 

VNEBVNEBMaxB TTiT ΔΔ ≤− ,,,
ˆ.2ˆ.ˆ  

5. The delta function map is extracted from iDFT ,
ˆ  by taking the largest deviation for 

each pixel (either positive or negative) 
6. The final image is generated by convolving the delta function map with the ‘clean 

beam’ and adding the final ‘dirty map’ (known as the residual map), 

1,,,,
ˆˆˆ

+Δ+⊗= iBCLEANiMaxDFCLEANB TATT  
 

The algorithm is first applied to an image with no noise.  The differential method 

chosen utilizes a matched GDAS atmosphere.  Matching the atmosphere allows the 

differential map to closely resemble quasi-point sources in an empty field of view as 

clearly demonstrated in Figure 6.22.  Figure 6.24 shows the comparison of a scene before 

and after the application of the modified CLEAN algorithm reduced to the area defined in 

Figure 6.16, with several hurricanes in the image.  

 
Figure 6.24: GDAS Matched Atmosphere (Left) BT̂Δ  (Right) CLEANBT ,

ˆ  (50.3 GHz, 09/01/2008 18z) [K] 
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Prior to the application of the deconvolution algorithm, ringing due to the atmospheric 

transition is still visible.  After the modified CLEAN algorithm is applied, most of the 

ringing artifacts have been removed and visually the map is significantly ‘cleaner’. 

Figure 6.25 shows the same scene comparison with NEΔV added.  Since the 

magnitude of the Gibb’s artifacts due to the atmospheric features are often small and 

below the pixel level noise, it is difficult to discern the impact visually.  Regardless, from 

Figure 6.24, we do know that the small leveled structured ringing has been removed 

increasing the accuracy of the measurement. 

 
Figure 6.25: GDAS Matched Atmosphere, NEΔV Added (Left) BT̂Δ  (Right) CLEANBT ,

ˆ  (50.3 GHz, 
09/01/2008 18z) [K] 
 

The algorithm as defined is not meant to be a rigorous representation of the 

effectiveness of a CLEAN type algorithm to remove the residual Gibbs artifacts, but 

meant to demonstrate qualitatively the performance of an equivalent algorithm.  The 

CLEAN tuning parameters (e.g. gain and damping) are not optimized in any manner.  

However, with simple modifications, it appears that CLEAN can be applied to remove 

the finer Gibbs artifacts; it will be difficult to discern the impact in the final instrument 

due to the noise levels. 
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6.4.7 REAL APERTURE COROLLARY 

The reduction of the Gibbs artifacts improves the performance of the 

interferometric radiometer by reducing the inherent errors due to the measurement 

method.  For a real aperture system, a similar procedure is performed, often times called 

the antenna pattern correction (APC) algorithm.  This type of algorithm has been applied 

to reduce the antenna polarization [91] and antenna side lobe [92] contamination since 

the 1970’s.  APC algorithms are an integral part of the calibration of any on-orbit 

radiometer; recent examples include the Ocean Topography Experiment (TOPEX) [93], 

the Jason Microwave Radiometer (JMR) [94] and the Environmental Satellite (Envisat) 

[95].  Both measurement types, real and synthetic, have methods available to them to 

reduce inherent measurement errors.  

6.5  SUMMARY 

An instrument simulator has been developed to transform TB images into expected 

measurements that a GeoSTAR type instrument would measure at the 50 GHz 

temperature sounding channels.  The simulator differs from the actual instrument as 

sampling is performed in rectangular coordinates to simplify processing; however, this 

will have little impact on the results for our purposes as statistical averages are used as 

opposed to specific magnitude results.   

The information content of measurements at 50 GHz is evaluated with respect to 

the expected instrument design.  The variation is found to be smaller at the opaque 

channels compared to the window channels as expected.  Dividing the measurement areas 

into circular zones, each zone contributes a significant amount of signal to the retrieved 
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image, including the zone outside the circular band limited area.  The magnitude of the 

imaginary part of the visibility is much smaller than the real part. 

The standard processing algorithm is defined and the performance compared to a 

real aperture system.  The performance is found to be excellent and the impact of 

apodization on the synthetic aperture is minimal.  Large scale Gibbs Phenomena can be 

reduced by performing differential measurements utilizing an a priori model.  Several 

simple models are evaluated and the best suited appears to be that of a matched 

atmosphere, though it is demonstrated that even using a mismatched atmosphere reduces 

the errors.  The residual Gibbs artifacts due to the atmospheric features can be reduced 

further using a CLEAN type algorithm, and this is demonstrated qualitatively. 
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7. CONCLUSIONS 

7.1 BRIEF REVIEW 

The Precipitation and All-Weather Temperature and Humidity (PATH) mission 

outlined in the decadal survey for launch in 2016-2020 recommends a microwave array 

spectrometer as the instrument payload.  A design for the Geostationary Synthetic 

Thinned Aperture Radiometer (GeoSTAR) is presented fulfils all but one of the mission 

requirements – integration time – and tradeoff options are available to meet this 

requirement.  A technological roadmap is available for the development of the key 

hardware components, especially with respect to the receiver and digital correlator 

design.  

The fabrication of the demonstrator, GeoSTAR-D, contributed significantly to the 

hardware development (receivers, antennas, correlators) and provided a test-bed to verify 

the theoretical understanding of a two-dimensional STAR.  Measurements in the 

anechoic chamber provided a boresight phase calibration and verified that the antenna 

patterns matched the theoretical model.  Deployment of the instrument with an 

engineered Earth disk model allowed for generation of GEO like measurements and 

calibration validation.  The theoretical based image retrieval algorithm was implemented 

and combined with models to account for the sky aliases and the target discontinuities.  

The images generated after sky alias removal and Gibbs mitigation had residual errors of 

less than 2%. 
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 A high resolution Earth disk model is generated from existing publically available 

datasets, the appropriate geophysical parameter models and a full radiative transfer 

model.  The model allows for the generation of un-physically realizable scenes to 

determine the impact of individual geophysical parameters on the observed brightness 

temperature.  The realistic brightness temperature images are then evaluated with a 

GeoSTAR-like instrument simulator to investigate the effectiveness of apodization, 

spatial frequency information content and various processing algorithms.  The 

recommended retrieval algorithm performs well even when based on imperfect input 

models. 

7.2 CONTRIBUTIONS 

• The theoretical framework of a two dimensional STAR is presented with specific 

application to GeoSTAR, with an available trade space to fulfill the requirements for 

deployment on a GOES platform. 

• Boresight phase calibration of GeoSTAR-D is performed in the anechoic 

chamber, and successfully applied to future measurements in combination with a 

traditional two point external calibration with ambient and liquid nitrogen targets.   

• An addition pointing correction is applied to the calibration by examining the 

deviations of the measured phase from the theoretical of antenna pairs separated only 

in ξ  or η .  The correction results in the removal of a significant temperature gradient 

in the mesa measurements. 

• An Earth disk target parameter extraction algorithm is created that solves for the 

various physical parameters of the target relative to the instrument. 
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• An image retrieval algorithm based on the theoretical formulation of the G-Matrix 

is shown to produce images with the expected contrast.  This algorithm, combined 

with models of the sky background and target temperatures, is capable of generating 

fully calibrated images with less than 2% error. 

• A high resolution full Earth disk model is created that generates realistic 

brightness temperature images at the temperature sounding frequencies. 

• The information content available to a GeoSTAR type instrument at 50 GHz is 

evaluated and significant signal is available at the high spatial frequencies to merit 

measurement. 

• Retrieved image errors are on par with traditional ideal real aperture systems, 

even with imperfect inputs to the retrieval algorithms.  Further reduction in errors can 

be obtained by suitable extension of a CLEAN type algorithm. 

7.3 FUTURE WORK 

The following represents a partial list of topics to be investigated in the future. 

7.3.1 REDUCING THE GEOSTAR INTEGRATION TIME 

Currently the integration time falls short of the requirements generated from 

AMSU and even more stringent requirements are proposed for the PATH mission with 

images generated half hourly.  The design trade space should be examined closely to 

determine how this can be achieved.  Increasing the quantization levels decreases 

integration times, but not to the required levels.  An effective topology that allows for 

increased antenna gain is promising [96], but other options should be investigated. 
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7.3.2 FULL INTER-ELEMENT CORRECTION OF THE THEORETICAL G-MATRIX 

The difference between the theoretical model and experimental measurements 

made in the anechoic chamber should be examined further to correct for the inter-element 

variations.  This correction must be extracted carefully such that the known range 

imperfections are accounted for and not embedded in the calibration.   

7.3.3 SUN TRANSIT EFFECTS 

Sun transit measurements from the mesa show significant image aliasing effects 

within the field of view.  GeoSTAR will be directly affected, and a mitigation algorithm 

should be developed and implemented to demonstrate that the sun alias can be removed 

from the Earth disk.  

7.3.4 EXTENSION OF THE EARTH MODEL TO 183 GHZ 

A scattering model should be integrated with the high resolution full Earth disk 

model so that the results will be valid at 183 GHz.  This will allow for realistic images 

due to ice scattering and even improve the performance at 50 GHz.  The information 

content of the expected images and retrieval strategies can then evaluated in a similar 

manner to that performed in Chapter 6. 
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