PREAMBLE

Knowledge is of two kinds. We know a subject ourselves, or we know where we can find information upon it.

S. Johnson, Boswell's Life of Johnson

17th century: discovery by Isaac Newton of the binomial theorem—18th century: Bernoulli's publication of the first book devoted to probability theory—19th century: development of the least squares principle by Gauss and Legendre, and emergence of the subject of statistics—20th century: Kendall, Fisher, Pearson, and the emergence of multivariate statistics—and, in our own day the appearance of spatial statistics. In many of his publications, Ripley has imparted knowledge to the spatial statistics audience about Gibbsian interaction models, one of the greatest successes of this new field. This paper furnishes a history of their development, with Ripley this time imparting knowledge to the spatial statistics audience concerning where in the literature different advances can be found. The purpose of this paper is twofold, namely, (1) to document the evolution of Gibbsian interaction models, and (2) to provide examples of their use. Thus, not only have the horizons of statistical science expanded, throughout the centuries, but they also continue to expand. Martin corroborates this latter contention by noting that much of the progress chronicled by Ripley is of very recent origin.
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Overview: Gibbsian interaction models, often referred to as Markov random fields, have been one of the greatest successes of Spatial Statistics. They encompass conditional spatial autoregressions and a wide class of models for interacting point patterns. Originally borrowed from ideas in statistical physics, they have been applied to both regional measurements (lattice and non-lattice) and to point processes. The distinctive feature of their development in statistics has been the emphasis on statistical inference, in fitting models and estimating parameters. Over two decades a very satisfactory methodology has been developed, but this has never been documented in simple terms. This paper aims to document this progress and to provide some examples of the use of the methodology.

1. Introduction

It is common to classify the underlying forces producing a spatial pattern as either exogenous, producing heterogeneity or internal, producing interaction. The two effects tend to occur in opposite directions. For example, with point patterns (Figure 1), exogenous forces tend to produce 'patchy' patterns which are similar to those produced by clustering, whereas interaction tends to produce patterns which are more 'regular' than one would expect to happen by chance. This comment is not universal, and it is possible to produce clustered patterns by the methods described here. However, their raison d'être is to give us methods to describe interacting systems. These can be either systems of points such as Figure 1, in which case the interaction is reflected in their spatial positions, or systems of regions, where the interaction is reflected in their values. Geographical examples include the locations of market towns and supermarkets as point patterns (Glass & Tobler, 1971; Rogers, 1974; Ripley, 1979b) and Robert Haining's study of petrol pricing in Sheffield (Haining, 1983; Bennett & Haining, 1983).

We will take for granted that studies of interaction are appropriate to at least some problems in geography; some of the issues here are discussed by other authors in this volume. It is worth noting that it is very difficult to consider exogenous forces and interaction simultaneously, especially for point patterns. One reason is that the interaction may be density-dependent. Suppose we studied the pattern of nests of small songbirds in a wood. Then we will expect territorial behaviour to lead to interaction and some regularity of spacing, but in parts of the wood where conditions are especially favourable the territories will be smaller and interaction stronger. Something similar might be expected to happen in the petrol-price competition study.

Gibbsian interaction models subsume what are often known as Markov random fields, in which sites or points interact if and only if they are neighbours. Of course the concept of 'neighbour' needs careful definition, but this has been extensively studied in a geographical
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Figure 1.

Heterogeneity (a) and interaction (b) in point patterns. (a) shows 232 meat stores in a 6.7744.158 km ward of Tokyo (Okabe & Miti, 1984). (b) shows towns on the Spanish plain, with a 40 mile square containing 70 of the 136 points (after Glass & Tobler, 1971).
context as part of the study of spatial autocorrelation. Formally, sites form a graph, with an edge joining every pair of sites which is a neighbour, giving a structure such as Figure 2. For definiteness, suppose we have \( N \) sites as in Figure 2, and a random variable \( X_s \) defined at each site. Then a (joint) probability distribution for the set of random variables, \( P(X_1, \ldots, X_N) \), defines a Markov random field if for each site \( s \), \( P(X_s \mid X_t, t \neq s) \), the conditional distribution of the variable at \( s \) given the values at all other sites, depends only on the values at sites which are neighbours of \( s \). This is a minor restriction to local interactions. The fame of Markov random fields comes from the so-called Clifford–Hammersley theorem, which states that for a Markov random field, under a positivity condition,

\[
P(X_1, \ldots, X_N) \propto \prod_{\text{cliques}} \phi(X_{i_1}, \ldots, X_{i_m}) \tag{1.1}
\]

Here a ‘clique’ is a maximally connected component of the graph, that is a set of sites all of which are neighbours of all others, and which cannot be expanded (so the term is sociologically appropriate), and \( \phi \) is an interaction function depending on the variables at all sites in the clique. This result was stated by Clifford and Hammersley in the early 1970’s, and a long proof was in private circulation. They never published, and it became clear that the result had simpler proofs (e.g., Besag, 1974; Preston, 1974, 1976). The positivity condition essentially precludes processes for which certain combinations of values of \( (X_1, \ldots, X_N) \) are excluded in a way inconsistent with (1.1).

The result (1.1) is often stated in an equivalent form. Let \( V = -\log_\phi \). Then

\[
P(X_1, \ldots, X_N) \propto \exp\left[ -\sum_{\text{cliques}} V(X_{i_1}, \ldots, X_{i_m}) \right]
\]

In this form \( V \) is known as a potential, as this is the form in which it arises in statistical physics. The constant implied by the proportional sign is in most cases impossible to express in a closed form.

The importance of (1.1) is not the theorem, which guarantees its existence, but that it suggests a way of defining the probability distribution of interacting systems. In practice the interaction function \( \phi \) is taken to be one for all but very small cliques. The simplest case is to consider cliques of only one site (a site being a neighbour of itself); we find

\[
P(X_1, \ldots, X_N) \propto \prod_{\text{sites}} \phi(X_s)
\]

so the random variables are independent. The first non-trivial case is to consider only pairs of sites which are neighbours. Expression (1.1) then becomes

\[
P(X_1, \ldots, X_N) \propto \prod_{\text{s nbr of t}} \phi(X_s, X_t) \tag{1.2}
\]

and almost all Markov random fields ever used are of this form. (Rarely, three-way interactions are considered.) It seems unnecessary to insist that sites interact only if they are neighbours, but rather we should allow a gradual diminution of interaction with distance. We can easily relax (1.2) to

\[
P(X_1, \ldots, X_N) \propto \prod_{s,t} \phi(X_s, X_t) \tag{1.3}
\]
called *pairwise interaction processes*, and these are the principal subject of this paper, as well as much recent work.

The term 'Gibbsian interaction' processes comes from statistical physics, where such models have been used for nearly a century to describe the behaviour of gases. Gravitational and electrostatic forces provide two physical examples in which interactions between objects are purely pairwise. The pairwise assumption makes sense in many other fields as well. Animals in defending territories have only pairwise fights, and this may be supposed to apply also to early human settlements. Nevertheless there are examples in which other
assumptions may be attractive. In competition studies it may be the minimum price in the
town which is important, and the sizes of market towns could be governed by some notion
of 'catchment area.' Thus we will define the general notion of a Gibbsian interaction process
as
\[ P(X_1, \ldots, X_N) \propto \prod_{\text{subsets}} \phi(X_{i_1}, \ldots, X_{i_m}) \] (1.4)
with the presumption that the subsets of sites and the interaction function are chosen in
some simple way.

An important alternative way to look at (1.4) is via the conditional distributions of the
variable at each site given the values at all other sites. From (1.4) we have
\[ P(X_s \mid X_t, t \neq s) \propto \prod \phi(X_{i_1}, \ldots, X_{i_m}) \] (1.5)
the product being over subsets containing \( s \), and (1.3) becomes
\[ P(X_s \mid X_t, t \neq s) \propto \prod_{t \text{ nbhr } s} \phi(X_s, X_t) \] (1.6)
The function \( \phi \) must be symmetric, that is, the influence of site \( s \) on site \( t \) must be the
same as that of \( t \) on \( s \).

Closely analogous ideas are used to define Gibbsian and pairwise interaction processes
for point patterns. The variables \( X_s \) are replaced by the locations \( x_s \) of the points, and
probabilities must be re-interpreted as densities. Indeed, it is the technical details needed
to make the simple formulae rigorously correct which makes the point process literature
inaccessible to all but the highly mathematically trained. This is unfortunately necessary,
but the treatment given in later sections is as non-mathematical as possible (and so should
not be relied on as totally accurate, in that technical conditions on probability density
functions have been omitted).

The distribution of market towns in a plain provides a nice example of an interacting
point process. We could postulate a pairwise interaction, with strength decreasing with
distance, or an interaction dependent on catchment area. Examples are shown in §4.

The Reference list at the end of the paper serves as a Bibliography to cover the papers
of major methodological importance. Clearly from a biased view, I use my two monographs
(Ripley, 1981, 1988) as reference sources. 'Spatial Statistics' is meant for a general readership
(but has been thought terse and mathematically tough) whereas 'Statistical Inference for
Spatial Processes' covers recent developments and their impact on statistical theory. It
is intended to be mathematically tough, but is the only reference source for much of the
material sketched here.

2. Regional processes

Interaction processes and Markov random fields were originally developed for lattice processes
by Bartlett and Besag (then Bartlett's research assistant); Bartlett (1975) reports on those
developments, which were motivated by looking at plausible space-time processes at just one
time point. Much of the complication arises from the assumption of stationary lattice pro-
cesses, that is processes defined throughout the two-dimensional lattice \{(x, y) \mid x, y \in \mathbb{Z}\}.
in a translation-invariant way. My own belief is that processes on regular lattices are rarely useful except in connection with man-made phenomena; this includes their recent use in image analysis in which the pixels are man-made.

Besag (1975) gave an important insight that these processes do not need to be defined on a (regular) lattice, and it was in his form that they are given in our §1. If the random variables \(X_1, \ldots, X_N\) have a normal distribution (jointly), this is defined by the vector of their means \((\mu_1, \ldots, \mu_N)\) and the covariance matrix \(\Sigma = (\sigma_{ij})\) where \(\sigma_{ij} = \text{cov}(X_i, X_j)\). Then the conditional distribution of \(X_i\) given the remaining sites is normal with mean \(\mu_i + \sum_{j \neq i} b_{ij}(X_j - \mu_j)\) and variance \(\Sigma_{ii} - A^T A^{-1} a\), where \(A\) is the covariance matrix of the remaining sites, \(a\) is the vector of covariances of site \(i\) with the remaining sites, and \(b = A^{-1} a\). Only the mean depends on the values at the remaining sites, so we have a Markov random field if and only if \(b_j = 0\) unless \(j\) is a neighbour of \(i\). This has to be true for all \(i\), and reduces to the assumption that the elements \(\Sigma_{ij}\) are non-zero only if \(i\) and \(j\) are neighbours. Note that since only covariances need to be considered, Gaussian processes are always pairwise interaction processes.

Markov random fields are normally specified by giving the conditional distributions of \(X_i\) given the values at the remaining sites. In the Gaussian case we have found that the means are linear, so

\[
E(X_s \mid X_{\setminus s}, t \neq s) = \mu_s + \sum_{t \neq s} B_{st}(X_t - \mu_t) \tag{2.1a}
\]

\[
\text{var}(X_s \mid X_{\setminus s}, t \neq s) = \kappa_s \tag{2.1b}
\]

say, where the matrix \(B\) and numbers \((\kappa_s)\) are defined by the expressions in the previous paragraph and \(B_{ss} = 0\). It is important to note that we can regard (2.1) as the definition of the process, which in this form is called a conditional autoregression. Elementary calculations (Ripley, 1981, p.89) give the mean and covariance matrix of \((X_s)\) as \((\mu_s)\) and \(\Sigma = (I - B)^{-1} \text{diag}(\kappa_s)\) respectively. A covariance matrix must be positive-definite and symmetric, which imposes an awkward condition on \(B\). In particular, we must have \(B_{st} \kappa_t = B_{ts} \kappa_s\) for all distinct pairs of sites \(s, t\). The easiest case is when the conditional variances \((\kappa_s)\) are all equal, in which case the necessary and sufficient condition is that the matrix \((I - B)\) be positive-definite symmetric. I have given these conditions in some detail because they are often ignored in the literature. Not every choice of connection matrix \(B\) in (2.1a) defines a valid conditional autoregression.

These conditional autoregressions should not be confused with another class of spatial processes used slightly earlier, now called simultaneous autoregressions. These are defined by

\[
X_s - \mu_s - \sum_{t \neq s} B_{st}(X_t - \mu_t) = \epsilon_s \tag{2.2}
\]

where the \(\epsilon_s\) are independent normally distributed random variables.

The Gaussian case is by far the most important, but Besag (1974) showed that there were three other interesting cases of simple Gibbsian interaction processes, the auto-logistic, auto-binomial and auto-Poisson models, with the auto-logistic being a special case of the
auto-binomial. Their specifications are, for the auto-binomial
\[ X_s \sim \text{binomial}(n, p_s) \]
\[ \log(p_s/(1-p_s)) = \alpha_s + \sum_{t \text{ nabh}s} B_{st}X_t \]
and for the auto-Poisson
\[ X_s \sim \text{Poisson}(\mu_s) \]
\[ \log(\mu_s) = \alpha_s + \sum_{t \text{ nabh}s} B_{st}X_t \]
where for the auto-Poisson \( B_{st} \leq 0 \) so only competition between sites is allowed. The auto-logistic process is the special case \( n = 1 \) of the auto-binomial. They correspond to the special case of
\[ \phi(X_s, X_t) = B_{st}X_sX_t \]
in (1.3) or (1.6), and Besag (1974) showed that these were the only discrete distributions for which this linear form is allowable. In all these processes the crucial parameter is the matrix \( B \) governing the interactions. Knowledge of the subject is supposed to allow us to specify \( B \) and \( (\mu) \) or \( (\alpha) \) up to a few parameters, with the rest to be estimated from the data. For example, in studies of spatial autocorrelation (e.g. Cliff & Ord, 1981) it is common-place to specify a matrix \( W \) of connection weights. If this is symmetric, we might take \( B = \rho W \) for small positive \( \rho \) to be estimated from the data. (In a weak sense, tests of spatial autocorrelation are tests of \( \rho > 0 \) vs \( \rho = 0 \) in this model.) In studies of plant competition, Mead (1971) based the weight function on the Voronoi polygons (also termed Dirichlet cells or Thiessen polygons) of the plants (representing ‘catchment area’), and other suggestions are in Ord (1975) (although note that both these authors worked with simultaneous autoregressions).

2.1. Parameter estimation
In the early 1970’s when these models were first proposed, people shied away from maximum likelihood estimation of the parameters in \( B \) and in the mean vector. The computational difficulty comes from the normalizing constant which we have conveniently ignored up to now. For a conditional autoregression the joint probability density of \((X_1, \ldots, X_N)\) is (from its specification as a multivariate normal distribution)
\[ \frac{|I-\beta|^{1/2}}{(2\pi)^{N/2}} \exp\left(-\frac{1}{2\kappa}(X_\mu)^T(I-\beta)(X_\mu)\right) \]
so minus twice the log likelihood is given by
\[ N\ln 2\pi\kappa - \ln |I-\beta| - (X_\mu)^T(I-\beta)(X_\mu)/\kappa \]
(2.3)
This is easily maximized over \( \kappa \) to give
\[ \hat{\kappa} = N^{-1}(X_\mu)^T(I-\beta)(X_\mu) \]
so parameters in \( B \) are chosen to minimize
\[ N\ln \hat{\kappa} - \ln |I-\beta| \]
(2.4)
The perceived difficulty is the determinant $|I - B|$, but for realistically sized problems it is quite straightforward to minimize (2.4) numerically. In the special case $B = \rho W$ Ord (1975) pointed out that we can exploit

$$|I - \rho W| = \prod_i (1 - \rho \lambda_i)$$

the product being over the eigenvalues of $W$. For large systems on a regular lattice there are also asymptotic approximations to $|I - B|$ dating from Whittle (1954).

However, we should ask whether maximum likelihood is desirable per se. The classical justifications of maximum likelihood in statistics are asymptotic, for an infinite sequence of identically distributed independent observations. This is not a natural asymptotic regime in spatial statistics, although Mardia & Marshall (1984) have proved that for a related type of asymptotics some classical results hold. In general, we do not even know if (2.3) is a well-behaved likelihood function. Ripley (1988, Chapter 2) demonstrates that it can fail to be concave, but that with a known mean vector and $B = \rho W$ it is unimodal. (Much of the statistical theory of likelihood functions depends on concavity.) Thus although maximum likelihood estimation is almost always possible computationally, we must not assume that it is necessarily statistically desirable. The literature on this point is often misleading or plain wrong. [For example, Upton & Fingleton (1985, p. 284) quote classical results without comments on the lack of applicability of these results, and they are by no means alone.]

An alternative, pseudo-likelihood estimation, was introduced by Besag (1975). The pseudo-likelihood is defined as the product of the conditional densities $P(X_s | X_{s,t} \neq s)$, and is treated like a likelihood. There seems no simple explanation as to why this is a sensible idea, but it has proved to work well in practice. Besag (1975) sketched a proof that the pseudo-likelihood estimator would be consistent (converge to the true value) as the problem is increased, and an elegant general proof is given by Geman & Graffigne (1987).

For a conditional autoregression we have

$$\ln PL = -\frac{N}{2} \ln(2\pi \kappa) - \frac{1}{2\kappa} \sum_s [(I - B)(X - \mu)]_s^2$$

so pseudo-likelihood estimation amounts to least-squares fitting to the “residuals”

$$\eta_s = X_s - \mu_s \sum_{t \neq s} B_{st}(X_t - \mu_t)$$

Be warned that (2.1) cannot be treated like an ordinary regression, and that the residuals ($\eta_s$) will themselves be spatially autocorrelated, unlike the ($\epsilon_s$) in the simultaneous autoregression (2.2).

Pseudo-likelihood methods have been very successful, and have largely supplanted all others. Older methods such as ‘coding’ for regular lattices (Besag, 1974) should have disappeared by now!
2.2. Applications

These processes have been used less widely than their early promise suggested, and there are probably more papers on theory than applications. Part of the cause is that most attention has been to regular lattices, and as we suggested earlier, these are inevitably man-made. Another problem is defining well the set of sites to be considered. Interacting systems just do not occur in closed boxes, and it is always necessary to consider the effects of interaction with outside sites. Unless the number of sites is very large, there will be a high proportion of sites near the edge, and so it may be perilous to ignore the effect of the outside world. One reasonably successful application of spatial lattice processes has been to agricultural field trials, in which the system is closed and carefully controlled. Even there the impact has been more in emphasising the design of the trials to minimize spatial variation in soil fertility that in methods based on spatial autoregressions, except perhaps as part of rescue attempts on poorly designed experiments.

It seems that applications in image analysis will be successful. There the systems considered are vast by the standards of the 1970’s, so edge effects may safely be neglected. We have been using Gibbsian interaction processes with astronomical images of 1024 × 656 pixels (Ripley, 1980; Molina & Ripley, 1989).

3. Point processes

Point patterns consist of $n$ point locations within a specified domain $D$, specified by their Cartesian coordinates $\{x_i\} = \{(x_i, y_i)\}$. They differ from classic multivariate statistics in two ways. First, the number of points $n$ is thought of as variable, but more importantly, the coordinates of the points have very little role, the emphasis being on the configuration of the points. The domain $D$ has to be defined carefully, since edge-effects are important. There are two rather different cases. Either $D$ can be a natural region such as an island, or it can be thought of as a window into a much larger region, such as the examples of towns on a plain and supermarkets mentioned in §1.

Some further examples of studies of point patterns in geography are drumlins in Northern Ireland (Hill, 1973; Upton & Fingleton, 1985, pp. 68-9; Figure 7), schools in Southampton (Pinder & Witherick, 1972; Upton & Fingleton, 1985, pp. 76-7) and retail establishments in a Tokyo district (Okabe & Miki, 1984; Figure 1a).

The model for no interaction between points is the Poisson process. The number of points in $D$, $N(D)$, has a Poisson distribution with mean $\mu$, and the points are independently distributed over $D$ with density function $f$. Then $N(A)$, the number of points within a sub-region $A$ of $D$, has a Poisson distribution with mean $\mu \int_A f$. Further, the numbers of points in non-overlapping regions are independent. This means that we can consider a domain $D$ in isolation, as with a Poisson processes there is no interaction with points outside $D$. We will normally consider homogeneous processes in which case the density $f$ is uniform, and $\mu = \lambda \times \text{area}(D)$ where $\lambda$, the number of points per unit area, is an important parameter known as the intensity.

Gibbsian interaction processes are defined by stating how much more (or less) likely each configuration of points is than under a Poisson process. For example, pairwise interaction
processes have density (with respect to a Poisson process) of
\[ p(x_1, \ldots, x_n) \propto \prod_i b(x_i) \prod_{i<j} h(x_i, x_j) \]  
(3.1)

The first product corresponds to a change of the underlying spatial intensity of points from \( \mu \times f \) to proportional to \( b \times f \), but the interaction is expressed by the second product. Since we almost always regard interaction as stationary throughout space, we can take \( h(x, y) \) as a function only of \( d(x, y) \), the distance between the two points. Then \( h \) can be thought of as an interaction function, and examples are shown in Figure 3. More general interactions are possible, but have never been found necessary. (These processes were introduced by Ripley, 1977.) We will normally consider processes for which \( b \) and \( f \) are constant, so there is no heterogeneity in the model.

The simplest special cases are the so-called Strauss processes illustrated in Figures 3(a) and 3(b). The interaction function is defined by
\[ h(d) = \begin{cases} 
 1 & \text{if } d = d(x, y) \leq R \\
 0 & \text{otherwise.}
\end{cases} \]  
(3.2)

introduced by Kelly & Ripley (1976) following earlier (incorrect) work of Strauss (1975). The case \( c = 0 \) is the 'hard-core' process in which points are prohibited from being closer than distance \( R \) apart. It can be thought of as being produced by sampling from a Poisson process and throwing out all patterns which violate this condition. For \( 0 < c < 1 \) there is a disincentive to close pairs, the density being proportional to \( c^d/R^d \) where \( y(R) \) denotes the number of pairs of points closer than \( R \). For \( c = 1 \) we have a Poisson process, and no interaction. For \( c > 1 \) the process only exists in a rather pathological way. Close pairs are encouraged, and most realizations for fixed \( n \) will have a single 'clump' of points contained within a disk of diameter \( R \). For variable \( n \) the process cannot even be defined. A similar effect occurs whenever \( h(d) > 1 \) for some distance \( d \), although this can be counter-balanced by \( h(d) = 0 \) for \( d < R \), small.

There are a number of obvious extensions to the Strauss process. If we think of the points as having circular territories of diameter \( R \), the interaction might depend on the area of the overlap (given by the term \( \cdots \) as a proportion of the area of the territories),
\[ \ln h(d) = \begin{cases} 
 -\theta \left[ 1 - \frac{2}{\pi} \left( \frac{d}{R} \sqrt{1 - \frac{d^2}{R^2}} + \sin^{-1} \left( \frac{d}{R} \right) \right) \right] & \text{if } d \leq R \\
 0 & \text{otherwise.}
\end{cases} \]  
(3.3)

(Penttinen, 1984). Another idea is to allow more than one step in the interaction function, the 'multi-scale' process,
\[ h(d) = \begin{cases} 
 c_1 & \text{if } d \leq R_1 \\
 c_2 & \text{if } R_1 < d \leq R_2 \\
 c_3 & \text{if } R_2 < d \leq R_3 \\
 \vdots & \\
 1 & \text{if } d > R_m
\end{cases} \]  
(3.4)

Pairwise interaction functions have been extensively considered in statistical physics, and other functional forms have been borrowed from that field, including the 'very-soft-core' potential (Ogata & Tanemura, 1984) illustrated in Figure 3(e),
\[ h(d) = 1 - e^{-(d/e)^2} \]
Figure 3.
Pairwise interaction functions $h$ as a function of distance. (a) 'Hard-core' interaction. (b) Strauss process. (c) Multiscale process. (d) Overlap area (Penttinen, 1984) with $\theta = 4$. (e) 'Very-soft-core' (Ogata & Tanemura, 1984) with $\sigma = 0.5$. 
Although some of these processes have been extensively discussed in statistical physics, the questions asked there are rather different. First, the size of the problem is very different, with of the order of $10^{23}$ points (molecules) so edge effects are indeed negligible. Further, the emphasis is the reverse of ours; the interaction function $h$ is assumed known and properties of the process are required, whereas we have a sample of the process from which to learn about $h$.

There is an analogue for point processes of Markov random fields, the Markov point processes of Ripley & Kelly (1977).

### 3.1. Simulation

One very effective way to understand the definition and parameters of a statistical distribution is to draw some samples from it. Indeed, in my first stochastic processes course this was given by David Kendall as a criterion for having defined a process properly, that you could simulate from it. The problem with constructive definitions such as that given earlier for the hard-core process is that they are ‘in principle’ only. One will eventually obtain a realization of a Poisson process with no pair of points closer than $R$ (provided only that such a configuration can be packed into $D$), but the wait could be very long. Since simulation is such an effective way to understand these processes, it is important to know of reasonably efficient simulation methods.

All the known reasonably efficient simulation methods are iterative. At each stage a point is added or deleted, dependent on the configuration of the remaining points (Ripley, 1977, 1979a, 1987). The simplest case is when we prescribe the total number $n$ of points. Then each step of the simulation consists of deleting a point and replacing it. The point to delete is chosen at random (so each of the $n$ points is equally likely). Relabel the existing points as $\{x_2, \ldots, x_n\}$, so the replacement point will be $x_1$. Then it has density proportional to

$$f_0(x) = \prod_{i=2}^{n} h(x, x_i)$$  \hspace{1cm} (3.5)

The unknown normalizing constant is once again an apparent problem, but this can be overcome by the use of rejection sampling, a well-known technique in simulation (Ripley, 1987). Consider the case of $h(d) \leq 1$ for all $d$. Then given $\{x_2, \ldots, x_n\}$, sample $x$ from the underlying Poisson density $f$ on the domain $D$, and accept it with probability $f_0(x)$. (The assumption on $h$ ensures that $0 \leq f_0(x) \leq 1$ and so it is indeed a probability. To accept with probability $p$, get your computer to generate a uniform random variable $U$ and accept if $U < p$. If the sample is not accepted, try again until one is.

If $n$ is not fixed, a similar birth-and-death process is run, but additions and deletions no longer alternate. Details are given in Ripley (1977).

The theory says that this process produces samples whose distribution converges to that of the pairwise interaction process. The basic idea is due to Metropolis et al. (1953), the point process implementation to Ripley (1977, 1979a), the latter containing Fortran code. In practice the process has to be run for some time ($10n - 100n$ steps) to settle down from a reasonable starting pattern, then it can be sampled every $2n - 4n$ steps. For moderate $n$ the process runs fast enough on a personal computer to be fascinating viewing. For example, on the towns data shown in Figure 1(b) simulations of the Strauss process change about 10
points per second.

3.2. Parameter estimation

Parameter estimation in pairwise-interaction point processes proved to be difficult for a decade, and an obstacle to their wider use. One can of course use trial-and-error methods, matching some aspect of the simulated patterns to the data. This was illustrated for the Spanish towns data in Ripley (1977), using my K-function to measure fit, and there are more extensive comparisons in Ripley (1988, Figure 4.2). Diggle & Gratton (1984) raised this idea to the status of a theory! However, it is both non-intuitive and rather computer-intensive.

Even the simplest cases have shown difficulties. The maximum likelihood estimate of \( R \) in a hard-core process is \( d_{\text{min}} \), the smallest distance between a pair of points. Since pairs closer than \( R \) cannot occur, we know \( d_{\text{min}} > R \) and hence the estimator is biased. (This is not unexpected, since the discontinuity in \( h \) at \( R \) makes this a non-regular likelihood problem.) Ripley & Silverman (1978) showed how to correct this estimator for bias. Even if \( R \) is known for the Strauss process, the maximum likelihood estimator of \( c \) is not straightforward. The density is

\[
p(x_1, \ldots, x_n) = a(b,c) b^n c^{b(R)}
\]

and it is the unknown normalizing constant \( a(b,c) \) which causes the trouble. To ease the notation, let us write \( Y(R) \) for the random variable measuring the number of pairs of points within \( D \) closer than \( R \). Then after some calculation we find that the maximum likelihood estimators are given by the solution in \( b, c \) to the equations

\[
n = E_k N(D) \quad y(R) = E_k Y(R)
\]

if the number of points is allowed to vary, otherwise \( b \) is irrelevant and \( c \) solves

\[
y(R) = E_c Y(R)
\]

Here \( y(R) \) is the fixed number of observed close pairs, and the right-hand side is the expected number of pairs. It is intuitively obvious that this increases from zero for \( c = 0 \) up to the value for a Poisson process for \( c = 1 \). The latter depends on the shape of the domain \( D \), but is known for several common shapes (Ripley, 1988, pp. 28-9); for small \( R \) it is approximately \( n(n-1)\pi R^2/2 \). It is perfectly possible for us to observe more close pairs than are the average for a Poisson process; in such a case we take \( c = 1 \), although we ought to consider why we are fitting a process with interaction distance \( R \)!

Maximum likelihood estimation depends on our being able to calculate the means in (3.6). They are not known analytically, but as we shall see in §4, can be estimated by simulation. An alternative is to make approximations. When interactions are rare, we can derive the approximations (Ripley, 1988, pp. 56-7)

\[
\hat{c} \approx \frac{2a}{n(n-1)\pi R^2}
\]

for fixed \( n \), and for variable \( n \)

\[
\hat{b} \approx \frac{n}{a}, \quad \hat{c} \approx \frac{2a}{n^2 \pi R^2}
\]
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where \( a \) denotes the area of \( D \). These approximations correspond to fitting a straight line in \( c \) to \( E_c Y(R) \), although they are derived by assuming that any point enters into just one close pair. More sophisticated approximations have been considered, notably by Ogata & Tanemura (1981, 1984), who borrowed approximations from statistical physics for 'non-ideal' gases. Details are given in Ripley (1988, pp. 59-62). For the Strauss process, they give an approximation to the log-likelihood as

\[
y(R) \ln c - \frac{n^2}{2a} (c - 1) \pi R^2 - \frac{5.79n^3(c - 1)^3R^4}{6a^2}
\]

corresponding to

\[
E_c Y(R) \approx \frac{n^2 \pi R^2}{2a} c [1 + 1.84(nR^2/a)(c - 1)^3]
\]

a cubic in \( c \). (There is an error of a factor of 3 in the constants in Ripley, 1988.)

3.2.1. Pseudo-likelihood

We have seen that even in the simplest case maximum likelihood estimation causes difficulties, and just as in the regional data case, there is no reason to accord maximum likelihood methods special status from a theoretical viewpoint. This encourages us to consider pseudo-likelihood as it was so successful there. There are technical problems in the conditioning, but these can be overcome either by approximating by a lattice process (Besag, 1977; Besag, Milne & Zachary, 1982) or via the mathematically sophisticated theory of conditional intensities. The problem is that we want the probability of a point occurring at \( \mathbf{x} \) given the locations of the remaining points. This probability is zero, but we can consider

\[
P(\text{point in a region } \Delta \text{ containing } \mathbf{x} | \text{other points})
\]

for a small region \( \Delta \) around \( \mathbf{x} \). This is the conditional intensity \( \lambda(x_1, \ldots, x_n) \). If \( \mathbf{x} \) is the location of one of the existing points it is omitted from the conditioning. Then the pseudo-likelihood is the product of the conditional intensity over all points in \( D \), occupied or not, which leads to the log pseudo-likelihood as

\[
\sum_{i=1}^{n} \ln \lambda(x_1, \ldots, x_n) - \int_D \lambda(x; x_1, \ldots, x_n) d\mathbf{x}
\]

For a pairwise interaction process the conditional intensity is proportional to

\[
b(x) \prod_{\text{pts other than } x} h(x, x_i)
\]

so the log pseudo-likelihood is

\[
\ln[\prod_{i} b(x_i) \prod_{i<j} h(x_i, x_j)] - \int_D b(x) \prod_{i} h(x, x_i) d\mathbf{x}
\]

(3.10)

At first sight the first term is the likelihood (3.1) without the normalizing constant, but the second product is different in that each pair \( \{i, j\} \) occurs twice. Nevertheless, pseudo-likelihood methods are very similar to maximum-likelihood ones, except that the normalizing
function is replaced by much simpler integrals. For the Strauss process the pseudo-likelihood estimators $\hat{b}$ and $\hat{c}$ solve

$$\hat{b} \int_D z(t(x))\,dx = n \tag{3.11}$$

$$\hat{b} \int_D t(x)z(t(x))\,dx = 2y(R)$$

for variable $n$, where $t(x)$ denotes the number of points of the pattern within distance $R$ of the test point $x$. (Conditional intensities, hence pseudo-likelihood, make no sense if $n$ is fixed. The intensity will be zero or infinite depending on whether there are $n$ or $n - 1$ points elsewhere.) The integrals in (3.11) can be estimated by sums over a grid of points within $D$, and sophisticated methods are available to find $t(x)$ rapidly using auxiliary data structures.

These pseudo-likelihood methods proved to be a special case of a family of moment measures derived by Takacs (1986) and Fiksel (1984). These compare the expected values of observations on the process with similar expectations conditional on a point of the pattern at $x$. However, whereas the Takacs-Fiksel work depends on arbitrary choices of moments to compare (and is mathematically forbidding), pseudo-likelihood has some theoretical rationale.

3.2.2. Edge effects

All the parameter estimation methods mentioned up to now have been for a process defined only on the domain $D$. This is frequently inadequate, in that we imagine the underlying process placing the points to occur within a much larger domain $D'$ but which is observable (or has only been recorded) within the window $D$. In such a case the number of points is necessarily variable. A rigorous treatment of this case is very difficult, as it would involve averaging over the positions of points outside $D$ which might interact with those within $D$. Rather, we choose to correct the estimators we have seen so far for edge-effects. This is particularly easy for the Strauss process, since the only statistic which occurs is $y(R)$, the number of $R$-close pairs. This occurs in the second-moment $K$-function which is often used to describe a spatial point pattern, and so much work has been done on correcting for edge-effects, going back at least as far as Glass & Tobler (1971). Full details of the corrections proposed and of their efficacy are given in Ripley (1988, Chapter 3).

3.3. Choosing an interaction function

How will we know what shape of interaction function to pick? Almost never is there any appropriate theory to suggest a particular functional form, and it is really the shape rather than the mathematical form which we seek. Two ideas have recently been suggested. The conceptually simplest is that of Ripley (1988, p. 73). Fit a multi-scale process (3.4) to obtain a step-function (histogram-like) estimate of the interaction function $h$, and choose a suitable functional form to fit parametrically. This is just like plotting a histogram in univariate statistics, and choosing a family of distributions (normal, gamma, ...) from its shape.

Fortunately, estimating the parameters in the multi-scale process by pseudo-likelihood is just as easy as for the Strauss process. The equations are similar to (3.11), with $c$ replaced by $c_i$ and $t_i(x)$ denoting the number of points of the pattern whose distance from $x$ is
between $R_{i-1}$ and $R_i$. That is, $(\hat{c}_i)$ solve
\[
\hat{b} \int_D t(x) \prod_j \hat{c}_j^{(x)} dx = \sum_{\text{pairs}} t_i(x_j) = 2[y(R_i) - y(R_{i-1})]
\]
for each $i$ together with
\[
\hat{b} \int_D \prod_j \hat{c}_j^{(x)} dx = n
\]
and the ratio is a function of $(c_1, \ldots, c_m)$ which is easily estimated numerically, and so the equations are solved numerically.

Care is needed in interpreting the shape of the function, as the estimates at small distances are very variable, unlike a histogram. For a Poisson process we would have that
\[
\hat{c}_i \approx \left| y(R_i) - y(R_{i-1}) \right| \times \frac{2\alpha}{n(n-1)\pi[R_i^2 - R_{i-1}^2]}
\]
by an extension of (3.8), and the count of pairs $|y(R_i) - y(R_{i-1})|$ is approximately Poisson. Thus $\hat{c}_i$ has standard deviation about the square root of the second term, and this will be large if the area of the annulus of points between $R_{i-1}$ and $R_i$ away from a fixed point is small. This will inevitably be the case for distances between 0 and $R_1$. For example, with the Spanish towns data [Figure 1(b)] we have $n = 70$ and the area $D$ is 40 miles square. If we take $R_1$ to be 1 mile, we find a standard deviation of $\hat{c}_1$ of about $\sqrt{2 \cdot 40^2/(70 \cdot 60 \pi 1^2)} \approx 0.5$ so any inference would be meaningless.

The other idea borrows from statistical physics a relationship between the interaction function $h$ and the second-moment function $K$ known as the Percus–Yevick formula. Whereas in physics this is used to calculate $K$ from $h$, Diggle, Gates & Stibbard (1987) had the idea to reverse the process to obtain a non-parametric estimator of $h$; full details are in their paper. The Percus–Yevick formula is approximate, and something of a mystery to me, but simulations have shown it to be reasonably accurate. It relates the interaction function $h$ to the pair-correlation function $g$. This is defined by
\[
g(t) = (2\pi)^{-1} \frac{dK(t)}{dt}
\]
where $K(t)$ is my reduced second-moment function (Ripley, 1977, 1981). Then the formula is
\[
h(t) \approx g(t)/[g(t) - c(t)]
\]
where $c(\cdot)$ is the solution to
\[
c(t) = g(t) - 1 - \lambda \int_0^2 \int_0^\infty [g(s) - 1] c(\sqrt{t^2 + s^2 - 2ts \cos \theta}) \, d\theta \, ds \, dt
\]
Details of how $g(t)$ is estimated and how the equations are solved are given in the paper. The procedures are not straightforward, but it their authors' hands give good results for simulations of patterns of a few hundred points.
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The cautionary note about the step-function method applies to all; one needs a very large number of points to have much success in fitting a non-parametric estimator of the shape of the interaction function \( h \); about fifty points is not enough, rather a few hundred are needed. Examples occur in other fields, but rarely, I suspect, in geography. Okabe & Miki (1984) do have 393 greengrocer shops in their study area (28.2 km\(^2\) of Tokyo) but few other cities will have so many establishments within a homogeneous area.

4. Examples

In this section we consider two examples of fitting Gibbsian interaction models to point patterns drawn from geography. All have been mentioned earlier in the text and analysed previously by various statistical methods.

4.1. Spanish towns

The data come from Glass & Tobler (1971). They show the 'cities' (or 'towns', the terms are used interchangeably) in the 40 mile square centred at latitude 2° 30' W and longitude 39° 47' N which is claimed to be "especially homogeneous in climate, physiography, transport, population density and economy." An earlier version with 69 points has been considered from various points of view in Ripley (1977, 1979b, 1988). The data shown here have been re-digitized to show towns outside the study square, and 70 came within. The external points were used for edge-correction, for example in the integrals in (3.11). Glass & Tobler suggested fitting a hard-core model with interaction distance \( R \) as 3.46 miles, this peculiar figure coming from a simple value of \( \rho \), the number of points divided by the maximum packing of discs into the same domain. This was fitted despite the presence of pairs of towns about 0.6 miles apart, and indeed there appear to be \( g(R) = 30 \) pairs closer than 3.5 miles, an appreciable part of the total of 2,346 pairs. Nevertheless, this is appreciably fewer pairs than we would expect for a Poisson process. Ignoring edge effects, we would expect \( \lambda^2 \pi R^2 / 2 = 57.3 \) pairs. The exact result is known from Borel (1925) as

\[
\frac{\lambda^2 \pi R^2}{2} \left[ \pi R^2 - \frac{8R^2}{3L^3} + \frac{R^4}{2L^4} \right]
\]

for a square of side \( L \), but at 53.1 this is only slightly less. (Further, to a fairly crude approximation the number of pairs will have a Poisson distribution, so the standard deviation of the number is about 7.5 and the shortfall is definitely significant. More precise and powerful tests given in Ripley (1979b) all reject the Poisson hypothesis at at least the 5% level, some at the 1% level. This suggests that a Gibbsian interaction process might be appropriate. The interaction function found by fitting a multi-scale process by pseudo-likelihood is shown in Figure 4. (Half-mile intervals were chosen, except at the smallest distances.) Remember that the values at short distances are unreliable. The Figure gives no reason to doubt that a Strauss process would be appropriate, although doubtless many other functional forms for \( h \) would also suffice.

We can fit the parameter \( c \) of the Strauss process by any of the methods discussed in §3. The exact value obtained depends on what form of edge correction (if any) is used and, of course, the method; but for \( R = 3.5 \) miles, values of \( c \) between 0.4 and 0.5 are suggested (Ripley, 1988, §4.6). These correspond well to the trial-and-error value of 0.5 of Ripley (1977). This is a problem in which edge correction is essential as the study region does
Figure 4.

The interaction function $h$ fitted to the Spanish towns data by pseudo-likelihood, to suggest a parametric form.

Figure 5.

Plot of the ratio of the equations (3.11) against $c$. The pseudo-likelihood estimator, $\hat{c} = 0.43$ is obtained from the horizontal line at $2y(R)/n = 96/70 = 1.37$. This example is for the Spanish towns with $R = 4$ miles.
not exist in isolation but is part of a very much larger plain. Fortunately the locations of adjacent points are available, but even if they were not, ‘internal’ edge correction methods work well and were used in my earlier studies.

To illustrate the procedures let us consider \( R = 4 \) miles, as this is suggested by Figure 4. For all the estimators we need \( y(R) = 48 \), counting as one half pairs of point with only one of them inside the square. For the pseudo-likelihood estimator the ratio of the left-hand sides of (3.11) is evaluated for a range of values of \( c \) by taking a grid of points within the square (I used \( 10 \times 10 \)) and averaging \( i(x)e^{K(x)} \) and \( e^{K(x)} \) at these points. [Remember that \( i(x) \) is the number of towns closer that \( R \) miles to the test point \( x \).] Figure 5 shows this ratio for all values of \( c \) between zero and one. However, this range of values is not needed, as we can get a rough value of \( c \approx 0.63 \) from (3.8). (Note that this corresponds to fitting a straight line between the endpoints of the curve in Figure 5.) The value of the pseudo-likelihood estimator \( \hat{c} \) is 0.43.

This rough value is an approximation to the maximum likelihood estimator. We can refine it by (3.9) to be

\[
 c [1 + 1.29(c - 1)] \approx 0.62 = \frac{2ay(R)}{n^2 \pi R^2}
\]

with solution \( c \approx 0.45 \). To find the exact maximum likelihood estimator we use simulation to calculate \( E_y Y(R) \) and plot this against \( c \) (Figure 6). On the other hand, the calculations for the solid line took 35 minutes on a Sun workstation (running the simulation 10,000 steps for each of twenty values of \( c \)), and still the curve is quite rough. From the observed value of \( y(R) = 48 \) we find \( \hat{c} \approx 0.51 \). As Figure 6 shows, the approximation (3.9) is good for large \( c \), but fails for strong interactions (\( c \) small). The simulations enable us to estimate the variance of \( y(R) \) and hence of \( \hat{c} \); this suggests a standard error of about 0.10.

Ogata & Tanemura (1984) fitted a very-soft-core model to the old dataset, using their approximation (but to higher order than is available for the Strauss process).

4.2. Drumlins in Northern Ireland

Figure 7 shows the pattern of 232 drumlins (glacial deposits) recorded by Hill (1973). Upton & Fingleton (1985) used sampling methods to analyse this pattern, and concluded “for this restricted region there is no evidence of other than a random distribution of ‘plants’.” More powerful methods show otherwise. For example, plots of my \( K \)-function show regularity up to 1 km, principally at distances of less than 600 m. This suggested fitting various multi-scale processes. With 5 equal steps of 200m each I obtained \( \hat{c} \); as 0, 0.27, 0.76, 1.30 and 1.06. This shows the interaction to be principally at shorter distances, and the most satisfactory result was obtained with an interaction function of 0.03 up to 150 m, 0.68 between 150 and 300 m, and one for larger distances.

Although there are many more points than in the previous example, the distances are smaller so the number of interacting pairs is only slightly greater [\( y(300m) = 65 \)]. Thus the standard error of \( \hat{c} \) is around 0.08.

The pattern shows clear signs of heterogeneity, especially in the North-West, so it did not seem wise to take this analysis much further.
Figure 6.
Plot of $E_r Y(R)$ against $c$ for the Spanish towns example. The solid line is from simulations, the dashed line is equation (3.11).

Figure 7.
4.3. Discussion

These two examples show that pairwise interaction models can be useful in geographical examples, and many more such models could have been tried. We do have to remember that parameter estimates are variable. It is difficult to quote accurate standard errors for the values quoted here, but since they are based on of the order of 50 pairs of points, and that number is approximately Poisson-distributed, we can expect standard errors of around 15% of the values quoted.

It is tempting to suggest smooth interaction functions and to interpret them. As Figure 3(d,e) shows, very different functional forms can be indistinguishable!

5. References


DISCUSSION

“Gibbsian interaction models”

by Brian D. Ripley

Gibbsian interaction models are usually better known as Markov random fields. These encompass many of the dependence models for regional or lattice data, and many models of point processes. The author aims to document the progress made over the past two decades in statistical inference and model fitting for these models.

About three-quarters of the paper is concerned with point processes. The Gibbsian interaction processes are defined, with particular emphasis on the Strauss processes, and the usual iterative method for simulation is given. Next there is a thorough discussion of maximum pseudolikelihood estimation. Approximate maximum likelihood is now feasible using theoretical approximations to the likelihood, or through simulation. Approximate maximum pseudolikelihood estimation is also feasible, and somewhat easier than approximate maximum likelihood. Two recent methods for choosing the interaction function are discussed. Many of these developments are very recent, and the discussion was welcome to me. Two examples are given. The first is a detailed illustration using the familiar ‘Spanish towns’ data, whilst the second comment on a previous analysis of some data on ‘drumlins in Northern Ireland’. There are several figures that illustrate the text.

The section on regional processes is much briefer, and, apart from reviewing the usual conditional and simultaneous autoregression models, mainly consists of contrasting maximum pseudolikelihood estimation with maximum likelihood estimation. For these dependence models, both estimation methods have been used for some years (the former was introduced in 1975), although the author rightly questions whether maximum likelihood estimation is always relevant. However, his claim that ‘pseudolikelihood methods have been very successful’ may reflect his interest in astronomically large data sets, and non-Gaussian distributions. The results of Besag (1977) show that pseudolikelihood estimators can be very inefficient when the dependence is not small, so that their use is questionable when other estimators, that may be more efficient, are readily available. Although the author refers to a recent rigorous proof of the consistency of the pseudolikelihood estimator, he does not refer to Gruen’s (1987) theorem on asymptotic Normality. There are no examples given in this section, and the only applications referred to are in agricultural field trials and astronomical image analysis.

The author’s presentation is, as usual, precise and comprehensive, though the mathematics may make demands on many. Perhaps the author could have considered more the questions of how appropriate these models and methods are for geographical research, and of how they are being, or have been, used in geographical research. Whilst it may be useful to give unreferenced publications in the bibliography, it would have been helpful if this policy had been noted, and a brief note had been given with each to explain its possible relevance.
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