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Abstract

In this paper, a paradigm for shared control is described
in which a machine’s manual control interface is motorized
to allow a human and an automatic controller to simultane-
ously exert control. The manual interface becomes a haptic
display, relaying information to the human about the inten-
tions of the automatic controller while retaining its role as a
manual control interface. The human may express his con-
trol intentions in a way that either overrides the automa-
tion or conforms to it. The automatic controller, by design,
aims to create images in the mind of the human of fixtures
in the shared workspace that can be incorporated into effi-
cient task completion strategies. The fixtures are animated
under the guidance of an algorithm designed to automate
part of the human/machine task. Results are presented from
2 experiments in which 11 subjects completed a path follow-
ing task using a motorized steering wheel on a fixed-base
driving simulator. These results indicate that the haptic as-
sist through the steering wheel improves lane keeping by at
least 30% reduces visual demand by 29% (p<0.0001) and
improves reaction time by 18 ms (p=0.0009).

1. Introduction
When controlling a machine through a manual control

interface, one has the opportunity to simultaneously apply
control action and monitor response. Information may flow
in both directions across the mechanical contact between
human and machine. In this paper, we present a scheme for
coordinating machine control between a human and an em-
bedded controller that uses the response information chan-
nel to facilitate that coordination. The manual control in-
terface is motorized for application of the embedded con-
troller’s control action, but also for display of that action
to the cooperating human. By motorizing the manual con-
trol interface, it becomes a haptic interface, advertising the
control actions of the embedded controller. The embed-
ded controller is placed in mechanical parallel with the hu-
man, where the two then share control over the machine

using the language of mechanical interaction. With access
to the action of the automation through haptics, the human
can efficiently form mental models of the automation sys-
tem. The human can retain authority but also turn his at-
tention to other tasks without incurring a performance loss
in the semi-automated task. We envision this shared con-
trol scheme for various machines that feature embedded
controllers, yet do not function autonomously—machines
whose control requires the abilities of the human to accom-
modate and recover from unexpected operating conditions,
to build predictive mental models, and to process and parse
rich sensory information. One such machine is the automo-
bile.

Various schemes have been proposed by which a human
and automatic controller may share control, including su-
pervisory control and human-centered automation [1]. Shar-
ing control, however, always presents special challenges.
The division of responsibilities must be carefully and con-
tinually negotiated. Sensed information, control plans, and
even models by which behavior is predicted must be com-
municated between the two cooperating controllers. We
propose that the paradigm for control sharing described in
this paper is much like the paradigm used between two hu-
mans who work together manually on the same task. Even
while exerting control, one of the humans may monitor the
actions of the other while imposing his own control. He may
even impose his control using a certain impedance that ex-
presses his confidence in the appropriateness of this control
intentions.

In this paper, we study shared control of automobile
steering. The steering wheel is both grasped by the driver
and motorized for automatic control. The motion of the
steering wheel is then a response to the sum of forces act-
ing from the human grasp, from the automatic control mo-
tor, and from the steering linkage. The key to communica-
tion through the steering wheel is that even while applying
a torque, the human can monitor the steering wheel motion.
Alternatively, if the human is considered to impose motion
on the steering wheel, he can simultaneously monitor inter-
action torque. With an internal model of the steering linkage



and vehicle behavior (perhaps informed by other sensory in-
puts), the human may differentiate the control actions be-
ing expressed by the automatic controller from the response
of the vehicle and steering linkage. Negotiation of author-
ity is also possible: upon sensing the intentions of the auto-
matic controller through his grip on the steering wheel, he
can judge them either reasonable or inappropriate, and can
choose to yield to those intentions or to override them.

To allow its authority to be over-ridden by the human,
the embedded controller exerts it control with a certain fi-
nite impedance. That impedance is defined using propor-
tional control, which might also be interpreted as a virtual
fixture [2] that is defined not just in space but also in time.
In effect, a potential well is created, but a potential well
that moves with the control signal generated by the em-
bedded controller. Virtual fixtures that similarly were func-
tions of time were used in [3], where fixtures were turned on
and off based on recognized operator motions. Our shared-
control technique adds an animated virtual fixture or per-
ceptual overlay on the road by actuating the steering system
of a car. The human, by feeling the actions of the controller
under his grip on the interface, will project images into the
task space, such as a virtual rut in the road. Given prior ex-
perience with similar objects in the physical environment,
such virtual fixtures should be easy to recognize and nego-
tiate.

Driving is certainly an application where humans are re-
luctant to give up autonomy, yet the introduction of auto-
matic control features could significantly increase vehicle
and highway safety and efficiency. Increasing demands are
being made on drivers’ attention, which further motivates
the introduction of automatic control to reduce drivers’
mental workload. With the introduction of steer-by-wire
systems in future vehicles, the steering wheel will already
be motorized for haptic display of reaction torques from the
road, so the addition of haptic display of an automated steer-
ing system requires no additional actuator. Other technolo-
gies to support automated vehicle control are under devel-
opment, including Global Positioning Systems (GPS), radar
systems, imaging systems, and magnetic highway markers.
Another, perhaps more immediately viable application for
shared control of vehicle heading is in agricultural vehicles,
where GPS-guided tractors are already commercially avail-
able [4] [5].

For automobile control in both the longitudinal and lat-
eral directions, various forms of driver assist are available or
under development, and some of these utilize haptic display
through a motorized steering wheel [6] [7]. In most concep-
tions of driver assist, information or warning is offered to
the driver, but an alternative strategy suggests evasive ac-
tion, while requiring the driver to take that action. In our
shared control scheme, the assist actually intervenes in the
control loop. The driver may yield to the assist while moni-

toring its action.
We present two experiments designed to demonstrate our

conception of shared control using a motorized manual con-
trol interface. Naturally, an expected outcome is improved
performance on the semi-automated task. However, there
are other expected benefits. The first experiment is aimed at
quantifying the benefits in reduced perceptual demand as-
sociated with a primary task (in this case visual demand).
In the second experiment, we investigate a hypothesized re-
duction in cognitive load or a freeing of attention (as re-
flected by improved performance on a secondary task). The
primary task in both experiments also includes a challenge
not addressed by the automatic controller, which becomes a
means for prompting negotiations between the human and
automation, and a basis for requiring and measuring main-
tained vigilance by the human. A possible cost to our shared
control approach is increased physical workload, because to
override the automatic controller, the human must impose
his control efforts with greater force. We do not evaluate the
increased physical workload, but we scale the actions of the
automatic controller such that the increased physical work-
load is relatively small and not objectionable.

In section 2.5 we describe the driving simulator and
shared steering controller used for our experiments. We also
present a simplified human driver model that features hap-
tic feedback and use this model to describe the exchange of
information over both haptic and visual channels with the
simulator and automatic steering controller. In section 3 the
first experiment testing reduced visual demand is described
and its results presented and discussed. In section 4 the ex-
periment on reduced mental workload is described and its
results presented and discussed.

2. Methods

The driving simulator used in the experiments uses a 17-
inch computer monitor for visual display and a motorized
steering wheel for haptic interface. It lacks motion display
and audio display. The computational portion of the simu-
lator is based on a simple kinematic model of a car and an
idealized steering linkage without dynamics. The car runs
at a constant forward speed and thus lacks longitudinal dy-
namics and foot pedals. The car may be steered through a
pre-set driving course of straight and curved segments. The
automatic controller runs on the same computational hard-
ware as the driving simulator. In this section, we describe
the driving simulator, the automatic controller, and the mo-
torized steering wheel in detail. We also present a model of
a driver to highlight its coupling to the motorized steering
wheel and simulated car and steering controller. The driver
model features explicit haptic feedback, showing how the
driver can simultaneously express his intentions and moni-
tor the actions of the steering controller and response of the
vehicle, both haptically and visually. We assemble the driv-



ing simulator and driver model in a block diagram to high-
light the interactions, especially the haptic (mechanical) in-
teractions between driver, vehicle simulator, and automatic
controller. Additional detail regarding the synthesized vi-
sual feedback and support for data recording and experi-
mental protocol, including secondary task presentation and
measurements, will be described in section 2.5.

2.1. Vehicle Model

Figure 1 shows a top view of a vehicle whose configu-
ration in the X-Y plane may be specified using the coor-
dinates (x, y) of the vehicle center-point C and the angle
ψ between the vehicle centerline and the X-axis. The vehi-
cle has two rear wheels on axles fixed perpendicular to the
centerline and two front wheels on axles that may be ori-
ented through a steering linkage. The common heading an-
gle of both front wheels relative to the centerline of the ve-
hicle is δ.
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Figure 1. A bicycle model vehicle is shown
with respect to the global coordinate frame
X-Y and in relation to the roadway S.

Assuming no slip between the tires and the road, the
kinematics of the vehicle are given by the bicycle model.
Given δ and the speed of the front axle u as inputs, the mo-
tion of the vehicle is governed by the following set of dif-
ferential equations.

ẋ = −ul2
l1

sin δ sinψ + u cos δ cosψ (1)

ẏ =
ul2
l1

sin δ cosψ + u cos δ sinψ (2)

ψ̇ =
u

l1
sin δ (3)

Due to interaction between the front wheels and the road,
a so-called self-aligning torque σsa acts on the steering link-
age and tends to drive the steering angle δ to zero.

σsa = −Akδ (4)

Although the proportionality constant Ak is in general a
function of the speed u, for our purposes Ak is a constant
since the driving simulator uses a constant speed.

2.2. Steering Wheel and Steering Linkage

The steering angle δ is related to the angular displace-
ment of the steering wheel (handwheel) through a steering
linkage. We model the steering linkage as an ideal trans-
mission of mechanical advantage R, whose inputs are the
angular displacement of the steering wheel θ and the self-
aligning torque σsa. The outputs of the steering linkage are
the steering angle δ that drives the kinematic model intro-
duced above and a self-aligning torque τsa that is imposed
on the steering wheel.

δ = Rθ
τsa = Rσsa

(5)

We neglect compliance in the steering linkage and lump
inertial and damping effects with the inertia and damping
of the steering wheel. We designate θ as a degree of free-
dom or state variable in the system model so that θ is avail-
able through an application of Newton’s law if the sum of
torques acting on the steering wheel and the inertia J and
damping b are known. Parameter J accounts for the iner-
tia of the steering wheel and the equivalent inertia of the
steered wheels and steering linkage and b accounts for the
damping between the steering wheel, the steering linkage
and the vehicle frame.

In our driving simulator, Newton’s law is carried out not
in simulation, but in mechanical hardware. A physical steer-
ing wheel of inertia J twice “integrates” the sum of torques
acting on the steering wheel, including any torque applied
by a human driver, and any torque applied by a motor cou-
pled to the steering wheel. The torque τsa, which is reflected
from a simulated vehicle, and the torque produced by an
automatic steering controller, introduced next, are both ap-
plied to the physical steering wheel by a motor.

2.3. Steering Controller

The steering controller imposes a torque τc on the steer-
ing wheel through a motor that is coupled to the steering
wheel with a chain drive. The signal τc driving the motor is
designed to cause the steering wheel angular displacement
θ to follow a desired angle θd(t) through a simple propor-
tional control law:

τc = Ka(θd − θ) (6)

where Ka is a gain that may be tuned for performance. The
desired steering wheel angle θd is computed in turn by a



steering controller that monitors the vehicle coordinates x, y
and vehicle heading ψ in relation to a known map of the
driving course. To begin, suppose that the road is straight
as in Figure 1, which shows the vehicle in proximity to a
straight segment S of the road.

A desired front wheel heading angle δd is sought that
brings the vehicle’s trajectory onto S. The point P on S ly-
ing closest to C is found by a feedback stabilized closest-
point algorithm and the point F lying on S a look-ahead
distance d ahead of P is found. Then the angle subtended
by the line segment CF and the vehicle centerline is the de-
sired heading angle for the front wheels is δd for the case of
a straight road. The steering wheel desired angle θd = Rδd,
and the angle δd is given by:

δd = φ− ψ − tan−1(e/d) + δo (7)

e = PC · (sinφX − cosφY ) (8)

where φ0 is defined below.
In general, the path S is not straight. For any constant

curvature κ, an offset steering angle can be found such that
the vehicle trajectory has the same curvature as the road.
When the vehicle is close to S, applying Rδo as an offset to
the steering wheel converts a curved centerline S back into
a straight segment. Using a small angle approximation, the
offset angle δo is given by:

δo = κL (9)

The offset angle δ0 is applied to produce δd for an S of any
constant curvature κ. The sign convention of κ is positive
for a left curving road.

The trajectory generated by this control law has several
attractive properties. The desired steering angle is based on
the predictive driver modeling of Hess and Modjtahedzadeh
[8]; specifically, it replicates the idea of an “aim-point”
ahead of the vehicle on the centerline of the road. If the hu-
man driver also follows this model to determine a desired
steering angle, the controller will, in some sense, not fight
the driver but rather mimic the driver’s behavior. Addition-
ally, the trajectory generated by following δd has a lateral
deviation that is exponentially stable without overshoot for
any initial lateral deviation.

2.4. Driver Model with Haptic Feedback

Figure 2 shows a block diagram that links together the
system components presented so far (the vehicle kinemat-
ics, the steering wheel and steering linkage, and the auto-
matic steering controller) with a model of the driver. The
the vehicle kinematics, steering wheel, steering linkage, and
steering controller have been fully detailed above, since
they make up the driving simulator. We do not attempt to
fully model the driver. However, Figure 2 presents a driver
model in which haptic feedback is shown explicitly. The

driver is modeled as a motion source, using muscle ac-
tion to produce an angular displacement θh of the hands on
the steering wheel, measured as rotation about the steering
wheel axis. Between the hand that moves with θh and the
steering wheel that moves with θ is soft tissue, finger pulp
and skin, including skin-stretch sensors that are modeled as
a linear spring with stiffnessKs. The difference in displace-
ment θh − θ produces the torque τh that acts on the steering
wheel, causing it to follow the intentions of the driver. In all,
a sum of the three torques τh, τc, and τsa act on the steer-
ing wheel to produce the displacement θ. With an estimate
of the steering wheel dynamics and knowledge, through the
skin stretch sensors of the torque τh, the driver can moni-
tor the torque τc applied by the automatic controller and the
self-aligning torque τsa. The haptic feedback τh provides a
reading of the actions taken by the automatic controller that
shares control over the vehicle.

Also indicated in Figure 2 are the portions of the driving
simulator that are rendered in hardware and those that are
rendered in software, in simulation. The blocks outlined in a
double line represent physical hardware, while the remain-
ing processes are simulated in software. The open arrow-
heads represent either electrical or neural signals while the
filled arrow-heads are mechanical variables. The motor and
an accompanying amplifier (including a digital-to-analog
converter) are the interface for the computer to the physical
hardware while an angular displacement sensor and sam-
pler (including an analog-to-digital converter) is the means
for the computer to monitor physical hardware.

From Figure 2 it is apparent that the driver and the con-
troller act in parallel on the steering system. In addition to
the haptic feedback signal τh, the driver has access to the
vehicle configuration variables x, y and ψ and the road ge-
ometry through vision. (In an actual vehicle, the vestibular
sense also helps in the estimation of the vehicle configura-
tion.) The automated steering controller has access to the
vehicle state x, y, and ψ through sensors such as GPS (or in
the case of a simulator through shared variables) and it has
access to the road geometry either through an internal map
or road geometry sensors.

The driver, prompted by the torque τh = Jθ̈+bθ̇−τsa−
τc that he feels through the motorized steering wheel, may
imagine that the front tires are rolling along ruts in the road.
If the driver has a sufficiently accurate model of τsa based
on θ, and can estimate J and b, then τh can be used to esti-
mate τc, the action of the automatic steering controller.

2.5. Simulator Environment and Features

The computational hardware supporting the driving sim-
ulator included two computers: a PC for graphical display
and a Motorola MPC-555 PowerPC-based microcontroller
for the real-time simulation of the vehicle model and steer-
ing controller. An OpenGL graphics application running on
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Figure 2. The block diagram shows the general structure of the shared control.

the PC rendered a 3-D animation of the hood of the car and
the road. The graphics software received the vehicle state
information every 8 ms through a serial communication link
to the MPC555-based board. The road was designed to look
like a 10 m wide concrete roadway with a solid yellow cen-
terline. A screen-shot from the animation is shown in Fig-
ure 3. The road consisted of 16 straight segments and 15 left
and right curve segments of constant curvature and vary-
ing length. Thirty orange solid cylinders were located in
the center of the road along the course to act as obstacles.
The separation between cylinders varied according to a uni-
form random distribution between 20 and 80 meters. Figure
4 shows a top view of the roadway and the obstacles. The
roadway length is 1993 m and the vehicle’s front axle speed
is 7 m/s. Taking into account the acceleration and deceler-
ation at the beginning and end of the course along and the
slightly longer distance traversed by the vehicle, the course
is driven in just under five minutes.

Centerline

Obstacle

Car Hood

Figure 3. An OpenGL animation of the road-
way visible over the hood provided subjects
with visual feedback (labels added).

The haptic wheel shown in figure 5 served as the steer-
ing wheel interface for the driving simulator. The micro-
controller sampled the angular position θ of the wheel and

commanded a torque to the wheel’s current-controlled mo-
tor according to the computed tire self-aligning torque τsa

and the steering assist torque τc.

 

Figure 5. The haptic wheel shown above
functioned as a motorized steering wheel.

3. Experiment I

3.1. Protocol

The first experiment was aimed at quantifying the ability
of the haptic assist controller to aid subjects in a path fol-
lowing task while reducing demand for visual cues. Some
attention to the shared path following task was required of
the driver in order to avoid hitting the obstacles in the mid-
dle of the road, since the assist controller had no informa-
tion about the obstacles. The obstacles provided the motiva-
tion for keeping the human in the loop.

Eleven participants, 9 male and 2 female between the
ages of 20 and 63 were recruited for the study. Subjects were
asked if they had good, balanced hearing for spatial loca-
tion of sounds. Each subject provided informed consent in
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Figure 4. A top-down view of the driving course that subjects travelled during each trial.

accordance with University of Michigan human subject pro-
tection policies.

Each subject was asked to use the motorized steering
wheel to steer the simulated vehicle along the centerline of
the roadway as closely as possible without colliding with
any obstacles. Each subject spent one five-minute trial fa-
miliarizing him or herself with the path following task un-
der the various experimental conditions. The experimental
conditions of concern in Experiment I are with and with-
out haptic assist and with visual feedback occluded except
as requested by the driver as described next.

3.2. Measure of Visual Demand

To measure the participants’ demand for visual cues, the
visual occlusion method was used [9]. The graphical dis-
play of the driving environment and roadway were blank
except for one-second glimpses provided each time partic-
ipants pressed a key on the computer keyboard. Subjects
were instructed to request the display whenever they felt it
necessary to perform the driving task (path following and
obstacle avoidance). A measure of visual demand through-
out the trial is then provided by the the frequency at which
the subject pressed the key.

In all, Experiment I measured three dependent variables
across the two conditions, with and without haptic assist.
The first two dependent variables were measures of perfor-
mance on obstacle avoidance and path following. Path fol-
lowing performance was taken as the standard deviation of
the perpendicular distance CP to the path. Obstacle avoid-
ance performance was determined simply as the number of
obstacles successfully avoided, an integer between 0 and 30.
The simulator logged the number of obstacle collisions and
the vehicle’s lateral deviation from the reference path. The
last dependent variable was the key press frequency, given
by # key presses

300s
.

Performance by each subject on the primary task was
recorded under the imposed conditions of the the visual oc-
clusion method for two 5-minute trials: one trial without the
haptic assist and the other trial with the haptic assist.

3.3. Results

Figure 6 shows the tracking performance of a typical
subject in a generic section of the roadway with and with-
out steering assist. The section of roadway shown took 1
minute to traverse at the constant 7 m/s vehicle speed and
is slightly less than 420 meters in length, depending on the
particular path of the vehicle taken. The top trace shows
the curvature of the road, indicating that both right and left
turns and straight segments are represented in this section
of roadway. Deviation from the centerline is graphed ver-
sus time in the lower two traces, where the upper trace (A)
was recorded without assist and the lower trace (B) was
recorded with steering assist. The ‘*’ symbols indicate the
center of obstacles. A collision occurs if the vehicle cen-
ter comes within 1.6 meters of an obstacle center. Obstacle
avoidance maneuvers produced by the driver are apparent
in both traces, and those maneuvers are not appreciably dif-
ferent by condition. Differences across condition are appar-
ent, however, in the tracking performance in the sections of
roadway between obstacles. Improvement can be observed
in trace (B), where steering assist was provided. To facili-
tate analysis of lane keeping behavior and its dependence on
assist condition independent of the obstacle avoidance ma-
neuvers, the data was partitioned into segments between ob-
stacles, and partitioning was defined in time, where 2 sec-
onds of data before and 1 second after the instant at which
the closest point on the centerline passed the obstacle was
omitted from the analysis. The shaded areas in figure 6 in-
dicate data within that 3 second window.

The statistics of the performance metrics are provided
in Table 1. ANOVA shows that subject and assist are pri-
mary factors in all of the performance metrics and the in-
teraction of the two factors is weak. To mitigate the influ-
ence of inter-subject variability, paired t-tests are applied to
the data to determine the statistical significance of the dif-
ference in means ∆x̄. The lateral deviation metric and the
visual demand metric clearly show statistical significance,
so the 34% reduction in lateral deviation and the 29% re-
duction in visual demand due to the presence of haptic as-



No Assist With Assist
Measurement x̄ s x̄ s ∆x̄ p-value
STD[e(t)] (m) 1.015 0.462 0.673 0.271 -0.343 0.0028

Obstacles Hit (%) 1.70 2.92 5.97 8.20 +4.26 0.0456
Visual Demand (request/s) 0.570 0.0966 0.404 0.0765 -0.166 < 0.0001

Table 1. Table of performance measures for Experiment I includes the standard deviation of the lat-
eral error, the percent of obstacles hit and the visual demand as the three metrics.
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Figure 6. Plot of one subject’s lateral deviation for
a 1 minute section of roadway under conditions
(A) without steering assist and (B) with steering
assist. The top trace indicates roadway curvature
while * symbols indicate the location of obstacles.

sist can be asserted with a high degree of confidence.

With assist, the percentage of obstacles hit by subjects
increases from 1.7% to 6.0%. This is both a statistically sig-
nificant and important result, however it is not a surprising
result. The assist is always trying to drive the vehicle back
to the center of the road and that is exactly where the obsta-
cles are placed. Without human intervention, the car would
drive through every obstacle on the course. There is a trade-
off made in using a control system: by reducing the risk of
lane departure, the risk of hitting objects in the lane is in-
creased. See the discussion section for methods to amelio-
rate the increased risk of in-lane collisions with obstacles.

4. Experiment II

4.1. Protocol

The second experiment was aimed at quantifying the
ability of the haptic assist steering wheel to aid the sub-
ject in a path following task while reducing the load on his
processing capacity.

4.2. Secondary Task: Tone Location

The primary task was the same as in Experiment I: to
follow the center of the road as closely as possible but to
avoid obstacles. Experiment II, however, included a sec-
ondary task designed to require some of the same cogni-
tive processing resources as the primary task, in particular
spatial reasoning [10].

Three computer speakers were placed approximately 1
m in front of the driver’s head and 18 cm from one another
on top of the computer monitor that displayed the road-
way. These speakers played half-second square-wave tones
with a fundamental frequency of middle-C. The sound-level
reading at the subjects head location was measured to be 81
dBA. The time between tones was randomly selected with
a uniform distribution between 2 and 6 seconds. Subjects
were asked to identify which of the three speakers played
the tone and press a corresponding key on the computer key-
board. The key ‘j’ was used by the subject to indicate that
the left speaker had played, the ‘k’ key the center speaker,
and the ‘l’ key the right speaker.

Two performance metrics were defined for the secondary
tone location task: accuracy, or proper identification of the
speaker that sounded and the time required to respond, or
the reaction time. The accuracy was defined as the percent-
age of tones that were correctly identified. The response
time was the time, in milliseconds, between the tone onset
and the registration of the key press by the personal com-
puter. Because of technical limitations, the response times
were quantized to 8 millisecond levels. The precision of the
timing, however, was better than 1 microsecond. Quantiza-
tion and jitter in the software can be considered noise.

Performance by each subject on both the primary and
secondary tasks was recorded for two 5-minute trials: one
trial without the haptic assist and the other trial with the
haptic assist.



No Assist With Assist
Measurement x̄ s x̄ s ∆x̄ p-value
STD[e(t)] (m) 0.623 0.385 0.372 0.160 -0.251 0.0071

Obstacles Hit (%) 3.41 6.47 4.26 5.46 +0.85 0.287
Location Accuracy (%) 94.91 4.41 95.26 3.92 +0.35 0.604

Reaction Time (ms) 564 163 545 149 -18.2 0.000903

Table 2. Table of performance metrics for Experiment II includes the standard deviation of the lateral
error, the percent of obstacles hit, the percent of tones correctly localized and the reaction-time in
locating the tones.

4.3. Results

The means and standard deviations of the performance
metrics are given in Table 2. The primary task performance
metrics are the lateral deviation performance and the ob-
stacle avoidance performance. Lane-keeping is clearly im-
proved with the addition of haptic assist, but the increase
in the percent of obstacles hit was not statistically signifi-
cant (p=0.287) as it was during Experiement I (p=0.0456).
There may however still be an underlying deterioration in
the obstacle avoidance as suggested by the data in Experi-
ment I, and the discussion section for possible methods of
addressing the problem.

When subjects performed the tone location experiment,
their responses were recorded as correct or incorrect and
a reaction time (i.e. the time between the beginning of the
tone and the keyboard response) was calculated. Both of
these values were used to measure the performance of the
subject in the secondary task, however the subjects were not
told that their performance would be measured by the speed
of their response.

The accuracy of the tone location performance is defined
as the percentage of correct responses. Comparisons of this
performance variable were made across tone location exper-
iments of the same subject for the same speaker location,
with and without assist. The difference in the mean percent-
age of correct responses rose slightly in the trials with hap-
tic assist, however, this result is not statistically significant
(p=0.604).

The mean reaction time was the other performance met-
ric for the secondary task. The difference in the mean re-
action time with haptic assist and without assist was found
by first applying a transformation to the RT (reaction time)
data. Several data transformations, including 1/RT, Log(RT)
and truncations of the RT data at 0.7, 1.0, 1.25, 1.5 and 2.0
seconds, were applied to the data. By comparing the data
with the work on reaction time data by Ratcliff, it was de-
termined that it was appropriate to truncate the data at 1.25
seconds and that the difference in means is primarily in the
tail of the data [11]. A statistically significant 18 ms de-
crease of the reaction time was found with haptic assist

compared to no assist (p=0.0009). Despite quantization of
timing data, the high precision of the timing data and low
software jitter allows the mean difference to be extracted
with similar precision (+-0.5ms).

5. Discussion

The same 11 subjects that participated in Experiment I
also participated in Experiment II. Trials (5-minute runs on
the driving course) pertinent to Experiment II were random-
ized among the trials for Experiment I. Additionally, two
baseline trials were run by each subject; one trial without
assist and one trial with assist. The baseline trials were used
assess the performance metrics in the absence of any sec-
ondary task or visual occlusion. The performance statistics
from the baseline trials are in Table 3.

5.1. Visual Demand

The data suggest that when using a haptic assist steer-
ing wheel rather than a traditional passive steering wheel,
subjects are better able to follow a reference path and at the
same time, they required fewer visual cues. Statistical t-tests
performed on the mean lateral reference path deviation and
visual demand metrics verified the significance of the dif-
ference in means between the two groups (with haptic feed-
back/without haptic feedback). Although subjects found the
driving task less visually demanding and had better lane-
keeping performance with haptic assist, they also hit more
obstacles, which is a clear cost of haptic assist.

The natural consequence of a system that helps prevent
lane-departure is an increased probability of in-lane colli-
sions, however this is not an argument against haptic assist.
Instead it is a motivation for collision warning and colli-
sion avoidance systems that can reduce the chance of an in-
lane obstacle collision. A collision warning system would
alert the driver through aural, visual or haptic feedback of a
possible collision. A slightly more proactive system would
disengage the haptic assist along with providing a warning
when it sensed an imminent collision. A very sophisticated
control system would assess the traffic situation and help
the driver make an evasive maneuver.



No Assist With Assist
Measurement x̄ s x̄ s ∆x̄ p-value
STD[e(t)] (m) 0.521 0.319 0.356 0.184 -0.164 0.0255

Obstacles Hit (%) 0.57 1.26 2.84 2.95 +2.27 0.00594

Table 3. Table of performance metrics for the baseline trials includes the standard deviation of the
lateral error and the percent of obstacles hit measured with and without assist.

5.2. Tone Location Performance

Accuracy and reaction time were the metrics of subjects’
performance in the tone location experiment. The hypoth-
esis of experiment II was that the performance of the sec-
ondary task would improve if the driver was provided haptic
assist. Indeed, there was an improvement (reduction) of the
reaction time by 18ms (p=0.0009), but the improvement in
the accuracy was small and not statistically significant. The
reduction in reaction time is interesting because it is a de-
sirable result by itself, and it can also be viewed as an indi-
cation that the haptic assist increases the available of cogni-
tive processing capacity for the performance of a secondary
task.

The presence of the secondary task decreased the lane-
keeping performance by 20%, when compared with the
baseline experiment with no assist. This statistic is evidence
that the spatial reasoning task selected for the secondary
task is competing for some of the same cognitive process-
ing capacity required for driving (the primary task). When
haptic assist is enabled and the lane-keeping performance of
the baseline is compared with the lane-keeping in the pres-
ence of the secondary task, there is only a 4% degradation
in the lane-keeping. This result suggests that the haptic as-
sist can allow a driver to perform a secondary task with neg-
ligible degradation in tracking performance.

6. Summary

We have investigated the use of haptic interface to realize
and test the idea of a human driver sharing control of vehicle
heading with an automatic controller. The human and con-
troller share the same control interface (e.g. steering wheel)
and are mechanically interconnected such that they may ex-
change not just information with one another but also en-
ergy. Haptic display becomes the means to place the auto-
matic controller in the haptic perceptual space of the hu-
man. The human is free to monitor the actions of the con-
troller but may over-ride them at any time he sees fit, based
on his perception of additional performance factors in the
task environment. Shared control extends the notion of a
virtual fixture to a virtual agent or co-pilot. Like the vir-
tual fixture, the human is aware of the virtual agent by feel
and he can use the agent to more efficiently negotiate a task.

We have completed a human subject experiment that

tests a hypothesis involving shared control, that mental
workload will be reduced and resources made available for
secondary, simultaneous tasks. In a path following task for
land vehicles, we see significantly less visual demand and
improved performance in both the primary driving task and
a secondary task with the aid of a haptic steering wheel.
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