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Abstract

Air-filled ionization chambers are used widely for radiation dosimetry. For
some applications it is important to know the effect on the chamber response of
photon attenuation and scattering in the chamber walls. Traditionally, the wall
effect is determined by measuring the chamber response as a function of wall
thickness and extrapolating linearly to zero thickness. We have constructed
a spherical graphite chamber with variable wall thickness. The change in the
chamber response with wall thickness has been measured in a '3’Cs y-ray
beam. Our data show that the change in response is not linear with wall
thickness, in agreement with the theoretical prediction of Bielajew (1990 Med.
Phys. 17 583-7). A linear versus non-linear extrapolation of the measured data
to zero wall thickness leads to a difference of almost 1% in the estimate of
the wall correction factor, K,. The value of K\, obtained using the non-linear
extrapolation is in good agreement with the result obtained using Monte Carlo
techniques.
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1. Introduction

Air kerma (or exposure) can be established for photon beams with energies up to about
300keV using a free-air chamber as a primary standard (Attix 1986). For higher energy
beams a free-air chamber becomes impractically large because of the range of the electrons
set in motion in air. Thus, cavity chambers with an accurately determined collecting
volume are the basis of primary standards for air kerma for photon energies from about
300 keV to about 3 MeV. The chamber wall serves both to define the cavity volume and
to establish charged particle equilibrium. However, the wall also scatters and attenuates the
incident photon beam, thus perturbing the chamber response from that of an ideal chamber.

Consider a graphite-walled ionization chamber with a gas volume V that is filled with dry
air with a mass m,;.. Let Q. be the charge corresponding to the ions of one sign produced in
the air by the ionizing radiation. Then the air kerma is given by (Shortt and Ross 1986)

(Qair/e) Wair
My (1 —g)

where W,;, is the average energy to create an ion pair, e is the electronic charge, g is the fraction
of the electron energy lost to radiative processes, (flen/0)air,or 15 the ratio of the mean mass
energy absorption coefficients of air to graphite and 5, ;- is the ratio of the mean restricted
collisional mass stopping powers of graphite to air. The remaining factors in equation (1) are
various corrections to account for the fact that the ionization chamber does not behave like an
ideal Bragg—Gray cavity. The two correction factors that are related to wall attenuation and
scatter are identified as Ky, and K. There are typically several other small corrections that
must be included, such as the effect of stem scatter or the effect of irradiating the chamber in
a non-uniform field, but they are not considered in this paper and are grouped together as a
product of K.

The conventional technique for determining K, is to measure the change in the chamber
response as a function of wall thickness and graphically extrapolate the result to zero thickness.
Typically, Ky, amounts to a correction of 1% to 3%, depending on the design of the chamber
and its wall thickness. The factor K, is introduced because the electrons set in motion by
the photons have a finite range in the chamber wall®. Some of the electrons that contribute to
ionization in the cavity gas originate from photon interactions that take place within the wall
at a point upstream from the cavity where the photon fluence has not been attenuated by the
full wall thickness. Consequently, the extrapolation to zero wall thickness over-corrects for
wall attenuation. K., accounts for this effect and typically amounts to a correction of 0.5%
or less. Note that when Monte Carlo techniques are used to determine the wall correction it is
the product of K, and K, that is calculated (Rogers and Bielajew 1990).

In a detailed theoretical study of the wall correction factor for spherical chambers, Bielajew
(1990) concluded that the chamber response is not a linear function of the wall thickness. He
developed a non-linear theory for the change in response with wall thickness and showed that it
was in good agreement with Monte Carlo calculations. Bielajew showed that the non-linearity
becomes increasingly severe as the thickness goes to zero. In practice, the wall thickness
cannot be reduced below that required to establish charged particle equilibrium. In the
case of ®“Co y-rays the non-linearity is expected to be very small over the experimentally
accessible range of thicknesses and these data cannot serve as a test of the non-linear
theory. The situation for '*’Cs is more amenable to experiment because the wall thickness
required to establish charged particle equilibrium is only about half of that required for ®°Co.
Using Monte Carlo calculations, Bielajew and later Corsten (1995) showed that it should

Kair = (ﬁen/;o)air,grggr,aierKcep 1—[ Ki’ (1)

1

6 The subscript ‘cep’ stands for ‘centre of electron production’.
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Figure 1. Cross-sectional view of the spherical graphite chamber. It is shown with the thinnest
wall. Thicker walls were formed by adding hemispheres from the top and bottom. The hemispheres
for the bottom of the chamber were slid down the stem approximately 10 cm when not in use. The
top hemispheres were completely removed from the radiation field when not required.

be possible to experimentally test the non-linear theory using a spherical chamber and '3’Cs
y-rays.

We have constructed a thin-walled spherical graphite chamber along with a series of
spherical shells that can be used to increase the wall thickness. We have measured the change
in chamber response as a function of wall thickness using '*’Cs y-rays and compared the
results to the non-linear theory. The details of the chamber design and the irradiation protocol
are described in section 2. The measured data are compared to the theoretical predictions in
section 3.

2. Materials and methods

Figure 1 shows a cross-sectional view of the spherical chamber. It has an inner diameter
of 2.54 cm and a volume of 8.6 cm?. The central electrode is a solid aluminium cylinder,
1 mm in diameter, with a hemispherical end. The chamber wall was constructed from graphite
with a density of 1.79 g cm™3. Additional graphite hemispheres were constructed to fit
over the chamber. When not used, the top hemisphere of each shell was completely removed
from the chamber. The corresponding bottom hemisphere was designed to slide down the
stem of the chamber and when not required, it was about 10 cm below the chamber itself.
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The '¥7Cs irradiations were carried out using an Atlan-Tech model GC60 Beam Calibrator
system which is described in some detail by Shortt e al (1997). The chamber was positioned
1 m from the source where the air kerma rate was approximately 6.7 x 107> mGy s~!. The
radiation field is circular in cross section, with a diameter of 40 cm at the 1 m position. When
the beam is turned on, the source is driven by compressed air from its storage position to the
exposed position along a transfer tube. Because the source is not a tight fit in the transfer tube,
the source-to-chamber distance may change slightly after each source transit. This variation
can lead to an apparent change in the chamber response of a few tenths of 1% and makes
it difficult to obtain the precision necessary to observe the expected non-linearity. In order
to avoid this problem, a monitor chamber was mounted in the same transverse plane as the
spherical chamber but offset from the central axis by about 10 cm. The monitor chamber was
a Nuclear Enterprises model 2530 chamber with a collecting volume of 35 cm?.

Both ionization chamber signals were read using Keithley 35617 electrometers. The air
pressure and temperature were monitored so that the chamber response could be corrected for
changes in the mass of gas contained within the chamber.

The hemispherical shells in the storage position along the chamber stem can cause
scattering that affects the chamber response. In order to measure the effect of shell scattering
a jig was set up to permit shells to be mounted above the chamber at the same distance as the
shells below the chamber.

3. Results

The chamber current with the beam on was about 20 pA and the leakage current was about
20 fA, or 0.1% of the signal. The leakage was routinely measured and the signal corrected
accordingly. The chamber was normally operated with a collecting potential of +300 V. When
the polarity was reversed, the signal decreased by 0.09%. When the collecting potential was
halved, the signal decreased by 0.29%, leading to a saturation correction of less than 0.1% for
300 V (Weinhous and Meli 1984). These results are typical of what would be expected for
a well-designed chamber. The addition of shells to the base chamber decreases the chamber
current and leads to a change in the general recombination component of the saturation
correction. However, the maximum change in the current was only about 20%, so any change
in the saturation correction will be much less than 0.1%. The absolute chamber response was
not required for this work and therefore no polarity or saturation corrections were applied to
the measured data.

For structural reasons, the central electrode of the chamber was made of aluminium
instead of graphite. The effect of the central electrode on chamber response has been studied
extensively for the cylindrical NE2571 chamber (Ma and Nahum 1993). In that case, the
aluminium electrode increases the chamber response by about 0.6% over the response with
a graphite electrode of the same dimensions. Ma and Nahum point out that the main reason
for this increase in response is because the aluminium delivers more electrons to the air
cavity than a graphite electrode. This suggests that if the size of the chamber is changed,
the contribution of the aluminium electrode should scale roughly with the ratio of the surface
area of the electrode to the surface area of the chamber wall. Using this approximation, the
estimated effect of the aluminium electrode on the spherical chamber response is about 0.1%.
Although this estimate applies for ®°Co y-rays, the effect should be similar for '*’Cs because
the photon and electron interaction coefficients do not change dramatically between the two
beam qualities.

Knowledge of the electrode effect would be critical if we were using the spherical chamber
as a standard for air kerma. However, it is much less important for the present work where we
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Table 1. Measured chamber wall thickness (column 1) and corresponding measured response
(column 3). Columns 2 and 4 list the estimated standard uncertainty in the wall thickness and
response, respectively. The uncertainties in the wall thickness and the response are combined into
an overall uncertainty in the response in column 5. The factor required in the non-linear theory
is given in column 6. The response has been arbitrarily normalized to unity for the thinnest wall
thickness, and all known corrections have been applied. The graphite used to construct the chamber
has a density of 1.79 g cm 3.

Thickness ~ Uncertainty Combined

(mm) (mm) Response  Uncertainty — uncertainty  #f(«)
1.15 0.06 1.0000 0.0010 0.0011 247
1.71 0.09 0.9945 0.0005 0.0007 3.38
2.23 0.10 0.9905 0.0009 0.0010 4.16
2.98 0.17 0.9839 0.0011 0.0014 5.25
3.06 0.11 0.9834 0.0004 0.0007 5.36
3.73 0.10 0.9793 0.0008 0.0010 6.26
3.97 0.19 0.9763 0.0011 0.0015 6.57
4.85 0.22 0.9712 0.0011 0.0017 7.71
9.56 0.12 0.9408 0.0008 0.0010 13.31

20.99 0.15 0.8788 0.0003 0.0009 25.70

26.97 0.20 0.8490 0.0018 0.0021 31.94

are studying the change in response with wall thickness. If a large fraction of the ionization
in the air cavity were due to the central electrode, we would need to separate the wall and
electrode contributions. Because the effect is only about 0.1%, it can be ignored safely.

The wall thickness of the primary graphite shell that defines the chamber volume as well
as the thickness of the additional shells was measured at several points over their surfaces.
The observed variations in the thickness were used to estimate the standard uncertainty in the
total wall thickness as various shells were added. The total wall thickness and its estimated
uncertainty for each of the possible chamber configurations are shown in columns 1 and 2 of
table 1. The last two chamber configurations with the very thick walls are separated from the
rest of the table because they lie outside the range of wall thicknesses most laboratories would
use to estimate the wall correction factor.

The effect of scatter on the chamber response from the hemispherical shells stored on
the chamber stem varied from zero, when all the shells were mounted on the chamber, to
0.63%, when all the shells were in the storage position. Most of the scatter was due to the two
outer shells. The outermost shell is about 6 mm thick and contributed 0.23% to the response,
while the next shell is about 11 mm thick and contributed 0.26%. Thus, the effect of scatter
on the chamber response was almost constant for the measurements involving the thin shells.
The chamber response given in column 3 of table 1 has been corrected for all known effects,
including scatter, and arbitrarily normalized to unity for the base chamber. The standard
uncertainty in the response was determined from the statistical variation observed over several
runs.

Most fitting routines assume that the only significant uncertainty is in the dependent
variable. We have used the measured relationship between the response, R, and the wall
thickness, #, to estimate a combined uncertainty for R. A simple linear fit to R versus ¢
shows that

AR ~ 6.5 x 1073 At, 2

where At is in mm. We then constructed the combined uncertainty in R, o, as

op =03+ (6.5 x 107 6)%]"? 3)
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Figure 2. Measured data (crosses), linear fit (dashed line) and non-linear fit (solid line) of the
response versus wall thickness for a spherical graphite chamber. The fits were carried out using
only the four points lying between 3.5 and 10 on the abscissa. The equations resulting from the
fits were used to generate the lines that extend to zero wall thickness.

where o and o, are the standard uncertainties in R and 7, respectively. This quantity is shown
as the fifth column in table 1 and is the uncertainty used in our fitting routine.

Our least-squares fitting routine was taken from Bevington (1969). The routine uses the
estimated uncertainties in the values of the dependent variable to construct a weighting factor
for each datum point and reports the standard uncertainty in the coefficients obtained from
the fit.

The measured response data versus wall thickness are shown in figure 2. The uncertainty
bars are not shown in the figure, because they are roughly the same size as the symbols used
to represent the data. The dashed line shows the result of a linear fit to the four data points
corresponding to wall thicknesses lying between 3.73 mm and 9.56 mm. The rationale for
this choice comes from considering the range of thicknesses that have been used to establish
air kerma standards. NIST (formerly NBS) used wall thicknesses from about 3.6 mm to
6.7 mm to establish the wall correction factors for its spherical chambers for both ®Co and
137Cs y-rays (Loftus and Weaver 1974). NRC used thicknesses from about 3 mm to 7 mm to
determine the correction factor for the cylindrical chamber that is the basis of its ®®Co standard
(Shortt and Ross 1986). The coefficients from the fit as well as the value of K, for a chamber
with a wall thickness of 3.6 mm are shown in table 2.

The measured data in figure 2 show the same trend for small values of the wall thickness as
predicted by Bielajew (1990) using Monte Carlo calculations. That is, the response increases
more rapidly than predicted by the linear fit as the thickness goes to zero. Bielajew went
on to develop an analytic theory to explain the non-linearity and it predicts that the chamber
response should vary with wall thickness according to

R(t) = ap+aitf(a), “)
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Table 2. Results from the different methods of determining the wall correction factor. The
coefficients ap and a; were determined for both the linear and non-linear theories by fitting the four
data points corresponding to wall thicknesses between 3.73 mm and 9.56 mm. Ky, was evaluated
for a chamber with a wall thickness of 3.6 mm. The Monte Carlo result is taken from Corsten
(1995). The results in the last two rows include the data for the very thick chamber walls. The
x%/v statistic was computed using all the data points shown in figure 3 (rows 2 and 3) or figure 4
(rows 5 and 6). The standard uncertainty is given in parentheses.

ap ap XZ/V Ky
Linear (figures 2 and 3) 1.0032 (0.0015) —6.53 x 1073 (0.22 x 1073) 4.4 1.0240 (0.0023)
Non-linear (figures 2 and 3) 1.0128 (0.0018) —5.41 x 1073 (0.18 x 1073) 0.17 1.0336 (0.0021)
Monte Carlo - - - 1.0313 (0.0008)
Linear (figure 4) 0.9984 (0.0008) —5.69 x 1073 (0.06 x 1073) 20.3 1.0210 (0.0011)
Non-linear (figure 4) 1.0102 (0.0010) —5.11 x 1073 (0.05 x 1073) 1.9 1.0318 (0.0014)

where a( and a; are constants. The slope correction function, f(«), is given by
fl@) =[1+1+1/Qw)) In(1+2a)]/2, 5)

where « is equal to /¢, and r is the chamber radius. Although f(«) diverges as ¢ goes to
zero, the product ¢ f (o) appearing in equation (4) goes to zero. The values of ¢f («) for our
chamber are given in column 6 of table 1.

The coefficients ap and a; were obtained by fitting equation (4) to the same four data
points used for the linear fit. The resulting equation for R(¢) is plotted as the solid line in
figure 2, and the coefficients are given in table 2. Figure 2 indicates that the non-linear theory
fits the measured data quite well. In order to better assess the quality of the fit, the data in
figure 2 have been re-plotted in figure 3 by dividing the value of the response for each wall
thickness (either measured or fitted) by the value obtained from the linear fit. The expanded
scale in figure 3 permits the uncertainty bars to be displayed and the figure clearly shows
how the measured response deviates from the linear theory for small wall thicknesses. It also
shows that the non-linear theory fits the measured data within the estimated uncertainties. For
a chamber with a wall thickness of 3.6 mm, the non-linear theory predicts a value for Ky, that
differs by 0.94% from that obtained using a linear fit.

Table 1 also reports results that we obtained for two wall thicknesses much greater than
would normally be used for determining K,. Both the linear and non-linear fits were re-done,
this time including the two additional points. The coefficients from the fits are given in table 2
and the results are displayed in figure 4. By comparing figures 3 and 4, one can see that the
linear theory breaks down, not only for thin walls, but for thick walls as well. The non-linear
theory does considerably better at fitting the measured data although the fit is not as good as
in figure 3. Corsten (1995) carried out Monte Carlo studies for spherical chambers with wall
thicknesses of more than 80 mm. Her calculations showed that the non-linear theory begins
to break down as the wall thickness becomes very large. This is qualitatively the same effect
as shown in figure 4.

The reason the theory begins to fail for large wall thicknesses is that one of its underlying
assumptions is no longer fulfilled. To simplify the mathematics, Bielajew assumed that a
first-order expansion of the exponential photon attenuation factor would be adequate. This
requires that pegt < 1, where s is the effective photon attenuation coefficient. According
to equation (2) in Bielajew (1990), e = —ai/ag, where ap and a; are the coefficients for
the non-linear fit given in table 2. If we require that p.¢t be less than 0.1, then # must be less
than 19 mm. This estimate is in reasonable agreement with the results presented in figure 4,
which suggest that the theory begins to fail at a wall thickness of about 15 mm.
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Figure 3. Same as figure 2, except that the results for each wall thickness have been divided by
the value of the linear fit for that thickness.
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Figure 4. Same as figure 3, except that the additional data for the thick walls have been included
in the fits. The four-point fits from figure 3 are also shown. The results for each wall thickness
have been divided by the value of the six-point linear fit for that thickness.

The four-point fits from figure 3 are also shown in figure 4, except that now they are
referenced to the six-point linear fit. The datum point for the thickest wall deviates by more
than 2% from the four-point linear fit. The four-point non-linear fit reduces this discrepancy
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by about a factor of 2. The quality of the various fits can be assessed more quantitatively using
the reduced chi-square statistic (x2/v) given in table 2. The value of x2/v for the four-point
non-linear fit is more than a factor of 10 smaller than the value for the next best fit, which is the
six-point non-linear case. Even though the quality of the six-point non-linear fit deteriorates
significantly when the thick-wall data points are included, the value of K, changes only by
about 0.2%.

Table 2 reports a value of K, obtained from a Monte Carlo calculation. As mentioned in
the introduction, the Monte Carlo technique calculates the quantity Ky, K.p, and thus a value
of Kep is needed to permit a comparison of measured and calculated values of K. According
to Loftus and Weaver (1974), K., for 137Cs is 0.999, and this value has been used to extract
Ky, from the Monte Carlo calculation. The value of Ky, reported in table 2 has been taken
from Corsten (1995) and was obtained using the EGS4 Monte Carlo code (Nelson et al 1985).

4. Conclusions

The effect of wall attenuation and scatter is one of the most important corrections that must be
determined when using a cavity chamber as an air kerma standard. Usually the correction has
been estimated by linearly extrapolating the measured response versus wall thickness to zero
thickness. Bielajew (1990) developed an analytic theory that showed that the extrapolation is
non-linear and used Monte Carlo calculations to support the model. In order to experimentally
test his work, we constructed a spherical chamber with a thin wall, as well as a series of shells
that could be used to systematically change the wall thickness. Figures 2 and 3 clearly show
that the non-linear theory is a much better fit to the measured data than the linear theory. The
figures also demonstrate that, in the range of wall thicknesses (3 to 10 mm) normally used for
extrapolation, there is no significant difference between the linear and non-linear theories.

Wall thicknesses of more than 10 mm have normally not been used in fitting the measured
response versus wall thickness. We have included data for wall thicknesses of more than 25 mm
to demonstrate that, if thicker walls had been used, non-linearities would have become apparent
(figure 4). Although the thick-wall data do not provide much guidance on how to extrapolate to
zero wall thickness, they would have called into question the validity of a linear extrapolation.

Figure 3 indicates that if only the data for wall thicknesses less than about 3 mm were
used in a linear fit, the value obtained for K, would be close to the true value. However,
Loftus and Weaver (1974) used the same range of wall thicknesses (i.e. 3.6 mm to 6.7 mm)
for both '37Cs and %°Co y-rays in their work with spherical ionization chambers and thus were
not aware of the curvature that becomes apparent as the wall thickness is decreased. For ®Co,
the region where the curvature becomes large is not experimentally accessible because the
minimum wall thickness to establish full build-up is about 3 mm. In this case, there is no
option for using a straight line to accurately determine the response versus wall thickness as
the thickness goes to zero.

Bielajew’s analytic form of the slope correction function (equation (5)) only applies to
spherical chambers. However, the model used to derive this function can be applied to other
chamber geometries, although the relevant integrals may need to be evaluated numerically.
The French standards laboratory (Laboratoire National Henri Becquerel, or LNHB) has taken
this approach to evaluate Ky for its air kerma standard which is based on a cylindrical
graphite chamber with hemispherical end caps (Delaunay et al 1993). Shortt et al (2001) have
compared the air kerma standards of the LNHB and the National Research Council of Canada
(NRC) and found that the ratio of the LNHB standard to that of NRC is 1.001 £ 0.004. The
wall correction factor for the cylindrical graphite chamber that is the basis of the NRC standard
was obtained from a Monte Carlo calculation, so this result is an indirect indication that the
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Bielajew model and the Monte Carlo technique give consistent values for the wall correction
factor.

Our results provide a direct comparison between the non-linear theory and the Monte Carlo
method for the same chamber. The results in table 2 show that, for our spherical graphite
chamber, the value of Ky, obtained by non-linear extrapolation is in very good agreement
with that obtained by the Monte Carlo calculation. This result adds support to the perspective
(Bielajew 1990) that the Monte Carlo technique is the best approach for determining the wall
correction factor for an arbitrary chamber.

Our measurements have been carried out using '*’Cs y-rays, even though air kerma
standards for %°Co are much more important because of their use in dosimetry protocols.
The question then arises as to whether or not conclusions regarding wall extrapolation data
for 1¥7Cs are also relevant for ®°Co. As pointed out in the introduction, we could not use
%0Co y-rays because the requirement for charged particle equilibrium means that the non-
linear region is not experimentally accessible. However, Bielajew (1990) has used Monte
Carlo calculations and his non-linear theory to compare the response of a spherical chamber to
%0Co and '37Cs y-rays. Figures 4 and 5 in his paper show that the chamber response versus wall
thickness is similar for both beam qualities. Thus, we conclude that the non-linear behaviour
observed with ¥’Cs y-rays is compelling evidence that the response versus wall thickness is
non-linear for °Co as well.

Rogers and Bielajew (1990) and Bielajew and Rogers (1992) have used Monte Carlo
calculations to re-evaluate the wall correction factors for most of the primary standards for air
kerma. The Monte Carlo calculations lead to changes in the wall correction factor of up to
1%. The German standards laboratory has recently announced that it is changing its ®°Co and
137Cs air kerma standards by almost 1% as a result of a Monte Carlo re-evaluation of its wall
correction factors (Kramer et al 2001). Our results support the perspective that it is difficult to
determine Ky, with high accuracy using only measurements of the change in chamber response
with wall thickness.
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