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Abstract. In precision ion chamber dosimetry  in air,  the wall attenuation  and 
scatter  are corrected for by Awall (katt in IAEA terminology, K,' in  standards 
laboratory terminology). Using the E G S 4  system we show that Monte  Carlo  calcu- 
lated Awall factors predict  relative  variations  in detector response with wall  thickness 
which agree with all available experimental data within a statistical  uncertainty of 
less than 0.1%. However, our calculated  correction  factors for use in  exposure and 
air  kerma  standards  are different by up  to 1% from those obtained by extrapolating 
these same measurements. Using calculated  correction  factors would imply increases 
of 0.7-1.0% in  the exposure and  air  kerma  standards based  on  spherical and large 
diameter, large length cylindrical chambers and decreases of 0.3-0.5% for standards 
based  on  large diameter pancake  chambers.  Calculations are also shown to agree 
within 0.05% with  the measurements of Rocha and co-workers for clinical chambers. 
These experimental data  are  not in  exact  agreement with  the y values used in the 
AAPM protocol  to  obtain Awall. However, the AAPM final values of Awall agree 
within 0.2% with  the more accurate values calculated  here. 

1. Introduction 

Wall attenuation  and  scatter  correction  factors for ion chambers  in  air  are used by 
standards  laboratories  to  establish  primary  standards for exposure or air  kerma in a 
6oCo or 137Cs beam.  They  are also used in clinical  dosimetry  protocols to  determine 
the  chamber  calibration  factors, N ,  (IAEA  1987, NACP 1980, etc) or equivalently, 
N , ,  (AAPM  1983).  These  factors  correct  the  chamber's response for the  attenuation 
of the  photon  beam in the wall of the ion chamber  and for the  contribution of scattered 
photons  to  the response of the  chamber. 

There  are  two  main  approaches for determining  these  correction  factors.  In  one 
method,  they  are  deduced by measuring  the  variation in ion chamber  response as 
a function of wall thickness in the full build-up  region, extrapolating  to infer the 
response at  zero wall thickness and  then  applying a theoretical  correction  factor to 
account  for the effects of electron  transport  (see, for example, Loftus and Weaver 1974, 
Niatel et  a1 1974,  Shortt  and Ross  1986). This  latter  correction is needed  because 
most of the energy  deposited  in  an ion chamber's  cavity  comes  from  electrons which 
are  set in motion  upstream of the cavity. Most of the  photons do not  traverse  the 
entire wall thickness thus reducing the effective attenuation.  Details of how to  make 
this  correction  are  ambiguous. For example, for very  similar  pancake  chambers,  the 

0031-9155/90/081065+14$03.50 @ 1990 IOP Publishing Ltd 1065 



1066 D W 0 Rogers  and A F Bielajew 

corrections for the centre of electron  production which are  applied at  the  BIPM  (the 
international  standards  laboratory in Paris)  and  at  the  PTB  (the  German  standards 
laboratory)  are 0.75&0.02% and 0.30&0.15% respectively (Niatel et a1 1974). For 
cylindrical  and  spherical  chambers  the  procedure for calculating  this  correction is 
even less clear.  Nonetheless,  all standards  laboratories use the  approach of combined 
measurements  and  calculations  to  determine  the overall wall attenuation  and  scatter 
correction  factorst. 

Another  approach is to use Monte  Carlo  calculations  to  simulate  an ion chamber’s 
response and  to  extract  the  relevant  correction  factors.  Although  calculations of ion 
chamber response to  photons  are  extremely sensitive to  details of the  Monte  Carlo sim- 
ulation,  the  calculated  correction  factors  are much less sensitive.  There is agreement 
at  the f 0 . 2 %  level between the  three published reports which cover a wide variety of 
commercial  chambers  (Rogers et  a1 1985, Nath  and Schulz 1981, McEwan and  Smyth 
1984).  In particular,  our present  calculations for the  BIPM  pancake  chamber  and  the 
NIST 1 cm3  chamber agree  with the  calculations of Nath  and Schulz, which have a 
statistical  uncertainty of f 0 . 2 % ,  as discussed in Rogers et a1 1985. There is a rig- 
orous theoretical  justification for the  methods of extracting  these  correction  factors 
from  the  Monte  Carlo  calculations (Bielajew  1986). However, comparisons  between 
the  calculations  and  the  extrapolated  experimental  data (which  include  the  calculated 
correction for the  centre of electron  production) show disagreements of &0.7% (Rogers 
et a1 1985) despite  statistical  uncertainties of 0.2% or less. 

As part of a re-evaluation of the  correction  factors used in the  Canadian  primary 
exposure  standard  (Shortt  and Ross 1986), we have  investigated  this  topic  more closely. 
We have  found that we can  calculate, typically to within O.l%, all the published 
experimental  data on  chamber  response  versus wall thickness for thicknesses  larger 
than  the  minimum thickness to establish  electron  equilibrium;  yet the large differences 
in the overall  correction  factors  persist.  This  stimulated  another  investigation which 
showed that  the  extrapolation of chamber  response to zero wall thickness is non-linear 
in  spherical  geometries,  contrary  to  most  currently used procedures  (Bielajew  1990a). 

In the next  section we define some notation  and discuss some  improvements in 
our Monte  Carlo code. We then  present a  detailed  comparison of the  Monte  Carlo 
results to  the high quality  data  measured in 6oCo beams at  standards  laboratories  and 
explore the implications of these  results  on  these  standards. Most clinically used Awall 
correction  factors  have been  calculated  assuming  an  idealised  symmetrical  build-up 
cap. Using some data from  the IRD (the  Brazilian  standards  laboratory  (Rocha et 
a1 1989)) we investigate  the effects of using  non-ideal  build-up  caps  with  clinical ion 
chambers. 

2. Theory and calculations 

2.1. Notation 

The measured  ionisation  from a chamber  with wall thickness t is proportional  to R(t ) ,  
the  absorbed dose to  the  gas in the cavity. For walls that  are thick  enough to establish 

t The BIPM uses  a unique approach which includes a  calculated  attenuation correction and a scatter 
correction determined by  a quadratic extrapolation of measured responses less the  calculated atten- 
uation as a  function of wall thickness (Boutillon and  Niatel 1973). However, the  net result appears 
to  be mostly  based on extrapolation of the chamber response to zero wall  thickness. 
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charged  particle  equilibrium in the chamber's  cavity,  and  assuming  the  normal  tenets 
of cavity  theory  hold,  one  has 

where I(col,air is the collision kerma in air  at  the geometric  centre of the  cavity in the 
absence of the  chamber, s ~ ~ ~ , ~ ~ ~ ~  is the stopping-power ratio (see, for example,  Spencer 
and  Attix 1955, ICRU 1984,  Rogers et a1 1985), (CL,n/p)Z:" is the  ratio of spectrum 
averaged  mass-energy absorption coefficients in the wall to those  in  the  air, AwaII(t) 
is  the wall attenuation  correction  factor for this  particular wall thickness, t ,  and Aoth 
groups  several  other  small  correction  factors which are  taken as independent of the 
wall thickness  (stem,  electrode  and field non-uniformity effects (Bielajew  1990b)). 
The measured  ionisation is assumed  corrected to  standard  conditions.  The walls are 
assumed to  be of one  material.  In  standards  laboratories,  this  equation is  used to  
determine Kcol,air and hence the  correction  factors used are  the inverses of the A,  
normally  denoted by K or k. In contrast,  the IAEA  (1987) and  NACP (1980)  protocols 
both use the  notation ICatt = Awall and km = s ~ ~ ~ , ~ ~ ~ ~  . 

Since Awall corrects  for  both  attenuation (which decreases the response) and  scat- 
tering  (which  increases  the  response),  it  can be either  greater or less than  unity. 
However, attenuation usually dominates so that Awall is less than  unity. 

For comparison to measurement  it is useful to consider  two  components of Awall: 

wall 

Awa~~( t )  = Aw(t)Acep (2) 

where A,(t)  is a wall-thickness-dependent correction factor which corrects  the collision 
kerma  in  the  cavity for the effects of attenuation  and  scatter in the walls and Acep 
is the  correction for the centre of electron  product which is needed so that Awall(t) 
corrects the absorbed dose to  the gas  (see, for example,  Attix 1984).  Bielajew  (1986) 
has shown  rigorously that Monte  Carlo  calculations which include  electron  transport 
calculate Awall(t). Unfortunately, the AAPM  1983  protocol  erroneously  associated 
Monte  Carlo  calculated Awall values  with A, (AAPM used the  notation Awall,  Pwall for 
our quantities A,,  Acep). This  error was corrected in the AAPM letter of clarification 
(Schulz et a1 1986). 

Note that Acep corrects for a reduction  in the effect of photon  attenuation in the 
walls and hence by definition is a  quantity  greater  than  unity. 

The  experimental  data available  consist of a  series of relative  measurements of R(t)  
(taken as the measured  charge  corrected to  standard  conditions) for different  values 
of the wall  thickness, t .  These values are  extrapolated linearly to  determine R(0) and 
then 

To  determine Awall(t) from  the  measured value of Aw(t) ,  a  theoretical  estimate of Acep 
is used, 

2.2. Monte  Carlo  calculations 

The  Monte  Carlo  calculations were done using the EGS4 code system (Nelson et a1 
1985) and  an  updated version of the users  code CAVITY which was reported  previously 
(Bielajew et  a1 1985). We have  made  the following enhancements: 
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(1)  the PRESTA electron  transport  algorithm is used,  thereby  saving a factor of 

(2) spherical  chambers  can be  modelled as well as cylindrical  chambers; 
(3) the source routines were modified to use an  input energy spectrum  since  nearly 

30% of the  photon fluence  in a 6oCo beam is from  scattered  photons  (the 6oCo spectrum 
from  Rogers e l  a1 (1988)  is used); 

(4) different graphite  data  sets were generated  to  match  the  actual  densities of 
graphite used in each experiment;  and 

(5) all  calculations were done for a  point  source,  usually 100 cm  from  the  centre of 
the ion chamber;  and source routines were implemented in which the source  was  not 
on a symmetry  axis because  most  practical  chambers are  not  symmetric. 

five or more  in  the CPU time (Bielajew and Rogers  1987); 

The value of Awall is determined by scoring 

where 

/ \ -1  

/ \ - 1  

rp is the energy  deposited by electrons  generated by the  ith primary  photon  interac- 
tion, rt is the energy  deposited by electrons  generated  from  the  second  and  higher- 
order  scattered  photons  that arise  from the  ith  primary  photon  and di is the  number 
of mean  free  paths in the  chamber  to  the  point of interaction of the  ith  primary pho- 
ton.  This  formulation, which is based on the rigorous treatment in Bielajew  (1986), 
is slightly  different  from that used in our original paper  but  the differences have  no 
significant effect on the  calculated  results. 

As a check on the  code, for an  incident  parallel  monoenergetic  beam of 1.25 MeV 
photons, we have  calculated  the dose to  the  cavity gas  per unit  incident  photon fluence 
at  the centre of a  graphite walled ion chamber, divided by Awall .  Within  the calcula- 
tion’s  statistical  uncertainty of 0.3%, the  ratio agreed  with the value  predicted by the 
Spencer-Attix  cavity  theory  (i.e.  equation (1) with Aoth = 1.0 and  other values  from 
Rogers e t  a1 (1985)). Similar  results  with 0.4% precision were obtained using the full 
‘j0Co spectrum for a  point  source 100 cm  from  the  cavity (we  calculated I<col,air for 
this  spectrum). 

2.3. M e t h o d  for c o m p a r i s o n   w i t h   e x p e r i m e n t  

The  experimental  data for R(t)  have  an  accuracy of 0.1% or better.  To verify the 
Monte  Carlo  calculations,  one could  do brute force calculations of the  chamber re- 
sponse  but  hundreds of millions of photon  histories  are  needed to achieve a  statistical 
uncertainty of & O . l % .  This would take  thousands of hours of VAX/780 CPU time  per 
point. 

A more  precise  comparison is obtained by using the  fact  that achieving the  same 
statistical  uncertainty on the  calculated values of Awal,(t) instead of R(t )  is roughly 
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100 times  faster  because  the Awall values are based on  correlated  ratios. To make use 
of this we write  equation (1) as 

where RCAV is a constant for each  cavity,  independent of wall  thickness  once  full  build- 
up is  achieved. We calculate RCAV as a normalisation  factor  between  the  measured 
values of R ( t )  and  the  calculated values of Awall(t)  in the full  build-up region and  take 
our  calculated  normalised  responses to be Rcalc(ti) = RCAVA,,,,(ti). To use the  same 
normalisation  factor to compare  calculations  and  experiment In the build-up  region, 
we calculate 

where R(ti) and Awall(t i)  are  the n Monte  Carlo  calculated  values  in  the  full  build-up 
region,  and use Rcalc(ti) = ( R  CAV / RCAV t h  )R(t ,)  as our  normalised  calculated-values in 
the build-up  region. It should be  noted  that  the calculated  values of R( t , ) /Awdl ( t i )  
in the full  build-up region are  constant  within  the  statistical  uncertainty of the R(t,)  
calculations,  typically 0.5-0.8%. Using this  technique  means  that  the  relative values 
of our calculated  responses  in  the  full  build-up region have a precision equal to  that 
on our calculated  values of Awall,  i.e.  about 0.05-0.1%. 

3. Comparison with  data from standards laboratories 

9.1. The NRCC chamber 

The  Canadian  primary exposure standard for is based on a cylindrical  graphite 
ion chamber  with a large stem. To determine  the wall attenuation  correction  factors, 
a second  chamber  (denoted 3AS) was built  with a similar  cavity  but with very thin 
walls and a series of build-up sleeves and  tops.  The  chamber  has  an  inner  radius 
of 0.792 cm,  inner  length of 1.806 cm,  and  an electrode  with  radius 0.3352 cm  and 
length 1.202 cm  inside the cavity. The  top wall was 0.097 cm  thick for the side wall 
measurements  and  the side wall was 0.400 cm  thick for the  cap  measurements.  The 
sleeves for the  side wall extended 3.043 cm  and  the  entire region within  the sleeves 
was  included in the calculations. The  graphite used had  a  density of 1.66 g  cm-3, 
The source  irradiated  the  chamber  from  the side at  the level of the centre of the  air 
cavity  and  at  a  distance of 1 m  from  the  centre of the  chamber. 

Figure 1 presents a comparison of the  experimental  and  calculated  results as the 
sleeves were added  to  the side wall. There is agreement at  the 0.1% level once  full  build- 
up is achieved t. Figure 2 shows the excellent  agreement obtained in the full-build-up 
region as extra thickness was added  to  the  top of the  chamber.  In  the build-up  regions 
of both figures 1 and 2, the  measurements  either agree  with the  calculations  within  the 
larger  statistical  uncertainties, or are larger than  the  calculations.  This  disagreement is 
probably  caused by electron  contamination of the  6oCo  beam  penetrating  the  chamber 
walls. 

t Since the end cap does not provide full build-up in this case (it is 1% low), the analysis used assumes 
that the lack of build-up from the end wall  remained constant as side wall thickness was increased. 
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Figure 1. Comparison of calculated ( 0 )  and measured ( x )  responses of the mock-up (3AS) of the 
Canadian  standard  chamber as sleeves are  added  to  the cylindrical wall of the chamber.  Experimental 
data were measured by Henry and  reported by Shortt  and Ross (1986). Data  are normalised as 
described in section 2.3. Insert is the  same  data  on  an expanded  scale. 
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Figure 2. Comparison of calculated ( 0 )  and measured ( x )  responses of the mock-up (3AS) of the 
Canadian  standard  chamber as discs of diameter 23.8 mm are  added  to  the  top wall  of the chamber. 
Experimental  data were measured by Henry and  reported by Shortt  and Ross (1986). The line was 
that used to  extrapolate  to zero wall thickness to determine Aw for the  standard. 
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3.2. The IRD chamber 

Figure  3  presents a similar  comparison to  the measurements  done for the  standard 
chamber of the  IRD using the  BIPM source  (see  de  Almeida and  Niatell986; individual 
data  points  from de  Almeida  (1987)).  The  chamber, which is very  similar to  that of 
the  ENEA  (Italian  standards  laboratory), is cylindrical  with  an  inner length of 1.1 cm, 
an  inner  radius of 0.550 cm, an  electrode of radius 0.1 cm  and  length inside the  cavity 
of 0.85 cm,  and  with  standard walls of 0.400 cm  thickness.  The  chamber  has a very 
thin  stem  and is irradiated  from  the  side.  The  graphite  has a density of 1.71  g  cm-3. 
The  experiment was  done by placing  complete  shells  around  the  entire  chamber at  the 
same  time.  Once  again  the  agreement  with  experiment is excellent. The  experimental 
data  and  the value of A ,  reported by the ENEA for their  chamber  are  almost  identical 
to  that of the  IRD (see Laitano  and  Toni  1983). 

0 5 10 15 

Extra  wall th tckness ( m m )  

Figure 3. Comparison of calculated ( 0 )  and measured ( X )  response of the IRD standard chamber 
as complete shells are added to the chamber. Data are  from de Almeida (1987). The base wall was 
0.400 cm thick. The line was that used to extrapolate to zero  wall thickness to determine Aw for the 
standard. 

3.3. The NIST chambers 

Similar  calculations were done  for  several of the NIST  (formerly  NBS)  spherical  cham- 
bers.  Figure 4 shows the  results for NIST  chamber 50-1 which has a volume of 50 cm3, 
walls that  are 0.3652 cm  thick and is made of graphite with a density of 1.73 g cm-3. 
The results  are in  good  agreement  with  the  experiment. 

3.4. Implications for primary  standards 

The  above comparisons  demonstrate  that  the  Monte  Carlo  calculations agree at  the 
0.1% level with the  experimental  data used to determine A,.,. Table 1 presents  the 
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Figure 4. Comparison of cdculated (4) and measured ( X )  response of the NIST (NBS)  standard 
chamber 50-1. Measured data  are from Loftus and Weaver (1974). The line was  that used to 
extrapolate  to zero wall thickness to determine A ,  for the  standard. 

Table  1. Awsll as used by some standards laboratories and as calculated  here  along with  the 
‘measured’ values of A ,  deduced by extrapolating  to zero wall thickness. Uncertainties in  the  last 
digit (1 U )  are  in brackets. 

Awall  

Number Laboratory/chamber ‘Measured’  Calculated Aw measured Difference (%) 

1 NIST(NBS) 50-1 sphere 0.9827(11) 0.9746(6) 0.9778(5) -0.82% 

2 NIST(NBS) 50-2 sphere 0.9740(11) 0.9646(6) 0.9691(5) -0.97% 

3 NIST(NBS) 50-3 sphere 0.9676(11) 0.9586(7) 0.9627(5) -0.94% 

4 NIST(NBS) 1 sphere 0.9884(18) 0.9790(8) 0.9835(15) -0.96% 

5 NRCC 3C thimble 0.9806(22)’ 0.9787(3) 0.9757(20)’ -0.19% 

7 IRD thimble 0.9876(8)  0.9804(9) 0.9848 -0.73% 

9 PTB b thimble 0.9904(18) 0.9888(3) 0.9875(10) -0.16% 

10 PTB c  pancake 0.9932(25) 0.9986(7) 0.9903(20) 0.54% 

11 BIPM  pancake 0.9963(23) 0.9992(6) 0.9887(23) 0.29% 

6 ENEA thimble 0.9875(21) 0.9807(5) 0.9846(5) -0.69% 

8 PTB a  thimble 0.9909(16) 0.9915(4) 0.9879(5) 0.06% 

a These  are  the values actually used in  the NRCC standard  but a  more meaningful comparison  based 
on A ,  from just  the side wall and  end wall extrapolations  to zero wall thickness would give ‘measured’ 
values of A ,  = 0.9814 and Awall = 0.9863 which are 0.78% higher than calculated. 

Monte  Carlo  calculated  values of Awall for chambers  used as standards  compared to the 
values  currently  used  by  the  individual  laboratories, as well as the  values of A, deduced 
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from the measured wall variation data by linear extrapolation  and  equation (3).  
In view of the  quoted  uncertainties of about 0.2% or less, the differences found 

are  remarkable,  the  calculations  being as much as 1% lower than  the  ‘measured’ data 
for spherical  and  near-spherical  chambers,  and  up  to 0.5% higher than ‘measured’ 
for pancake  chambers.  The  calculations  are  within 0.2% of the  measured values for 
the  thimble  ionisation  chambers.  Figure 5 summarises  the differences between the 
measured  and  calculated values of Awall. There is a clear  relationship  between  the 
chamber  geometry  and  the size of the difference. 

An even  more startling  result is that  the measured A ,  values are  often  greater 
than  the  calculated Awall values. If the  measured A ,  values were smaller than  the 
calculated Awall values,  it would be possible that errors in calculating Acep were the 
cause of the discrepancies  between  measured  and  calculated Awall values.  However, 
having A ,  values greater  than  the  calculated Awall values  implies that  the problem 
cannot  be  associated only  with the  calculation of Acep since by definition Ace,, is 
greater  than  unity. 

To explain  these  results,  the  linear  extrapolation of wall attenuation  data  has been 
investigated  and  found  to  be  incorrect for spherical  chambers  (Bielajew  1990a).  In 
conjunction  with  the  results  found  here,  this  casts significant doubt on the linearity 
of the  extrapolation in other cases. 

a. 
C 

L 
L ._ 
0 

Laboratory number 

Figure 5. A s u m m a r y  of the percentage difference (calculated less measured) between  the  calculated 
and measured Awsll values for various 6oCo primary standards. The figures above  each  symbol are 
the  ratio of the cavity’s diameter to  its  height. For laboratory numbers, see table 1. 

Since (i)  the  Monte  Carlo  calculations  are  capable of reproducing  all  the  experimen- 
tal  data available,  (ii) the electron  transport included in the  Monte  Carlo  calculations 
is at  least as sophisticated as that used in any of the previous estimates of Acep, and 
(iii)  there is no  rigorous  justification  available for the  linear  extrapolation  technique, 
we thus believe that  the calculated  values  are  the  most  accurate  estimates of the Awall 
correction  factors. 
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4. Awall for clinical chambers 

Many  current clinical  dosimetry  protocols  make use of calculated Awall values for clin- 
ical chambers  (e.g.  AAPM 1983,  IAEA  1987).  In view of the  discrepancies discussed 
in  section 3 concerning  values  based  on  extrapolation  techniques,  the use of these 
calculated  values  seems  appropriate. 

Nonetheless, the currently used values, which are based on  the  results of Nath 
and Schulz  (1981) and/or Rogers et a1 (1985),  are based  on  several approximations, 
notably use of a symmetric  build-up  cap which has a uniform  thickness  on the sides 
and both end walls of the  chamber, as well as use of a monoenergetic  1.25 MeV photon 
source. 

Rocha e t  a1 (1989) at  the  IRD have  recently  done a series of very  precise  measure- 
ments using clinic-like build-up  caps of different materials  and wall thicknesses,  all 
placed on  the  same high  precision  Delrin-walled  thimble ion chamber.  These  build-up 
caps  are  far  from  symmetric  about  the  gas cavity.  In all cases a  2  mm thick throat 
extended down the  stem 15 mm below the  gas cavity and  the  extra  build-up  extended 
5  mm below the  gas  cavity.  The  experimental  data were compared to those of Nath 
and Schulz by comparing  the  measured slope of the R(t)  against wall thickness  curves 
to  the value of -7 (Nath  and Schulz 1981,  AAPM  1983) which gives the wall attenua- 
tion  correction  per  unit wall thickness. The predicted  value for the  IRD  chamber  with 
an  inner  diameter of 7  mm  and axial  length of 12 mm is -0.021 cmz  g-l.  The exper- 
imental values of Rocha e2 a1 (1989) for build-up  caps of Delrin,  graphite,  PMMA, 
C-552 and A-150 were all  within &0.001 of -0.029 cm2g-l.   I t  is tempting  to use this 
experimental value  in the  formula of Nath  and Schulz for determining Awall (namely 
Awall(t) = 1 - t r ) ,  in which case the values of Awall deduced  are lower than those of 
Nath  and Schulz by 0.4-0.5% for wall thicknesses of about 0.5 g  cm-2. However this 
approach is conceptually  incorrect  since  using  the  measured  value of y in this way is 
equivalent to  extrapolating  to zero wall thickness, which determines A,, not Awall t .  
Using a typical value of Acep = 1.005  implies that Awall values  deduced  from  the A, 
values of Rocha e2 a1 are in good  agreement  with  the Awall values of Nath  and  Schulz. 

However, the logic of the  above  procedure is still  incorrect  since, as discussed 
in  section  3, the linear  extrapolation  technique does  not work in general. Also, 
the  experimental values of y clearly  disagree  with the  calculated values. When 
modelling  the  geometry of the  build-up  cap  geometries more  exactly we calculate 
7 = 0.027f0.002  cm2 g" for the  Delrin,  graphite  and PMMA  build-up  caps. As 
shown in figure 6,  this is in more  satisfactory  agreement  with  the  experimental data 
than  are  the  calculations of Nath  and  Schulz. On redoing  our  calculations for symmet- 
ric walls and  a  1.25 MeV photon  source, we calculate y = 0.025f0.002  cm2 g" which 
is still in reasonable  agreement  with  the  experimental data (figure 6). This  indicates 
that  the differences are  not  from more accurately  modelling  the  build-up  cap,  but  from 
differences between our Monte  Carlo  calculations  and  those of Nath  and Schulz which 
are also  known to calculate  the  chamber's response  improperly  (Rogers e t  a1 1985). 

However, the effect of the differences in the  Monte  Carlo codes  on the  calculated 
values of Awal, are very small. For the 0.5  g  cm-2 thick walls our  calculations show an 
increase of about 0.15% and  a corresponding  small  decrease for the  0.9  g  cm-2 thick 
build-up  caps. These  small changes  imply a significant  improvement in the  agreement 

t The fact that  the values of Nath  and Schulz can be parametrised well as Awall = 1 - ty  is fortuitous 
and should not be used to  extrapolate  to zero wall thickness. 
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Wall thickness ( g  

Figure 6. Comparison of measured and calculated responses of a commercial thimble chamber M 

the build-up cap walls of Delrin were made thicker. Full stars, measured data  (Rocha e t  al (1989)); 
short dash line, predictions of the Nath and Schulz calculations of Awall; full line, EGS4 values for 
a complete ' 'CO spect- and a realistic model of the build-up caps; long-dash line, model with 
symmetric walls and build-up cap and monoenergetic 1.25 MeV photons. 

with the  experimental  data of Rocha et al, and  are consistent  with the size of the 
differences we found  in a previous  comparison of Awall values for a large  number of 
specific commercial ion chambers  (Rogers et a1 1985). 

The results of Rocha et a /  confirm the  assumption  that  the value of Awall does 
not  depend  on  the  material of the build-up cap for five commonly used low-density 
materials.  They also  presented data for aluminium  build-up  caps, which showed 
7 = 0.024 cm2  g-l.  This is different from  the  other values but in  good  agreement  with 
our calculated value of 0.025f0 .002  cm2g" for an  aluminum build-up cap. However, 
our calculated  value of Awall for a 0.5  g cme2 walled aluminum  build-up  cap is within 
0.04% of the  universal value predicted  from  the  Nath  and Schulz values of 7. 

Another  point  with respect to Awall factors for clinical  chambers is that  the ex- 
perimentally  determined values of Awall (Kat t )  used in the  NACP  protocol (1980) 
for thimble  chambers  are in good agreement  with  the  Monte  Carlo  calculated values 
for those  chambers.  This is consistent  with the  result for a  similar  thimble  chamber 
shown as laboratory 8 in figure 5 and  table 1 and  with the  observation  above  that 
extrapolating  the  data of Rocha et a1 to zero wall thickness and  multiplying by Acep 
gives the  same value for Awall as the  Monte  Carlo  calculations. 

5 .  Conclusions 

In  regions of full  build-up,  the  Monte  Carlo  calculations of Awall, and hence  relative 
response  against wall thickness  have  been  shown to be  in  good agreement,  to  bet- 
ter  than 0.176, with  all the high-quality  experimental data which we have  access to. 
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These  comparisons  are  relative.  It  cannot be  completely  ruled  out that  the calcula- 
tions  contain  some  constant offset. However, the  calculated response  divided by Awall 
has  been shown to agree  with the  theoretical Spencer-Attix  cavity  theory  value to 
within a statistical precision of 0.3%, which suggests  an  absolute  accuracy in the cal- 
culations which is at  least  this  good. In view of the  fact  that  the  calculations agree 
with the  experimental  data  but imply substantially different Awall values  from  those 
derived  using extrapolation  techniques,  and in view of the  problems isolated  elsewhere 
concerning  the  extrapolation  theory (Bielajew  1990a), we believe that  the calculated 
values of Awall are  the  most  accurate available  and  they are being adopted for use in 
the  Canadian  primary  standard. 

Using calculated  correction  factors would imply  increases of 0.7-1.0% in the ex- 
posure  and  air  kerma  standards based  on  spherical and large diameter,  large  length 
cylindrical  chambers  and decreases of 0.3-0.5% for standards based  on  large diameter 
pancake  chambers.  This is a startling  result because many of these  standards  have 
been  intercompared  and found to be  consistent  with a scatter of &0.2%. However, in 
another  paper (Bielajew 199Oc) there  are changes  proposed  in the  correction  factors 
related  to  the  point source nature of the  radiation field used in  exposure  and  air  kerma 
standards.  These proposed  changes offset the changes  implied by the Awall changes 
proposed  here  in  such  a way that  the consistency  among the  standards is maintained. 

Use of the calculated  values would also lead  to  a consistent  dosimetry  chain  because 
calculated Awall values are used in  clinical  dosimetry  protocols. 

The comparisons  with  experimental data for a  clinical  chamber and build-up  caps 
indicate  good  agreement with the present  Monte  Carlo  calculations although  there 
is a  small but  distinct  discrepancy  with  the  predictions of Nath  and Schulz (1981). 
This  appears  to be  due to differences in the  Monte  Carlo codes rather  than  the  more 
complete  modelling of the  geometry used here.  Nonetheless, the  Nath  and Schulz 
values of Awall agree  within 0.2% with  the more accurate  calculations. 
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RQsumd 

Corrections pour  la diffusion et l’attdnuation de la paroi pour les chambres  d’ionisation:  mesures et 
calculs. 

En  dosimitrie  de p&cision dans  l’air rialisde A l’aide  de  chambres  d’ionisation, la diffusion et 
l’attdnuation  de  la paroi sont corrige‘es par Awall (Katt dans le formalisme AIEA, K,’ dans  la 
terminologie des laboratoires  de rdfkrence). Utilisant le programme E G S I ,  les auteurs  montrent  que 
les facteurs Awall calculds par  la mdthode  de  Monte  Carlo pddisent des  variations  relatives de  la 
rCponse du  ditecteur en  fonction  de I’Cpaisseur de  la  paroi qui sont  en accord avec toutes les donnies 
exgrimentales disponibles avec une incertitude  statistique infCrieure h O , l % .  Cependant, ils obtien- 
nent  par le calcul des facteurs de  correction A utiliser pour les rCfdrences d’exposition et de kerma 
dans l’air  qui sont  diffirents j u s q d  1% de ceux obtenus  par  extrapolation de ces mimes mesures. 
L’utilisation  des facteurs  de correction  calculis conduirait tr augmenter  de 0,7% h 1% les refirences 
d’exposition et de kerma  dans  l’air obtenues par les chambres  cylindriques de  grande longueur et 
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de  grand  diamhtre  et B dinkuer  de  0,3 ir 0,5% ces  rPf6rences obtenues avec des chambrea plates  de 
grand diamdtre. Les auteurs  montrent 6galement que les calculs sont en  accord B mieux que 0,05% 
avec les mesures de  Rocha  et  de son Cquipe pour les chambres utilides en clinique. Ces donndes 
expirimentales  ne  sont  sont  pas  en accord parfait avec les valeurs utilides  dans le protocole  AAPM 
pour  l'obtention  de Awall. Cependant, les valeurs finales AAPM de Awall sont  en accord B d e u x  que 
0,2% avec les valeurs de y les plus prCcises calculdes dans cet article. 

Zusammenfassung 

Wand-Schwachungs- und  Streukorrekturen f i i r  Ionisationskammern: Messungen im Gegensatz zu 
Berechnungen. 

Bei der Prazisionsdosimetrie in Luft mit Hilfe von Ionisationskammern wird die Schwiichung und 
die Streuung  durch die Kammerwhde korrigiert durch Awall (katt in IAEA Terminologie, K" in 
Standardlabor Terminologie). Unter Verwendung des EGS4 Programms wird gezeigt, d d  die mit 
Hilfe der Monte  Carlo Methode berechneten A,,Il-Faktoren relative Schwankungen des  Detektorver- 
haltens  mit  der Wanddidce vorhersagen, die mit allen verfiigbaren experimentellen Daten  innerhalb 
eines statistischen Fehlers von unter 0.1% ubereinstimmen. Die berechneten  Korrekturfaktoren  bei 
der Ionendosis und  der Luftkerma  sind  jedoch bis zu 1% verschieden von den Faktoren,  die man 
durch  Extrapolation dieser Messungen erhat .  Die verwendung berechneter  Korrekturfaktoren hatte 
eine Erh6hung der Ionendosis und  der  Luftkermastandards auf der Grundlage kugelfzrmiger Kam- 
mern  mit gro4em Durchmesser und zlindrischer Kammern grofler L h g e  um 0.7 bis 1% zur Folge 
und eine Verringerung von 0.3 bis 0.5% bei Standards auf der Grundlage von Flachkammern mit 
groflem Durchmesser. Aderdem wird gezeigt, dafl die Berechnungen innerhalb von 0.05% mit  den 
Messungen von Rocha  und seinen Mitarbeiten fiir klinische Kammern ubereinstimmen. Diese ex- 
perimentellen Daten befinden sich nicht  in  sehr  genauer  Ubereinstimmung m i t  den  y-Werten, die im 
AAPM  Protokoll verwendet werden um Awkll zu erhalten. Die endgiiligen AAPM werte fur Awall 
stimmen  jedoch  innerhalb von 0.2%  mit  den hier  berechneten, vie1 genaueren  Werten uberein. 
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