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1 Introduction

Autonomous underwater vehicles (AUVs) have played an important role in scientific research due
to their ability to collect data in underwater environments that are either inaccessible or too dan-
gerous for humans to explore. Other than explorations, underwater structures such as dams, ship
hulls, harbors and pipelines also need to be periodically inspected for assessment, maintenance and
security reasons. Autonomous vehicles have the potential for better coverage efficiency, improved
survey precision and overall reduced need for human intervention.

In comparison to terrestrial navigation, underwater navigation is challenging because the opac-
ity of water to electromagnetic waves precludes the use of the global positioning system (GPS)
and other high speed radio communication. Due to the lack of accurate position information from
GPS, traditional underwater navigation methods have been used to solve the navigation problem
using acoustic signals. Traditionally, navigation limitations can be overcome by using a simultane-
ous localization and mapping (SLAM) algorithm to fuse sensor measurements derived from vision
and/or sonar. Similar to human navigation, in which sight confirms our position when we recognize
a previously visited scene, visual measurements significantly reduce the uncertainty when a site is
revisited and recognized (i.e., loop-closing). The advantage of visual SLAM arises from these loop-
closure camera measurements, which add independent constraints to the pose-graph, and greatly
reduce position uncertainty as compared to pure odometry (dead reckoning).

Despite this major contribution in reducing uncertainty, visual measurements may not be uni-
formly available in an underwater environment where the spatial feature distribution varies greatly.
This indicates that successful measurements strongly depend upon two factors: (i) the saliency of
visual features and (4i) their spatial distribution as seen by the robot. The first factor, saliency, is
an image measurement that represents distinguishability of a visual feature. The second factor, the
observed spatial distribution, is mainly determined by the environment and egomotion of the robot
(e.g., path and gaze). A similar interrelation has been proposed by [1] who found that changes in
trajectory can result in better navigation. However, we should note that these two factors should
be considered simultaneously for better navigation results, especially for underwater images where
the possibility of making a valid registration may not be as uniform as in the terrestrial environ-
ment. Based upon this motivation, this thesis’s goal has been to develop a control scheme for
better navigation by providing trajectory perturbations to improve pose observability under the
consideration of a visual saliency map.

2 Real-time Pose-graph Visual SLAM

The real-time pose-graph visual SLAM presented in this thesis is an extension of visually augmented
navigation (VAN) [2] to include geometric model selection for robust image registration, mainly
focusing on pose-graph visual SLAM.
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Figure 1: Illustration of the in-water hull inspection application using an AUV. Depicted is the
Hovering Autonomous Underwater Vehicle (HAUV) [3] performing inspection on a hull using cam-
era and sonar sensor modalities. The individual sensor footprints are plotted with red (camera)
and blue (sonar) cones. On right column, two camera configurations are provided.

2.1 Two-view Camera Registration Engine

This section discusses the core of our visual SLAM perception engine, namely the camera registra-
tion engine. Given image features and a proposed overlapping image pair, the process of pairwise
motion estimation involves four main steps: 1) image feature extraction; 2) establishing inlier cor-
respondences; 3) fitting a geometric registration model using a robust estimation framework; and 4)
optimizing the camera relative-pose constraint. A block-diagram of the overall image registration
algorithm is depicted in Figure 2.

Feature Extraction: The first step in the two-view camera engine is to extract robust feature
points for putative matching. Images are first radially undistorted and contrast corrected using
contrast-limited adaptive histogram equalization [4]. This enhances the visual detail and aids in
feature extraction. We use a combination of Scale Invariant Feature Transform (SIFT) [5] and
Speeded Up Robust Features (SURF) [6] feature detectors/descriptors.

Pose-Constrained Correspondence Search: Once the features have been extracted, we
use our SLAM pose prior knowledge to guide the pairwise putative matching. This matching
is formulated in terms of a probabilistically-driven pose-constrained correspondence search (PCCS)
[7, 8]. PCCS allows us to spatially restrict the putative correspondence search region and, thereby,
register what would otherwise be feature-sparse underwater imagery.

Geometric Model Selection: Once we have established putative correspondences, we can then
refine these to determine an inlier correspondence set via a random sample consensus (RANSAC)
model-selection framework [9]. One may expect that a locally planar structure assumption is ade-
quate on the open areas of the hull; however, this assumption is not everywhere true because some
portions of the hull are highly three-dimensional (e.g., bilge keel, shaft, screw). To accommodate
for this structure variability, we employ a geometric model-selection framework to automatically
choose the proper registration model, either homography or essential matrix, when robustly deter-
mining the inlier set. In this work, we have adopted Torr’s Geometric Information Criterion (GIC)
[10].
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Figure 2: Block-diagram of the core image registration engine.

Two-view Bundle Adjustment: After selecting the proper model via geometric model selection,
the model and set of correspondences are optimized within a two-view bundle adjustment. Horn’s
relative-pose algorithm [11] is applied prior to the bundle adjustment to refine the inliers set and
provide an initial guess of the relative-pose. Then, a two-view bundle adjustment estimates the
optimal relative-pose constraint between the two cameras. In either case (homography or essential
matrix), the two-view bundle adjustment results in a 5-degree of freedom (DOF) bearing-only
camera measurement, and a first-order estimate of its covariance [12], which is then published as a
constraint for SLAM back-end.

2.2 Implementation and Results

We present real-time visual SLAM implementation for in-water hull inspection of the aircraft carrier
USS Saratoga. The experiment consisted of seven 30 m legs of a boustrophedon survey, each spaced
0.5 m apart in depth. The camera and Doppler velocity log (DVL) were mounted on tilt actuators
so that they approximately maintained a nadir view to the hull. The standoff position of the robot
was controlled at 1.5 m from the hull throughout the experiment with a horizontal trajectory speed
of 0.5 m/s. In this experiment, the incremental smoothing and mapping (iSAM) algorithm was
selected as the SLAM back-end.

The final trajectory resulting from visual SLAM with model selection is shown in Figure 3(a).
The red lines indicate pose constraints derived from image pairs. The camera was restarted while
the robot was returning to the bow in the second leg of the trajectory. This resulted in a blank
section in the middle of the second track-line during which the uncertainty ellipsoid inflated as
the robot moved without camera measurements over this section. However, once the camera was
restarted at the end of the second leg, the SLAM algorithm re-localized the vehicle by adding
additional pose constraints to the previous track (first leg). The distribution of visual features
strongly affects the camera measurement distribution. As the robot hovers and moves from the
feature-less region (C in Figure 3(a) toward stern right) to the feature-rich region (A and B in
Figure 3(a) toward bow left), we see a strong increase in the number of camera measurements.
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Figure 3: SLAM and 3D photomosaic result from the USS Saratoga. (a) The camera-derived SLAM
pose constraints for inspection of the USS Saratoga are shown with successful camera links in red.
Each vertex represents a node in the pose-graph where the red lines indicate the 5-DOF camera
measurements. Images A and B show sample images from the feature-rich region and image C
presents an example image from the feature-less region. (b) 3D photomosaic of USS Saratoga with
a zoomed view.

As a by-product of the SLAM trajectory estimation, the 3D structure of the ship hull can be
reconstructed using the final trajectory estimate and the pairwise image correspondences. Surface
fitting with texture mapping was conducted to generate a 3D photomosaic (Figure 3(b)). Note that
the major purpose of having the 3D photomosaic is to have qualitative verification of the SLAM
result. Because the photomosaic was generated using the final SLAM estimate and back projected
image points (without additional blending at the image processing level), the continuity in the
image seams between tracks illustrates that the resulting pose-graph is self-consistent. During the
mission, six artificial targets, pre-installed on the hull to verify the SLAM navigation performance,
are all found as indicated by the six white circles that appear in the texture-mapped reconstruction.

3 Visual Saliency for SLAM

We develop two novel metrics to measure an image’s visual saliency for SLAM. The first is local
saliency, which is capable of measuring image registrability correlates well with successful camera
links. The second is global saliency, which identify visually distinct (i.e., rare) scenes with respect
to the rest of the hull. Both are computed using a bag-of-words (BoW) model for image represen-
tation. Registrability refers to the intrinsic feature richness of an image (i.e., the amount of texture
an image has). The lack of image texture, as in the case of mapping an underwater environment
with feature-poor regions, prevents image registration from being able to measure the relative-pose
constraint. However, texture is not the only factor that defines saliency—an easy counterexample
is an image of a checkerboard pattern or a brick wall. Images of these type of scenes have high
texture, but likely will fail registration due to spatial aliasing of common features.

Local Saliency: We define local saliency as an intra-image measure of feature diversity. In
defining the diversity, entropy has been widely used as a measure of randomness, though in other
works it has been primarily used on image channels. We assess the diversity of words occurring
within image I; by examining the entropy of its BoW histogram, which works regardless of color
channel availability, H; = — ZZ‘;(P p(wg) logy p(wy). Here, p(w) is the empirical BoW probability
distribution within the image computed over the set of vocabulary words W(t) = {wk},‘:;(lt) where
W (t) is the size of the vocabulary, which grows with time since we build the vocabulary online.
Hence, to normalize our entropy measure, we use the ratio of H; to the maximum possible entropy
to yield a normalized entropy measure Sg, € [0, 1]:
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This entropy-derived measure captures the diversity of words (descriptors) appearing within an
image.

Global Saliency: We define global saliency as an inter-image measure of the uniqueness or
rarity of features occurring within an image. To tackle this problem, we use inverse document
frequency (idf) [13, 14, 15] to detect rare words and expect a high idf for words (descriptors) that
are rare in the dataset. Gi(t) = D <y, logy % Here, W; C W(t) represents the subset of
vocabulary words occurring within image I;, n, (t) is the current number of documents in the
database containing word wyg, and N (t) is the current number of documents in the database. To
guarantee independent sample statistics used in our idf calculation, only spatially distinct (i.e.,
non-overlapping) images are used to update n,,, (t) and N(t). Lastly, as was the case with our local
saliency measure, we normalize the rarity measure for image I; to have a normalized global saliency

score Sg, € [0, 1]:
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_ Gi(t)
gmaX7

where the normalizer, Gmay, is the maximum summed idf score encountered thus far.

5S¢, (t) (2)

3.1 Saliency-informed Visual SLAM

Using our previously defined local saliency measure, we can improve the performance of visual
SLAM in two ways:

1. We can sparsify the pose-graph by retaining only visually salient keyframes;

2. We can make link proposals within the graph more efficient and robust by combining visual
saliency with measures of geometric information gain.

In the first step, we can decide whether or not a keyframe should be added at all to the graph
by evaluating its local saliency level—this allows us to cull visually homogeneous imagery, which
results in a graph that is more sparse and visually informative. This improves the overall efficiency
of graph inference and eliminates nodes that would otherwise have low utility in underwater visual
perception.

In the second step, we can improve the efficiency of link proposal by making it “salient-aware”.
For efficient link proposal, [16] used expected information gain to prioritize which edges to add to
the graph—thereby retaining only informative links. However, when considering the case of visual
perception, not all camera-derived measurements are equally obtainable. Pairwise registration of
low local saliency images will fail unless there is a strong prior to guide the putative correspondence
search, whereas pairwise registration of highly salient image pairs often succeeds even with a weak
or uninformative prior. Hence, when evaluating the expected information gain of proposed links,
we should take into account their visual saliency, as this is an overall good indicator of whether
or not the expected information gain (i.e., image registration) is actually obtainable. By doing so,
we can propose the addition of links that are not only geometrically informative, but also visually
plausible.
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Figure 4: Local and global saliency maps on the SS Curtiss. (a) Sample images of SS Curtiss.
(b) A top-down view of the pose-graph depicting where the successful pairwise camera-derived
edges occur. (c) A top-down view of the pose-graph with our local saliency metric overlaid. (d) A
top-down view of the pose-graph with our global saliency metric, Sg, overlaid. The node size has
been scaled by its saliency level for visual clarity.

3.2 Implementation and Results
3.2.1 Local and Global Saliency Maps

Overlaying the local saliency map on the SLAM result on surveying SS Curtiss shows the coin-
cidence of successful camera registrations and areas with a high local saliency score. To have a
successful pairwise camera measurement, both images need to be locally salient (i.e., texture rich).
Note that successful measurements (red lines in local maps) have been made only when both of
the images have a high local saliency score. Unlike the local saliency metric, the global saliency
metric reacts to rare features. As a validation, the global saliency map is shown overlaid on the
SLAM results. This global saliency score, Sg, which also spans from 0 to 1, is overlaid on top of
the SLAM trajectory and nodes with Sg > 0.4 are enlarged for easier visualization. Note that
global saliency can be used to identify visually distinct (i.e., rare) scenes with respect to the rest of
the hull. These visually distinctive regions, for example, could serve as useful locations for guiding
where the robot should revisit for attempting loop-closure.

3.2.2 Saliency-informed SLAM

For this experiment, we first ran the visual SLAM algorithm in a “perceptually naive” mode to
benchmark its performance in the absence of knowledge on visual saliency. For this test we added
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Figure 5: Saliency-informed SLAM result for the SS Curtiss. (a) The blue dotted trajectory repre-
sents the iISAM estimate with camera constraints depicted as red edges, while the gray trajectory
represents dead-reckoned (DR) trajectory. (b) The xy component of the SLAM trajectory estimate
is plotted versus time, where the vertical axis represents mission time. (c¢) A top-down view of
the SLAM estimate versus DR. The positions marked A and B are two examples of where large
loop-closure events take place.

keyframes at a fixed spatial sample rate resulting in approximately 70% sequential image overlap,
and used geometric information gain only for link hypothesis, while trying excessive number of
measurement candidates (npinty=30). We refer to this baseline result as “the exhaustive SLAM
graph”, as all nominal nodes were added and all geometrically informative links where tried. This
baseline result contains 17,207 camera nodes, 29,426 5-DOF camera constraints, and it required a
cumulative processing time of 10.70 hours (this includes image registration and iSAM inference).
Next, we re-ran the visual SLAM algorithm, but this time with the saliency-based keyframe selection
and saliency informed information gain link hypothesis enabled, proposing 3 candidates per node
(nplink=3). Using the saliency-based front-end, we reduced the total number of keyframes from
17,207 (in the exhaustive set), to only 8,728—a 49.3% reduction by culling visually uninformative
nodes from the graph. The SLAM result can be computed in less than 1.31 hours, which is 2.6
times faster than the actual mission duration time of 3.4 hours. In the top-down view (Figure 5(c)),
the images on the right depict the keyframes and registered loop-closure event, verifying the overall
consistency of the metric SLAM solution. The maximum difference between saliency incorporated



and exhaustive SLAM is 1.10 meters, whereas the DR trajectory shows significantly larger error
due to the navigation drift.

In terms of saliency’s affect on SLAM performance, we note that even with far fewer nodes in
the graph, we were still able to achieve almost the same total number of camera measurements
in the graph. Using only half (50.7%) of the exhaustive graph nodes and a significantly smaller
number of link proposals (3.4%), we achieved important cross-track camera measurements. For
easier loop-closure visualization, Figure 5(b) shows a time elevation graph of camera registration
constraints—here the vertical axis indicates elapsed mission time. While saliency ignored SLAM
also shows reduced error over DR, saliency informed SLAM substantially outperforms it by resulting
in more (112.4%) verified links and, thus, less error (15%) relative to the baseline exhaustive SLAM
result, even with a smaller number of link proposals. This is because the saliency-ignored SLAM
result failed to obtain critical, cross-track camera measurements that the saliency-informed SLAM
successfully achieved.

4 Perception-driven Navigation

As the final step, we introduce robotic autonomous navigation over an area of interest using these
saliency metrics. For this type of area coverage mission, a robot needs to explore and map the area,
while localizing itself accurately on the map that it builds. This autonomous navigation capability
involves three topics, namely simultaneous localization and mapping (SLAM), path planning, and
control. In particular, this thesis considers the task of area coverage (i.e., to cover a certain
area of interest) under the constraint of bounded navigation error. Specifically, our area coverage
objective seeks a balanced control between exploration and revisiting in order to achieve better
SLAM performance. Without loop-closure, SLAM will inevitably accumulate navigation drift over
time; thus, we need to revisit portions of the map to bound error growth. At the same time, we
need to pursue exploration, which is a competing objective that requires mapping the entire area
in a reasonable time. Furthermore, and more importantly, SLAM, path planning, and control are
interwoven and, thus, inseparable problems.

4.1 Overview

perception-driven navigation (PDN) consists of three modules: clustering, planning, and reward
evaluation (Figure 6), which will be presented in detail in the following subsections. While the nor-
mal SLAM process passively localizes itself and builds a map, PDN () clusters salient nodes into a
set of candidate revisit waypoints, (i7) plans a point-to-point path for each candidate revisit way-
point, and (4ii) computes a reward for revisiting each waypoint candidate. The calculated reward
measures the utility of revisiting that waypoint (i.e., loop-closure) versus continuing exploration
for area coverage. By comparing the maximum reward for revisiting or exploring, the robot is able
to choose the next best control step.

Given the desired target area coverage (Atarget) and user defined allowable navigation uncer-
tainty (Xanow), PDN solves for an intelligent solution to the area coverage planning problem while
considering SLAM’s performance. In PDN’s derivation, we address three issues. First, as our ap-
proach considers the resulting SLAM performance, the current robot uncertainty should play a role
in the path planning. Thus, the current robot uncertainty is a control parameter that triggers the
re-planning for better localization and mapping. Second, because the robot should complete the
area coverage mission in a timely manner, the map uncertainty in terms of uncovered area needs
to be considered. Finally, PDN needs to be computationally scalable for real-time, real-world per-
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Figure 6: Illustration of PDN’s flow diagram. Provided with a SLAM pose-graph and saliency
map, PDN updates a set of waypoints, plans a path to these waypoints, and computes rewards for
each of the waypoints. The reward RF is computed for each waypoint k where the reward from
exploration Rezp = RY corresponds to the 0! waypoint (k = 0). Lastly, either a revisiting or
exploration action is executed to yield the maximum reward.

formance. Since the complexity of the algorithm scales linearly with the number of revisit points,
maintaining a feasible number of candidate revisit nodes is our focus.

Waypoint Generation: Although all nodes in the pose-graph could be considered as waypoints,
evaluating the outcome for all possible revisits is impractical. Moreover, due to the uneven spa-
tial distribution of feature-rich areas in the environment, not all nodes are visually plausible for
loop-closure. Therefore, PDN computes expected rewards for only a subset of candidate nodes se-
lected for their visual saliency levels. This waypoint generation consists of two parts: salient node
clustering and waypoint selection for each cluster. First, we threshold keyframes based upon their
local saliency level to generate a set of 3D points with strong local saliency. Then, we cluster lo-
cally salient nodes into local neighborhoods, forming clusters, from which we select a representative
waypoint node by considering both its visual uniqueness (i.e., global saliency level) and usefulness
for loop-closure.

Path Generation: For this set of waypoints, the robot computes a shortest path from its current
pose to each waypoint to evaluate the expected reward along that path. We found that, although
the surface is curved, applying A* [17] globally on the existing nodes results in a fast and globally
optimal path on the sample nodes because the nodes are continuously distributed without obstacles.
Reward for a Path: Reward for a path is defined in terms of the robot’s navigation uncertainty
and achieved area coverage. We introduce a weighted sum that determines the balance between
pose uncertainty and area coverage. Although we maximize the reward, the formulation can be
more intuitively understood when we consider each term as a penalty. The navigation uncertainty
term corresponds to the penalty for SLAM, where the action with minimal uncertainty increase is
preferred. The area coverage metric is the penalty in area coverage when performing an action. By
taking a weighted sum of these two costs, we can evaluate the total penalty, C*, for a waypoint k.
The reward is the minus of this penalty, and PDN selects an action with the largest reward, or in
other words, with the minimal penalty.

Ck = @ 'u’rl‘gobot + (1 - a) ’ A:”Lap (3)
RE = —Ck (4)
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Figure 7: Robot pose uncertainty from revisiting versus exploration. Two terminating node un-
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circles whereas virtual nodes are marked with *X’.

Then, the revisiting waypoint k* is determined by maximizing the reward,
k* = argmax R* = argmin C*, (5)

where k € {0,1,2,--- Nyp} and k = 0 corresponds to the exploration action.

Part of the reward function needs to represent the robot’s navigation uncertainty. For each
waypoint, we compute the expected covariance propagation along the point-to-point path gener-
ated. The resulting robot uncertainty (U.opot) from a revisit action is computed as the expected
terminating covariance from the round-trip travel to the waypoint. The exactly sparse delayed-state
filter (ESDF)-based approach is to construct a small extended information filter (EIF) by adding a
set of odometry constraints and a set of expected camera measurements in the form of delta infor-
mation to the current SLAM information matrix, Ag. To evaluate the terminating covariance from
revisiting a certain node, two sources of delta information are added: one from odometry (Ayq,)
and the other representing camera constraints (Acay). Lastly, summing up these three information
matrices (Ag, Aodo, Acam) builds the expected information matrix from PDN (Apan),

Apdn = AO + Aodo + Acan- (6)

Adding these three information matrices yields the expected information matrix for pursuing
a virtual path to the waypoint. For the reward calculation, we are interested in the final pose
uncertainty in order to evaluate the usefulness of this action. This is the terminating covariance
for the k' waypoint, ¥¥  and is computed for all Ny waypoints. This round-trip pose covariance
is calculated for each waypoint (i.e., for each revisit action), and is compared to the covariance
from exploration, where the terminating covariance for exploration is computed by propagating the
current covariance one step forward. The reward term for robot uncertainty, L{fobot, is computed
as the ratio of the localization uncertainty for the next-best-action to the user-defined allowable

navigation uncertainty, > ,j0w. For the kth waypoint,

0, if el <
k=0 __ 1 allowl
z/{7"obot - [Zexp|6 .
== otherwise
|Zallow| 6 (7)
koL
k>0 15,16
robot — e 10 k:17"'7pr
|Eallow| 6
where k = 0 is the candidate exploration action, & > 0 are the 1,---, N, candidate revisit way-

points'. Basically, PDN compares the two propagated uncertainties from revisiting and exploring,

We have taken the 6 root of the 6-DOF pose determinant in the numerator and denominator terms so that
individually their SI units are m -rad, which provides a more physically meaningful length scale for taking ratios.
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and then chooses the smaller one as in Figure 7. When the expected exploration covariance is below
the allowable covariance, the cost in the robot pose uncertainty term, Zx[ﬁ)obot, is zero, leading the
robot to pursue exploration. On the other hand, when the exploration covariance exceeds the allow-
able covariance, then the robot pose uncertainty term for exploration, Z/Iﬁ)obot, is compared against
all candidate revisit actions, Z/{ffbgt, which will be smaller when revisiting is likely to obtain enough
loop-closures to overcome the increased navigation uncertainty from detouring. Unlike previous
studies in active exploration of [18], [19] and [20], where the authors did not consider the actual
likelihood of obtaining perceptual loop-closures, our approach introduces a realistic expectation in
the reward calculation for the likelihood of camera loop-closures based upon visual saliency.
Secondly, we add a bias term for area coverage. The purpose of the mission is to cover a
target area in a timely manner while considering SLAM’s navigation performance. In other words,
without an area coverage term, there will be a trivial solution to this problem—to repeatedly revisit
to keep the uncertainty very small. To prevent this, the area coverage term for the k*" waypoint
is defined as the ratio of area-to-cover with respect to the target-coverage-area, where the target

area is provided by the user,

.Ak o -Ato,cover _ Atarget - Acovered + ‘A]rgedundant (8)
map Atarget »Atarget ’
AF tundane = redundant coverage by revisiting 9)
=0, for exploration
. bo (10)
={(P*)-D >0 for revisiting

Here, Z(Pk ) is the expected path length added by revisiting the k'™ waypoint, D is the sensor field of
view width, Agarget is the pre-defined target coverage area as set in the mission planning phase, and
Aredundant 18 the expected redundant area coverage produced by a revisiting action. This additional
area is the result of multiplication of the revisit path with the sensor field of view width and has

nonzero value, A . —[(PF).D.

4.2 Implementation and Results

For validation, we present an evaluation of PDN as applied to a hybrid simulation trajectory
generated from real ship hull inspection data. Since there is no ground-truth available for our
underwater missions, we use the baseline exhaustive SLAM result from previous chapter to generate
a hybrid simulation with preplanned nominal trajectory. In all cases of evaluation, PDN results
are compared with other traditional preplanned survey schemes, in terms of robot uncertainty (as
a measure of SLAM performance) and area coverage rate (as a measure of coverage performance).
One pattern is an open-loop control that follows the given nominal trajectory without any revisiting.
The other survey pattern is to preplan some deterministic revisit actions during the preplanning
phase, which are aimed at achieving any possible loop-closures. This deterministic revisit strategy
is typical of underwater vehicle operations, and is passively preplanned or executed by a human
pilot. In this work, we call this preplanned regular revisit “exhaustive revisit”. In the exhaustive
revisit scenario, the vehicle is controlled to come back to a waypoint in every other track-line for
possible loop-closure, regardless of the actual feature distribution in the environment.

4.2.1 PDN with Synthetic Saliency Map

The first set of tests are with a synthetic saliency map imposed over the area with full weight on
the pose uncertainty (o = 1.0). For the exhaustive revisit, the robot is commanded to revisit a

11
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Figure 8: PDN results for biased saliency maps. Similar to the case of uniform distribution, pose
uncertainty and area coverage graph are compared for two biased saliency regions among open-loop
(green), exhaustive revisit (blue) and PDN (red), where the black dots indicate points when revisit
occurred. Open-loop and PDN perform the same as in the evenly distributed salient region case.
However, exhaustive revisit strongly depends on the spatial distribution of feature-rich areas.

point on the first track-line in every other track-line it travels. In this test, the exhaustive revisit
happens on a line on the bottom of the hull. Because this repeated visit is preplanned without
knowing the actual visual feature distribution in the environment, we assign the same exhaustive
revisit control for all cases.

In this test, we show cases where the feature-rich distribution is biased to show how the pre-
planned exhaustive revisit succeeds and fails depending on the saliency distribution. When all of
the exhaustive revisit paths land on the salient region (Figure 8(a)), the likelihood of obtaining
loop-closure during the revisit is higher, and the exhaustive revisit achieves tightly bounded uncer-
tainty for the robot pose (Figure 8(c)). On the other hand, when none of the revisit paths are on
salient regions, as in the case of Figure 8(e), the algorithm basically performs worse than open-loop.
Without meaningful loop-closures on the revisit, the control just increases the overall path length
and slows coverage rate, as can be seen in Figure 8(g) and Figure 8(h). Unfortunately, the salient
region distribution cannot be known a priori when the preplanning takes place. Note that for both
cases, the total path length and the area coverage rate stays the same for the exhaustive revisit
since it is preplanned. On the other hand, from PDN’s point of view, there is no difference between
all three cases, resulting in a consistent performance on uncertainty bounding and area coverage.

4.2.2 PDN with Real Image Data

We now evaluate PDN for saliency-informed SLAM using real underwater images for a camera
mission profile. The saliency map is generated and updated online from the real underwater images
that are available from the baseline result. Using the pair of real-world images, the saliency score
and camera registration engine are applied as in the normal saliency-informed SLAM process. A
weight factor of o = 0.75 is selected in PDN to impose a biased weight on the pose-uncertainty
rather than area coverage. Similar to the synthetic saliency case, the uncertainty and area coverage
graph for PDN is compared with open-loop (OPL) and exhaustive (EXH) revisit. Based upon the
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Figure 9: PDN for saliency-informed SLAM on a camera mission. Similar to the synthetic saliency
case, (a) and (d) show the pose uncertainty and area coverage with respect to the path length. In
trajectories (b) and (c), nodes are color-coded by their saliency level from the real images. The
exhaustive revisit was preplanned over the salient band, however, PDN is able to find this same
optimal path to follow as in (c). In the time elevation graphs ((e) and (f)), PDN shows a comparable
number of successful loop-closures to the exhaustive revisit.

knowledge of the saliency distribution in the baseline result, we preplanned the exhaustive revisit
path to be laid over the salient band to provide the best possible case to be compared with PDN.
Because the exhaustive revisit is intentionally planned over the salient region, the resulting graph
of exhaustive revisit shows the maximum SLAM performance—maintaining low uncertainty, but
producing an exceeding number of revisits and longer path length.

Uncertainty change and the area coverage rate are presented in Figure 9(a) and (d) for both
types of missions. As shown in Figure 9(c), PDN followed trajectories to obtain expected vi-
sual loop-closures to reduce the uncertainty whenever it exceeded the allowable covariance bound.
Specifically, exhaustive revisits in the camera mission result in 47 revisit actions with twice the
total path length of the nominal trajectory. Assuming a constant speed for the vehicle, this ex-
haustive revisit strategy would double the overall mission time. In this camera mission, note that
the number of revisits by PDN (9) is substantially smaller than the exhaustive revisit case. PDN
presents a result with less number of revisits while maintaining full control on the uncertainty level,
and still achieving the important loop-closures. The loop-closing camera measurements are clearly
illustrated in the time elevation graph of Figure 9(e) and (f). The red lines in the graph depict
the camera measurements made by the loop-closures. As can be seen in the time elevation graphs,
PDN obtained a similar number of loop-closures as compared to the exhaustive revisit case.
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5 Conclusion

This thesis proposed an integrated approach toward robotic navigation and exploration for au-
tonomous robot missions. SLAM and path planning have traditionally been considered as two
separate problems, each assuming some prior information from the other. This thesis started from
the viewpoint of SLAM and presented a metric for visual saliency that could be used with geo-
metric information to improve loop-closure performance. This saliency-informed SLAM result was
then combined with planning to lead the robot autonomously along trajectories that yielded bet-
ter SLAM results and survey area coverage. Experiments using real underwater mission data and
simulations were provided from several different vessels to evaluate the reported algorithms.

Contributions of this thesis includes (i) Real-time visual SLAM is developed and successfully
applied to a real-world AUV ship hull inspection application. Specifically, a monocular camera
image registration engine is developed and integrated into a real-time SLAM implementation. (i)
Developed two novel measures of visual saliency that improve underwater visual SLAM. Local
saliency measures texture richness of a scene and aids keyframe selection. Global saliency detects
rarity of a scene. (i) A novel solution for concurrent SLAM and planning for the robotic area
coverage problem, called PDN is developed. PDN is an integrated navigation algorithm that au-
tomatically achieves efficient target area coverage while maintaining good visual SLAM navigation
performance. PDN provides an intelligent and fully autonomous online control scheme for efficient
bounded-error area coverage that strikes a balance between revisit and exploration actions in a
decision theoretic way.
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