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Abstract
The vast majority of the work on culture and cognition has focused on cross-cultural comparisons, largely ignoring the dynamic aspects of culture. In this article, we provide a diachronic analysis of causal cognition over time. We hypothesized that the increased role of education, science, and technology in Western societies should be accompanied by greater attention to causal connections. To test this hypothesis, we compared word frequencies in English texts from different time periods and found an increase in the use of causal language of about 40% over the past two centuries. The observed increase was not attributable to general language effects or to changing semantics of causal words. We also found that there was a consistent difference between the 19th and the 20th centuries, and that the increase happened mainly in the 20th century.
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Does causation matter more for people today than it did for their great-grandparents? Over the past two centuries, there has been a sharp increase in the availability and the duration of formal schooling, more pervasive application of technology in everyday life, and greater familiarity with science and scientific methods. All these cultural phenomena place particular value on cause-effect relations and foster explicit understanding of different levels of causation. Do these cultural shifts correspond to changes in how often we think about causes and effects in general? Such questions are hard to answer empirically because the absence of longitudinal data precludes direct comparisons (Iliev & Ojalehto, 2015). One indirect way to address it, however, is to use automated text analysis of historical corpora. In the studies reported here, we used various time-stamped text corpora and the Linguistic Inquiry and Word Count (LIWC) causality dictionary (Pennebaker, Francis, & Booth, 2001) to test whether there has been a historical change in the amount of causal language in English texts. First, we outline the potential role of culture in causal cognition; then, we introduce recent work that has used automated text analysis to study cultural changes. Next, we present a series of empirical studies of the relative frequencies of causal words for the past two centuries. Finally, we discuss theoretical and practical implications.

How people represent, understand, and use causality has been among the central questions in psychology (Ahn, Kalish, Medin, & Gelman, 1995; Cheng, 1997; Gopnik et al., 2004; Kelley, 1973). In one approach to studying these questions, researchers have focused on the universal aspect of human cognition, in which causal learning, representation, and reasoning are not only common among humans but also could be shared with nonhuman animals (Blaisdell, Sawa, Leising, & Waldmann, 2006). Broadly speaking, this approach has been concerned mainly with how the mind connects different objects and events in space and time (Michotte, 1946/1963; Pavlov, 1960/1927), how it accounts for competing cause-effect candidates (Rescorla & Wagner, 1972; Shanks, 1985), or how it distinguishes between observations and interventions (Pearl,
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2000; Skinner, 1938). From this perspective, differences in causal cognition stem from differences in processing capacity, such as those between human and nonhuman animals (Penn & Povinelli, 2007), between children and adults (Piaget, 1927/1930), or between adults with different levels of intelligence (Carroll, 1993).

In contrast, in another broad approach, researchers have emphasized the role of culture in causal cognition. According to this perspective, although the propensity for causal explanations is a panhuman feature (Evans-Pritchard & Gillies, 1976; Shweder, Much, Mahapatra, & Park, 1997), causal cognition is still strongly shaped by culture. It has been repeatedly shown that causal attribution and causal judgments are consistently influenced by culture (Norenzayan & Nisbett, 2000). Depending on their cultural background, subjects in psychological experiments pay more or less attention (a) to the amount of information when making a decision (Choi, Dalal, Kim-Prieto, & Park, 2003), (b) to personal dispositions than to situational circumstances (Nisbett, Peng, Choi, & Norenzayan, 2001), (c) to focal objects than to contextual factors (Peng & Knowles, 2003), (d) to individuals than to groups (Morris & Peng, 1994), or (e) to spatiotemporally close than to far events (Maddux & Yuki, 2006).

Although the role of culture in causal cognition is already a well-established empirical finding, we know little about the historical aspect of such cognitive changes. The initial explanation of observed cross-cultural differences was that they stemmed from differences in ancient Chinese and Greek epistemologies and could be traced back to the work of ancient philosophers (Nisbett et al., 2001). However, this explanation, focused on antiquity, has been recently challenged (Varnum, Grossmann, 2001). However, this explanation, focused on antiquity, back to the work of ancient philosophers (Nisbett et al., 2001), causal cognition and causal judgments are consistently influenced by culture (Norenzayan & Nisbett, 2000). Depending on their cultural background, subjects in psychological experiments pay more or less attention (a) to the amount of information when making a decision (Choi, Dalal, Kim-Prieto, & Park, 2003), (b) to personal dispositions than to situational circumstances (Nisbett, Peng, Choi, & Norenzayan, 2001), (c) to focal objects than to contextual factors (Peng & Knowles, 2003), (d) to individuals than to groups (Morris & Peng, 1994), or (e) to spatiotemporally close than to far events (Maddux & Yuki, 2006).
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be detected in the language used in English books. Measuring the frequencies of specific terms, such as “obliged,” “choose,” “get,” and “unique,” the author found a stable increase in individualism and materialism and a decrease in social belonging, authority, and duties. A similar pattern was observed by Kesebir and Kesebir (2012), who found that terms about morality and virtues (e.g., “decency,” “honesty,” “compassion”) have been in decline in American books.

In this article, we present an empirical test of the hypothesis that the role of causality in Western society has changed. More specifically, because science, education, and technology have become more important now than they were in the past and because all three are associated with a focus on causal explanations and causal mechanisms, we expected an increasing prevalence of causal language in English texts. The approach we took to test our hypothesis is very similar to those used by Wolff et al. (1999), Kesebir and Kesebir (2012) and Greenfield (2013); an important difference is that we used an existing dictionary (Pennebaker et al., 2001) rather than developing our own set of target words. For the advantages of such an approach, see the Supplementary Material available online.

Study 1

Method

Corpora. We used three sources of time-stamped text data:

- **Google Books:** The Google Books database (Michel et al., 2011) is currently the largest time-stamped text corpus. We downloaded the 1-gram (i.e., one-word) data sets for American English and British English, which contain word frequency data from more than 4 million books. In addition, a subset of these frequencies labeled by Google as fiction was analyzed separately. Because the number of older books in the data set is very small, which leads to unstable patterns, we followed the common practice of using the year 1800 as a starting point (Greenfield, 2013; Michel et al., 2011). Because the data contained many nonwords, we reduced the size by filtering it through the standard Unix English dictionary.

- **The New York Times:** The New York Times has built a Web service (http://nytlabs.com/projects/chronicle.html) that presents historical trends similar to the ones provided by Google. One important difference is that The New York Times returns the proportion of articles per year containing a given word instead of the proportion of a given word relative to all words. This information alone was not sufficient, because the length of articles might vary from one period to another, and consequently we would not know whether an apparent increase in the number of articles containing a word reflected greater frequency of this word or increased average length of the articles. To overcome this caveat, in addition to our causality dictionary, we used a normalizing dictionary based on the 5,000 most frequent English words (Corpus of Contemporary American English, 2012). Instead of looking at the total number of articles containing causality words, we compared how often causality words appeared relative to the subset of common English words. The final data were based on 14.8 million articles published from 1851 to 2015.

- **Scientific American:** The journal Nature provides online access to the archive of the Scientific American (http://www.nature.com/scientificamerican/archive/index.html). We assembled a corpus based on Volumes 1 to 291, which correspond to the years 1845 to 2004. Because the automatic conversion from PDF to text format resulted in various errors, we again filtered out the words that were not part of the Unix English dictionary. The final corpus included 497 million words.

Causality dictionary. We used the “cause” category from the LIWC (Version 2007), which contained 108 words and stems. The dictionary included words such as because, since, hence, bow, why, depends, and implies. When stems were used instead of complete words, such as in influence, we searched for all word forms in the Unix dictionary, and included the forms influence, influences, influence’s, influenced, and influencing.

Results

First we looked at the Google Books data (Fig. 1). For each year, we measured the frequencies of causality words relative to the total number of tokens for that year. Then, for each of the three types of books (i.e., American, British, and fiction), we tested whether this proportion changed over time. A linear regression with word proportions as the dependent variable and time as the independent variable revealed a significant increase of the proportion of causal words over time for the American and British books and a weak but significant decrease for fiction (Table 1). Further, visual inspection of the patterns (Fig. 1, bottom) revealed a sharp difference between the 19th and 20th centuries. Additional tests showed that for the 19th century, causal language reliably declined in all three groups, yet afterward it reliably increased. Next, we analyzed the data from The New York Times using the
same method. There was an overall increase for the whole data period. Separate analyses revealed a nonsignificant positive trend for the 19th century and a significant positive trend afterward. The same pattern was observed for the Scientific American corpus: a significant overall increase for the whole time period, consisting of nonsignificant increase during the 19th century followed by a significant increase. The trends for the two periodicals are depicted in Figure 2, and the statistical details are presented in Table 1.

Two conclusions could be drawn from these analyses. First, we found converging evidence for an increasing role of causality in the English language, confirming our hypothesis. Four of the five corpora showed a significant increase, whereas fiction showed a weak but significant decrease. Second, we observed a clear difference between trends in the 19th and 20th centuries. The three Google Books corpora showed a significant decline of causal language during the 19th century, followed by a significant increase in the 20th century. The two periodicals showed a weak, nonsignificant positive trend for the 19th century, followed by a much stronger positive trend. Although the results for the 20th century converged for all five corpora, the results for the 19th century were less conclusive; the three books corpora and the two periodicals corpora had directionally opposite trends. Some difference between the 19th and 20th centuries might be expected given the higher rates of education noted earlier, but the decreasing trend for the 19th-century books was not predicted. It is possible that the observed negative trend was a statistical artifact due to the small sample size at the beginning of the period. For example, the average number of fiction books per year in the data set was 28 for the first 5 years of the 19th century, but was 995 for the last 5 years of the 19th century.

Alternatively, the observed negative trend might reflect a genuine cultural phenomenon. One speculation is that the early-19th-century authors might have had greater education than later authors or might have been writing for a more selective audience. It is also possible that interest in causality early on was in decline, and the tradition of correspondence between scientific progress and literature started at a later period. For example, Kern (2009) suggested that causality started to become a culturally significant concept around the 1830s, but his estimate was based on the analysis of specific emblematic books, which might predate the broader trend by decades.

**Study 2**

In Study 1, we found a reliable increase in causal language over time, but it is possible that these results might be a methodological artifact. The LIWC dictionaries were assembled in the 1990s, so it is possible that we observed an increase because contemporary words became more frequent for periods closer to the present. To test this alternative explanation, we ran another study, in which we compared the historical trend of causality-related words with the trends of the other categories in LIWC. If the causality trend is not distinguishable from the overall trend of the other LIWC categories, our interpretation of the results from Study 1 does not hold.

**Method**

We used the three Google Books corpora from Study 1. We measured the relative frequency of all dictionary-based categories from the LIWC for the period from 1901 to 2009. Both subordinate and superordinate categories were included; however, categories not based on specific dictionaries (e.g., “long words”) were excluded. The total number of included categories was 64.
Results

For each of the 64 categories, we computed the Pearson product-moment correlation between time and the relative frequency of the category. Positive coefficients indicate an increasing linear trend, and negative coefficients indicate a decreasing one. The mean correlations across all 64 categories were \( r(107) = -0.37 \) for British English, \( r(107) = -0.07 \) for American English, and \( r(107) = 0.17 \) for fiction. The correlations between the causality category and time were \( r(107) = 0.96 \) for British English, \( r(107) = 0.88 \) for American English, and \( r(107) = 0.79 \) for fiction. According to one-sample \( t \) tests, the causality trends were significantly higher than the combined trends of the other categories:

- \( t(62) = 17.28, p < .001 \) for British English,
- \( t(62) = 16.67, p < .001 \) for American English, and
- \( t(62) = 6.74, p < .001 \) for fiction.

The causality category showed the strongest positive linear trend among all 64 categories for the British English corpus, the 4th strongest for the American English corpus, and the 15th strongest in fiction from both corpora. A comparison of the linear trends for all 64 categories is presented in the Supplementary Material.

The results from the current study show that the linear increase observed in Study 1 was not a methodological artifact due to contemporary vocabulary. If the LIWC dictionaries were generally biased toward contemporary words, we would have observed positive linear trends across multiple categories. Although some categories showed a reliable increase, the statistical tests indicate that the positive trends of the causality-related words were stronger than the overall pattern. Therefore, the results from Study 1 cannot be attributed to a general linguistic bias related to the recency of the LIWC dictionaries.

Study 3

We needed to address one final methodological question concerning the validity of our causality measure in historical contexts. The results from Study 2 demonstrated that our findings are not attributable to the modernity of the LIWC dictionaries in general, because most of the LIWC categories did not show the same increase as the causality category did. It is still possible, however, that the vocabulary used to discuss causality has changed but the interest in causality has remained stable. If that is the case, we could witness an increase in causality words, but such an increase would reflect shifting vocabulary rather than increasing interest in causality. Although detailed analysis of such a question would fall into the realm of historical linguistics and go beyond the scope of this work, it was still possible to test whether the LIWC causality measure was sensitive to historical contexts. In Study 3, we compared the causality scores of two groups of historical texts, one of which was written by authors who are known for their interest in causality and the other of which consisted of English language classics.
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Method

Causality dictionary. We used the same LIWC dictionary as in the previous studies.

Text corpus. We used data from Project Gutenberg (https://www.gutenberg.org), which provides digital copies of books in the public domain (i.e., books that were never copyrighted or for which the copyright has expired).

Design. We created two groups of authors, which we will refer to as target and control. The target group was derived from a list of the most influential historical thinkers who had worked on causality. To avoid research bias, instead of creating our own list, we used the one assembled by Hulswit (2004). The list included Aristotle, Thomas Aquinas, René Descartes, Thomas Hobbes, Baruch Spinoza, Gottfried Leibniz, John Locke, Isaac Newton, David Hume, Immanuel Kant, and John Stuart Mill. The control group consisted of English-language authors who worked before the 20th century. It included Jane Austen, Lewis Carroll, Rudyard Kipling, Herman Melville, Edgar Allan Poe, Mary Shelley, Robert Louis Stevenson, Harriet Beecher Stowe, Mark Twain, and Oscar Wilde. For each of the authors in the two lists, we searched for the historical texts available in the Project Gutenberg. When more than one text was available, we used the three most popular English texts. For the full list of book titles, see the Supplemental Material.

Results

There were 28 texts (4.3 million words) in the target group and 32 texts (2.7 million words) in the control group. We computed the percentage of causality words for each group. On average, the texts from the control group had 1.04% causal words (SD = 0.21), whereas the texts from the target group had 2.45% causal words (SD = 0.75). The difference was statistically significant, Welch’s t(31) = 9.53, p < .001. Moreover, there was a clear separation between the two groups: Any author from the target group (with the exception of Newton) had higher scores than any author from the control group. The exception might not be surprising given that Newton’s main contribution to the work on causality was the rejection of the principle of causality itself.

The results from Study 3 demonstrated that the LIWC causality dictionary could be used to differentiate between historical texts that are a priori known to be more concerned with causality from those that were not. Therefore, the increase in causal language observed in Study 1 cannot be explained by historic changes in the specific causal vocabulary.

Discussion

We hypothesized that the increased role of science, education, and technology in Western society in the relatively recent past should have been accompanied by detectable cognitive changes and, more specifically, by an increased focus on causality. To test this hypothesis, we measured the amount of causal language in historical texts in five corpora. In four of the five corpora, we found an overall increase in causal language. We also found different trends for the 19th and 20th centuries. Although we detected an increase in causal language during the 20th century in all five corpora, the results for the 19th century were less consistent. The three Google Books corpora revealed a reliable decrease, whereas the two periodicals showed a nonreliable positive trend. The decreasing trend in books might be a statistical artifact attributable to the relatively small number of available texts for earlier periods, but it also might be related to the early popularization of nonscientific books, when authors started writing books for the broader masses. The overall trend, however, strongly supported our prediction for an increase in causal language.
We ruled out two alternative explanations for the observed increase. According to the first one, the increasing pattern might be a result of contemporary vocabulary used in LIWC. From this perspective, modern words would become more frequent the closer we get to the present, which would result in an inevitable increasing trend. Study 2, however, showed that there was no overall increasing trend across all LIWC categories, and that the linear trend for the causality category was significantly higher than the average trends of the other categories. According to the second alternative explanation, authors from the past were as concerned with causality as contemporary authors are, but they used different vocabulary, which the LIWC does not capture. To test whether the LIWC causality category was sensitive to an increased attention to causality in historical texts, in Study 3 we compared the language in English classics with the language of historical authors who are known for their interest in causality. The LIWC dictionary allowed us to reliably distinguish between the two groups and to rule out this second explanation.

If we accept that the number of causal words in text corpora from a particular cultural context can be used as a proxy measure for the number or salience of causal inferences that people make, then our results have two important theoretical implications. First, they add to the body of work that links cognitive processing to cultural and societal factors (Vygotsky, 1980). As we suggested earlier, increased attention to causality is not surprising given the increasing role of formal schooling, popular science, and everyday technology. The second implication concerns the origin of current cross-cultural differences. Similar to the changes observed by Greenfield (2013), the changes we observed in these studies have occurred over a relatively short period of time, which suggests that researchers should focus not only on ancient history but also on more recent historical processes within cultures.

With the present research, we have also sought to demonstrate the value of automated text analysis as a tool for within-culture diachronic analysis. We have provided evidence for an increasing role of causality over time, yet some questions remain. First, we used a predefined general dictionary of causality. As described in the Supplemental Material, such a strategy avoids some methodological pitfalls, yet it does not tell us much about historical changes in the usage of different types of causality. For example, we might want to develop separate causality-focused dictionaries that follow the East-West cognitive divide, distinguishing between dispositional and situational causes or between analytic and holistic causes. Further, we might want to distinguish between physical and social causality (Morris & Peng, 1994), between causal notions based on covariance and those based on mechanisms (Ahn et al., 1995), as well as among causing, enabling, and preventing (Wolff, 2007). In addition to dictionary-based methods, another fruitful approach might be an analysis of historical changes based on word co-occurrences or on feature-extraction methods (see Iliev et al., 2015).

The second direction for continuing the current work is to extend the analysis to causality-focused cross-language comparisons (e.g., Beller, Bender, & Song, 2009; Wolff & Ventura, 2009). Although the richest corpora are currently those containing American English, Google has also assembled time-stamped corpora for other major Western languages, as well as for Chinese, Russian, and Hebrew. Combining within-culture historical trends with between-culture comparisons will help us better understand linguistic and historical patterns related to cultural differences in causal cognition. Developing multiple dictionaries and applying them to several languages will undoubtedly be a laborious task, yet one that is well worth the potential insights to be gained and that will enable us to take advantage of data that have been already collected. As this report shows, automated text analysis can rapidly test theoretical intuitions with precise and transparent measures across an expansive range of data, presenting a promising new analytic perspective for cultural research.
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