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Abstract—This paper considers a longitudinal speed control problem for heavy-duty vehicles equipped with variable compression brake. The use of compression brake reduces the wear of the conventional friction brakes, and it is, thus, a preferred way of controlling the vehicle speed during a steady descent or noncritical braking maneuvers. To perform more aggressive (critical) braking maneuvers or control vehicle speed during large changes in the grade, the compression brake must be coordinated with gear ratio adjustments and friction brakes. In this paper we develop nonlinear controllers that accomplish both noncritical and critical maneuvers. We also show how distance constraints from other vehicles in traffic may be included. The design technique is based on the speed-gradient (SG) approach, whereby the control action is chosen in the maximum descent direction for a scalar goal function. The nominal goal function is selected to address the speed regulation objective and, then, it is appropriately modified by barrier functions to handle the critical maneuver requirements. Two ways to handle the uncertainty in the road grade are discussed: through the use of an integral action of the SG controller for constant (but unknown) grades, and through the use of an added differential action for varying grades.
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I. INTRODUCTION

The last ten years have witnessed a significant increase in the efficiency and operational speed of the heavy-duty vehicle (HDV) powertrains. This transformation is primarily achieved by using lightweight materials, and by reducing aerodynamic drag and friction losses that are, actually, the main natural retarding sources for HDVs. Thus, while the fuel efficiency and acceleration performance have improved, at the same time the vehicle natural retarding capability have decreased, thereby limiting the deceleration performance of HDVs. The main vehicle retarders, namely, the service/friction brakes (friction pads on the wheels) can provide a sufficient retarding power to decelerate the vehicle to a desired speed. They may not, however, be used continuously to maintain the desired speed because of the potential damage/loss of performance due to overheating and wear [1]. The current recommended practice to brake on a downgrade by intermittent application of the service brakes (or snuffing) rather than continuous application (or dragging) exemplifies these limitations [2]. Wear and overheating not only reduce the steady-state authority of the friction brakes but also cause large parameter variations [3]. Adaptive algorithms have been developed in [4] to address unpredictable changes in brake model parameters. Recent work [5] shows that nonsmooth estimation and adaptation techniques can be used to achieve reasonable brake friction force control. The presence of delays associated with the pneumatic or the hydraulic subsystem in the friction brake actuators imposes additional difficulties in using friction brakes for the longitudinal control of HDVs. These difficulties in autonomous HDVs can be mitigated by using aggressive prediction algorithms [6]. The prediction algorithms, however, assume accurate knowledge of the delays and do not perform well during a totally uncertain brake maneuver. Thus, augmenting the braking performance of HDVs with auxiliary retarding mechanisms with consistent magnitude and unlimited duration is increasingly important in order to integrate HDVs into the advanced transit and highway systems [7], [8].

A very promising retarding mechanism that satisfies the low maintenance and weight-to-power ratio requirements is the engine compression brake that relies on converting the turbocharged diesel engine, that powers the HDV, into a compressor that absorbs kinetic energy from the crankshaft [9], [10]. The compression brake increases the overall decelerating capability of the vehicle and can potentially be used as a sole decelerating actuator during low deceleration requests and combined with the friction brakes during high deceleration requests. Therefore, the application and intensity of the friction brakes can be reduced resulting in a significant decrease in the vehicle maintenance costs.

In this paper, we concentrate on the longitudinal control problem using variable compression braking to its maximum extent in an effort to minimize the use of conventional friction brake and, hence, the friction brake wear. Subsequently, we consider two types of braking maneuvers that are classified as critical and noncritical. The noncritical braking maneuvers reflect the requirement of maintaining the desired vehicle speed during a long descent down a (possibly varying) grade but when there are no critical requests on time of response (such as during collision avoidance). During noncritical maneuvers the compression brake can be used as the only decelerating actuator, possibly combined with gear ratio adjustments to handle large grade changes. On the other hand, critical...
braking maneuvers require aggressive braking action with both compression and friction brakes, where friction brake is used to supplement the compression braking capability. We develop nonlinear controllers that accomplish both critical and noncritical maneuvers and we address distance constraints from other vehicles in traffic. The controllers are designed using the speed-gradient (SG) methodology [11], [12]. This is a general technique for controlling nonlinear systems through an appropriate selection and dynamic minimization of a scalar goal function. The nominal goal function is selected to address the speed regulation objective. Motivated by robotics obstacle avoidance applications [13], barrier functions are then added to the nominal goal function to handle critical braking requirements. The controller is designed to provide the decrease of the goal function along the trajectories of the system. The local closed-loop stability is verified analytically by checking the achievability condition. It is shown that the controller is guaranteed to have a large region of attraction covering a very reasonable interval of initial values for the vehicle speed. Two approaches to compensate for an uncertainty in the road grade are investigated. One approach relies on the integral action of the speed-gradient proportional-plus-integral (SG-PI) controller. This controller can compensate for unknown constant (or slowly varying) grade and other uncertainties, including the uncertainty in the aerodynamic coefficient. An alternative approach is based on the derivative action of the speed-gradient proportional-plus-derivative (SG-PD) controller, that can compensate for fast varying grade essentially by estimating the torque due to the unknown grade. The above controllers are appropriately modified to provide coordination between the compression brake, friction brake and the gear ratio adjustment. Specifically, to handle large changes in the grade during noncritical maneuvers, a scheme that coordinates the compression brake with the gear ratio adjustment is described. To handle critical maneuvers another scheme that coordinates the compression brake with the friction brake is also developed. The friction brake is engaged only when it is necessary to supplement the compression brake.

This paper is organized as follows. The operating principles of compression braking mechanism are reviewed in Section II. The model for longitudinal vehicle speed control is described in Section III. In Section IV, we review the necessary results of the SG methodology that is used to develop nonlinear controllers in this paper. In Section V, we apply the methodology to the development and evaluation of the SG-PI controller, followed by the development and evaluation of the SG-PD controller. The scheme that coordinates the compression brake with the gear ratio adjustments is described at the end of that section. In Section VI, we address critical maneuvers. In particular, aggressive braking and speed regulation under traffic constraints are considered. The closed-loop performance is demonstrated through simulations. Finally, concluding remarks are made in Section VII.

II. VARIABLE COMPRESSION BRAKING MECHANISM

The engine compression brake is a retarder that enhances braking capability by altering the conventional gas exchange process in the cylinders of the engine and effectively converting the turbocharged diesel engine, that powers the HDV, into a compressor that absorbs kinetic energy from the crankshaft [9]. During the compression braking the fuel injection and combustion are inhibited. Through the work done by the pistons, using the crankshaft kinetic energy, the air in the cylinder is compressed in the compression stroke. At the end of the compression stroke, close to the time when fuel injection usually takes place, the exhaust valve opens dissipating the energy stored in the compressed air into the exhaust manifold. We call the secondary opening of the exhaust valve when the air is released into the exhaust as brake valve opening (BVO) (or braking event), and we refer to the corresponding timing of the exhaust valve opening as BVO timing $\tau_{bvo}$. Specifically, we define $\tau_{bvo}$ as the number of crank angle degrees from the top-dead-center (TDC) at the beginning of the power stroke to the opening of the brake valve, as shown in Fig. 1. Due to geometric constraints, the exhaust valve lift profile is considerably different for the exhaust and brake events. Note that in the absence of BVO essentially all the potential energy stored in the compressed air will return to the wheels by the downward piston motion. With the secondary exhaust valve opening, however, the kinetic energy absorbed during the compression stroke can be dissipated into the exhaust manifold. In conventional compression braking mechanisms, currently available in the market, the activation of the brake valve events is based on the mechanical link between the crankshaft and the camshaft. As a result, the brake valve opens at fixed degrees with respect to piston motion and only a finite number of possible braking torque values can be achieved for a given engine speed. The number of possible discrete torque values depends on the number of cylinders activated under compression mode. In order to satisfy the stringent requirements of HDV following and other applications in intelligent transportation systems, compression braking using a continuously variable BVO is desirable. It allows smooth braking torque variations for a given speed, and thus, full integration with the conventional friction brakes. Due to the expected benefits, many engine manufacturers are intensively pursuing the development of appropriate hardware [14]. In this type of compression braking, the valves are activated by variable exhaust camshaft phasing actuators so that is why continuously variable BVO is possible.
That is the type of compression braking mechanism that we focus on in the paper.

III. VEHICLE DYNAMICS MODEL

Consider the vehicle operation during a driving maneuver on a descending grade with $\beta$ degrees inclination ($\beta = 0$ corresponds to no inclination, $\beta > 0$ corresponds to a descending grade). It is assumed that during the descent, the engine is not fueled and is operated in the compression braking mode.

A lumped parameter model approximation is used to describe the vehicle longitudinal dynamics during compression braking. For fixed gear operation the engine crankshaft rotational speed, $\omega$, is expressed by

$$ J_\omega \ddot{\omega} = T_{cb} + r_\beta (F\beta - F_{qdb} + F_{fb}) $$

where $J_\omega = M r_\omega^2 + J_e$ is the total vehicle inertia reflected to the engine shaft, $J_e$ is the engine crankshaft inertia, $M$ is the mass of the vehicle (depends on the mass of payload), $r_\omega$ is the total gear ratio, $r_\beta$ is given by $r_\beta = \frac{r_\omega}{g_t g_f}$, where $r_\omega$ is the wheel diameter, $g_t$ is the transmission gear ratio, $g_f$ is the final drive gear ratio; $F_{qdb}$ is the quadratic resistive force (primarily, force due to aerodynamic resistance, but we also include friction resistive terms)

$$ F_{qdb} = C_q \omega^2 + C_f g \omega^2 $$

where $C_q = (C_q A p/2) + C_f$ is the quadratic resistive coefficient, $C_f$ is the aerodynamic drag coefficient, $\rho$ is ambient air-density, $A$ is the frontal area of the vehicle and $C_f$ is the friction coefficient. $F\beta$ is the force due to road grade ($\beta$) and the rolling resistance of the road($\rho$)

$$ F\beta = -\rho g M \cos \beta + M g \sin \beta $$

where $g$ is the acceleration due to gravity, $F_{fb}$ is the force on the vehicle due to application of the conventional friction brake (negative during friction braking), and $T_{cb}$ is the engine torque applied to the crankshaft (negative during compression braking). The engine speed $\omega$ is proportional to the vehicle speed, $v$, i.e.,

$$ v = \omega r_\omega $$

as long as the gear ratio remains constant.

In [15] we developed a detailed crank angle-based model to predict the compression braking torque. Applying numerical model order reduction techniques to this model a set of low-order model approximations was developed in [16]. To facilitate the analysis and control design here we approximate the compression brake torque on the crankshaft, $T_{cb}$, as a static nonlinear function of the engine speed, $\omega$, and the timing of BVO, $u_{cb}$ (see Fig. 2)

$$ T_{cb}(\omega, u_{cb}) = \alpha_0 + \alpha_1 \omega + \alpha_2 u_{cb} + \alpha_3 u_{cb} \omega. $$

The timing of brake valve opening, $u_{cb}$, is the input signal to the compression braking mechanism and is physically limited to the range $u_{cb}^{min} = 620^\circ$ to $u_{cb}^{max} = 680^\circ$ after TDC. These BVO limits translate into limits on the torque $T_{cb}^{min}(\omega) = T_{cb}(u_{cb}^{max}, \omega)$, $T_{cb}^{max}(\omega) = T_{cb}(u_{cb}^{min}, \omega)$.

The speed control problem is to ensure that the vehicle speed $v(t)$ tracks the desired reference vehicle speed $v_d$ as the truck proceeds down the descending grade, i.e., $v \rightarrow v_d$. Since the engine rotational speed $\omega(t)$ is related to the vehicle speed by (2), this ensures that $\omega \rightarrow \omega_d$, where $\omega_d = \frac{v_d}{r_\omega}$ is the desired engine speed. Additionally, we assume that the braking with the compression brake is preferable to avoid the friction brake wear. Thus the friction brake is used only when absolutely necessary.

The controller is designed using the SG methodology [12] reviewed in Section IV. This is a general technique for controlling nonlinear systems through an appropriate selection and dynamic minimization of a scalar goal function. In our case, we select a nominal goal function $Q$ to reflect the speed regulation objective, i.e.,

$$ Q = \frac{J r_\gamma}{2} (v - v_d)^2 \geq 0, \quad \gamma > 0. $$

Taking into account the relation (2), the goal function can be also written as follows:

$$ Q = \frac{J r_\gamma}{2} (\omega - \omega_d)^2 \geq 0, \quad \gamma = \gamma_0 + \frac{\gamma_1}{2} > 0. $$

IV. SPEED-GRADIENT METHODOLOGY

In this section we review the necessary results of the SG control methodology [11], [12]. Consider a nonlinear system of the form

$$ \dot{x} = f(x) + g(x)u $$

where $x \in \mathbb{R}^n$ is the state vector, $u \in \mathbb{R}^m$ is the control input vector, $f(x)$ and $g(x)$ are continuously differentiable vector-functions.

The control design objective is to stabilize to a desired equilibrium $x = x_d$ [that satisfies $f(x_d) + g(x_d)u_d = 0$ for some $u_d \in \mathbb{R}^m$] while at the same time shaping the transient response via the minimization of the following scalar goal function:

$$ Q(x(t)) \rightarrow 0, \quad as \quad t \rightarrow \infty $$

where $Q(x)$ is assumed to be twice continuously differentiable function that satisfies $Q(x) \geq 0$, $Q(x_d) = 0$. The function $Q$
may, for example, represent a weighted sum of the squares of the deviations of the different components of \( x \) from the corresponding components of \( x_d \).

We first present an intuitive argument leading to the derivation of the SG controller. Consider the evolution of \( Q(x(t)) \) over a sufficiently small time interval \([t, t + \Delta t]\). Then, the objective of minimizing \( Q \) can be restated as

\[
Q(t + \Delta t) \approx Q(t) + \xi(x(t), u(t))\Delta t \rightarrow \min
\]

where the function \( \xi(x, u) \) is determined as a time derivative of \( Q(x) \) along the trajectories of the system (6) (i.e., the speed of change of \( Q \))

\[
\xi(x, u) = \dot{Q} = \frac{\partial Q}{\partial x} (f(x) + g(x)u).
\]

To prevent large control excursions from the desired steady-state value, \( u_d \), we can augment a control penalty and consider the minimization of the following function for \( \Gamma > 0 \):

\[
Q(t) + \xi(x(t), u(t)) \Delta t + \frac{1}{2} (u - u_d)^T \left( \frac{\Pi}{\Delta t} \right)^{-1} (u - u_d).
\]

Since \( \xi(x(t), u) \) is affine in \( u \) the minimizer is obtained by setting the gradient with respect to \( u \) to zero. This leads to the controller

\[
u(t) = u_d - \Pi \Psi(x)
\]

where \( \Psi \) is the gradient of the "speed" \( \dot{Q} = \xi(x(t), u(t)) \) with respect to \( u \):

\[
\Psi(x) \equiv \nabla_u \xi(x(t), u) = \left( \frac{\partial Q}{\partial x} g(x) \right) ^T.
\]

This controller is referred to as the speed-gradient proportional (SG-P) controller. One can also augment a penalty on the control increment and consider the minimization of the following function for \( \Gamma > 0 \):

\[
Q(t) + \xi(x(t), u(t)) \Delta t + \frac{1}{2} (u - u_d)^T \left( \frac{\Pi}{\Delta t} \right)^{-1} (u - u_d).
\]

This results in the speed-gradient integral (SG-I) controller

\[
\dot{\nu}(t) \approx \frac{u(t) - u(t - \Delta t)}{\Delta t} = -\Gamma \nabla_u \xi(x(t), u)
\]

A more general class of controllers that are used in this paper are the SG-PI controllers of the form

\[
u(t) = u_d - \Pi \Psi(x(t)) - \Gamma \int_0^t \Psi(x(s)) \, ds
\]

where \( \Pi = \Pi^T > 0 \) and \( \Gamma = \Gamma^T > 0 \) are symmetric positive definite matrices (usually diagonal). In general, there is no guarantee that the controller (11) results in the stable closed-loop system and is robust to disturbances. However, one may provide stability and robustness properties under some sufficient stability conditions as reviewed next.

We start by rewriting the control law (11) in a more convenient equivalent form

\[
u = u_d - \Pi \Psi(x) + \theta, \quad \dot{\theta} = -\Gamma \Psi(x)
\]

where \( \theta \) is the integrator state. Let us consider the following Lyapunov function:

\[
V(x, \theta) = Q(x) + \frac{1}{2} \theta^T \Gamma^{-1} \theta \geq 0
\]

and calculate its time-derivative along the trajectories of the closed-loop system (6), (12)

\[
\dot{V} = \frac{\partial Q}{\partial x} (f(x) + g(x)u) + \theta^T \Gamma^{-1} \dot{\theta}
\]

\[
= \frac{\partial Q}{\partial x} (f(x) + g(x)u_d - \Psi(x) \Pi \Psi(x)).
\]

Now, let us define the following sets:

\[
\Upsilon_C \triangleq \{ x; Q(x) \leq C \}, \quad \Omega_C \triangleq \{ (x, \theta); V(x, \theta) \leq C \}
\]

and suppose that the so called achievability condition holds

\[
\frac{\partial Q}{\partial x} (f(x) + g(x)u_d) \leq -\rho(Q(x)) \quad \text{for all } x \in \Upsilon_C
\]

where \( \rho \) is a continuously differentiable function that satisfies \( \rho(0) = 0, \rho(z) > 0 \) if \( z \neq 0 \).

Since the achievability condition holds for \( x(t) \in \Upsilon_C \), then

\[
\dot{V}(t) \leq 0 \quad \text{as long as } x(t) \in \Upsilon_C
\]

Assume that the initial condition at time \( t = 0 \) is \((x(0), \theta(0))\) such that \((x(0), \theta(0)) \in \Omega_C\), i.e., \( x(0), \theta(0) \) satisfy the following inequalities:

\[
Q(x(0)) \leq C \cdot \lambda, \quad \frac{1}{2} \theta(0)^T \Gamma^{-1} \theta(0) \leq C \cdot (1 - \lambda), \quad 0 \leq \lambda \leq 1.
\]

Then, for all \( t, V(x(t), \theta(t)) \leq V(x(0), \theta(0)) \leq C \) and \( Q(x(t)) \leq C \) so that the achievability condition holds on the trajectory \( x(t), \theta(t) \). Thus, \( V(x(t), \theta(t)) \) is nonincreasing function of time and \( V(x(t), \theta(t)) \) are bounded. The closed-loop system trajectories \( x(t), \theta(t) \) are bounded as well due to radial unboundness of \( Q(x) \). Then, taking into account the bounding of \( f(x) \) and \( g(x) \) on any compact set we get that \( x(t) \) is bounded and, therefore, \( x(t) \) is uniformly continuous in \( t \). Further since \( \rho(Q) \) is continuous in \( Q \), then \( \rho(Q(x(s))) \) is uniformly continuous in \( t \). Moreover,

\[
\int_0^\infty \rho(Q(x(s))) \, ds < \infty
\]

Thus, the Barbalat’s lemma can now be applied to show that \( Q(x(t)) \rightarrow 0 \) as \( t \rightarrow \infty \).

Additionally, let us assume that \( Q(x_d) = 0 \), \( Q(x) > 0 \) for \( x \neq x_d \). Then, it follows that \( x \rightarrow x_d \).

Hence, the above facts demonstrate the following result.

Theorem 1: Consider the SG-PI controller (12) applied to the system (6). Assume that the achievability condition (15) holds for all \( x \in \Upsilon_C \). Then for all initial conditions \((x(0), \theta(0))\) in \( \Omega_C \) the closed-loop trajectories satisfy

\[
\lim_{t \to \infty} Q(x(t)) = 0.
\]

Moreover, if \( Q(x) \) satisfies \( Q(x_d) = 0 \) and \( Q(x) > 0 \) for \( x \neq x_d \) the closed-loop system meets the control objective

\[
\lim_{t \to \infty} x(t) = x_d.
\]

Remark 1: The set \( \Omega_C \triangleq \{ (x, \theta); Q(x) + (1/2) \theta^T \Gamma^{-1} \theta \leq C \} \) is a region of attraction of the equilibrium \((x_d, 0)\). Typically, \( \theta(0) \) is set to zero, and then all initial states \( x(0) \in \Upsilon_C \).
$Q(x) \leq C$} are guaranteed to be recoverable by the controller (12).

Remark 2: The same result can be proved for the SG-P controller (8). Indeed, in this case the Lyapunov function $V$ coincides with the objective function $Q(x)$ and the region of attraction is the set $\mathcal{T}_C$.

The vector $u_d$ in the SG-P controller (8) and SG-PI controller (12) can be interpreted as an ideal feedforward term: $f(x_d) + g(x_d)u_d = 0$. Due to plant parameter variations, $u_d$ may be unknown. However, in the case of the SG-PI controller (since the controller employs an integral action), we expect some robustness properties to disturbances that are additive to the plant input. Let $w$ be an unknown constant additive disturbance affecting the plant input. Using $w$ to represent the error in the feedforward term, the controller then can be viewed as applying an erroneous feedforward $\hat{u}_d$ in the form $\hat{u}_d = u_d + w$. Thus, the SG-PI controller can be represented as

$$u = u_d - \Pi \Psi(x) + \theta + w$$

where $\theta$ can be interpreted as an estimate of $-w$. The desirable property $\hat{\theta}(t) \to -w$, and, therefore, $\hat{u}_d + \hat{\theta}(t) \to u_d$ means that the integrator state corrects for the error in the feedforward asymptotically.

Consider the following Lyapunov function:

$$\dot{V}(x, \theta) = Q(x) + \frac{1}{2}(\theta + w)^T \Gamma^{-1}(\theta + w)$$

and define the set

$$\hat{\Omega}_C = \{ (x, \theta): \dot{V}(x, \theta) \leq C \}.$$  

Theorem 2: Consider the SG-PI controller (16) applied to the system (6). Assume that the achievability condition (15) holds for all $x \in \mathcal{T}_C$. Then for all the initial conditions $(x(0), \theta(0))$ in $\hat{\Omega}_C$, the closed-loop trajectories satisfy: $\lim_{t \to \infty} Q(x(t)) = 0$. Moreover, if $Q(x)$ satisfies $Q(x_d) = 0$ and $Q(x) > 0$ for $x \neq x_d$, the closed-loop system meets the control objective $\lim_{t \to \infty} x(t) = x_d$. If, furthermore, the $n \times m$ matrix $g(x_d)$ has a full column rank $m$, then $\lim_{t \to \infty} \theta(t) = -w$; $\lim_{t \to \infty} (\hat{u}_d + \theta(t)) = u_d$.

Proof: The proof of the theorem is based on calculating the time-derivative of the Lyapunov function (17) along the trajectories of the closed-loop system (6), (16):

$$\dot{V} = \frac{\partial Q}{\partial x}(f(x) + g(x)u_d) - \Psi^T(x)\Psi(x).$$

Since the achievability condition holds for $x(t) \in \mathcal{T}_C$, then $V(t) \leq 0$ as long as $x(t) \in \mathcal{T}_C$. Suppose that the initial condition at time $t = 0$ is $x(0)$ such that

$$Q(x(0)) \leq C, \quad 0 \leq \lambda \leq 1,$$

while $\theta(0)$ (the initial “estimate” of $-w$) yields

$$\frac{1}{2}(\theta(0) + w)^T \Gamma^{-1}(\theta(0) + w) \leq C(1 - \lambda).$$

Then, for all $t$, $V(x(t), \theta(t)) \leq V(x(0), \theta(0)) \leq C$ and $Q(x(t)) \leq C$ so that the achievability condition holds on the trajectory $x(t, x(0), \theta(0))$. Applying the Barbalat’s lemma to

$$\dot{V}(t) \leq -\rho(Q(x)) - \Psi^T(x)\Psi(x) \leq 0$$

one can prove that

$$\lim_{t \to \infty} \Psi(x(t)) = 0, \quad \lim_{t \to \infty} Q(x(t)) = 0.$$  

Moreover, if $Q(x)$ satisfies $Q(x_d) = 0$ and $Q(x) > 0$ for $x \neq x_d$, then $\lim_{t \to \infty} x(t) = x_d$. The fact that $\Psi(x) \to 0$, $Q(x) \to 0$, in general, does not guarantee that $\theta(t) \to -w$. Additional analysis is needed to establish this convergence. The convergence $\theta \to -w$ can be assured if the $n \times m$ matrix $g(x_d)$ has a full column rank. To show this we apply the Barbalat’s lemma to $\dot{x}$, to obtain $\dot{x} \to 0$. From the closed-loop system equations

$$\dot{x} = (f(x) + g(x)u_d) - g(x)\Psi(x) + g(x)(\theta + w)$$

and $\Psi(x) \to 0$, $x \to x_d$, it follows that $g(x_d)(\theta(t) + w) \to 0$ and, hence, $\theta(t) \to -w$.

Remark 3: The requirement of twice continuous differentiability of $Q$ is only needed to guarantee that $\dot{Q}$ is uniformly continuous. The latter property allows us to apply Barbalat’s lemma to prove convergence. It might be, however, technically difficult to use a twice continuously differentiable goal function (e.g., see Section V). In the case when $Q$ does not satisfy this requirement, one should check the uniform continuity of $\dot{Q}$ via a direct argument.

Remark 4: The set $\hat{\Omega}_C = \{ (x, \theta): Q(x) + (1/2)(\theta + w)^T \Gamma^{-1}(\theta + w) \leq C \}$ describes the set of initial conditions for which the closed-loop system trajectories are assured to meet the control objective (7). Although it is advantageous to have an initial estimate of $-w$, $\theta(0)$, as close as possible to $-w$, we typically set $\theta(0)$ to zero, because $w$ is unknown. Thus, the set of initial states $x(0)$ that are guaranteed to be recoverable by the controller (12), decreases when $w$ increases.

Remark 5: To check the achievability condition (15) the following procedure is used. Assume that

$$\mathcal{T}_C = \{ x: Q(x) \leq C \}$$

for some $C > 0$ is a compact set with $x_d$ in its interior and $Q(x) > 0$ if $x \neq x_d$. $Q(x_d) = 0$. We need to find a value of $C$ such that for all $x \in \mathcal{T}_C = \{ x: Q(x) \leq C \}$ the strong achievability condition

$$\dot{Q}(x, u_d) = \frac{\partial Q}{\partial x}(f(x) + g(x)u_d) \leq -\rho Q(x)$$

where $\rho > 0$, holds. Essentially, $\rho$ is a low bound on a rate of convergence of $Q(x(t))$ to zero on the trajectories of the open-loop system. Let us define the following function:

$$\kappa(C) \triangleq \max_{x \in \mathcal{T}_C} \left( \frac{Q(x, u_d)}{Q(x)} \right).$$

Note that $\kappa(C)$, in general, may take an infinite value since $Q(x_d) = 0$. On the other hand, $Q(x_d, u_d) = 0$ and, hence, $\dot{Q}/Q$.
may have a removable singularity at zero and we can, therefore, set
\[ \frac{\dot{Q}(x_d, u_d)}{Q(x_d)} = \lim_{||x|| \to \varepsilon} \frac{\dot{Q}(x, u_d)}{Q(x)}. \]

In this case \( \kappa(C) \) takes a finite value due to the compactness of \( \mathcal{Y}_C \). The case that \( \dot{Q}/Q \) has a removable singularity at \( x_d \) is, actually, rather usual in many applications. Moreover, \( \kappa(C) \) is nondecreasing in \( C \). The value of \( \kappa(C) \) can be calculated using numerical optimization. From the graph of \( \kappa(C) \) we may be able to specify \( \hat{C} > 0 \) such that \( \kappa(C) < 0 \) for all \( C \leq \hat{C} \). Then, \( \dot{Q}(x, u_d) \leq -\rho Q(x) \) as long as \( Q(x) \leq \hat{C} \), i.e., the strong achievability condition (20) holds.

**Remark 6:** We emphasize that achievability conditions are only sufficient stability conditions; the actual domain of attraction may be much larger than the sets \( \Omega_C \) and \( \hat{\Omega}_C \). These stability conditions, however, place no restriction on the controller gains \( \Pi \) and \( \Gamma \) as long as they are positive definite matrices and, therefore, allow a considerable freedom in the selection of the controller.

**Remark 7:** The speed-gradient methodology is related to other constructive nonlinear design techniques, for example, those based on control Lyapunov function (CLF) methods and \( L_2V \)-techniques [17]. For affine in control systems, the achievability conditions are only sufficient (see Remark 6) and the stability may be verified by other procedures.

### V. Speed Control During Noncritical Maneuvers

In this section, we develop nonlinear SG controllers that accomplish noncritical braking maneuvers during a long descent down a grade. Recall that during noncritical maneuvers the time necessary to achieve the desired speed is not critical. This is a frequent situation, for example, when collision avoidance requirements are not a defining factor for the maneuver. To sustain the desired vehicle speed during a steady descent, we use compression brake only. However, we do consider large road grade changes and we account for compression brake saturation. To handle these large grade changes, the compression brake must be coordinated with gear changes. In the sequel, we first develop a SG-PI controller for compression braking that ensures robustness to a constant (or slowly varying) uncertainty in the grade. The control design is based on the vehicle model with compression brake

\[
J \dot{\omega} = \alpha_0 + \alpha_1 \omega + (\alpha_2 + \alpha_3 \omega)u_d - C_g \gamma g \omega^2 + r g F_\beta \tag{22}
\]

where the timing of brake valve opening, \( u_d \), is the control input. We first rearrange the model (22) as follows:

\[
\dot{\omega} = \alpha_0 + \alpha_1 \omega + (\alpha_2 + \alpha_3 \omega)u_d - C_g \gamma g \omega^2 + r g F_\beta + TQ \tag{23}
\]

where \( TQ = r g F_\beta - r g C_g \omega^2 \) is assumed to be a known function. In accordance with SG method, we calculate the time derivative of the goal function (5) along the trajectories of (22) and the derivative of \( \dot{Q} \) with respect to \( u_d \) ("speed-gradient"):

\[
\nabla_{u_d} \dot{Q} = \gamma (\omega - \omega_d)(\alpha_2 + \alpha_3 \omega). \]

Then the SG-PI control has the following form:

\[
u_{\text{ adaptation}} = u_d - k_p \nabla_{u_d} \dot{Q}(\omega) - k_i \int_0^t \nabla_{u_d} \dot{Q}(\omega(s)) ds \tag{23}
\]

where \( k_p > 0, k_i > 0 \) are the controller gains and \( u_d \) is the feedforward of desired value for the input

\[
u_d = \frac{\alpha_0 - \alpha_1 \omega_d - TQ}{\alpha_2 + \alpha_3 \omega_d}. \tag{24}
\]

The control law (23) can be interpreted as a traditional PI controller but with nonlinear gains which depend on engine speed \( \omega \). This form of controller allows to cover a large range of vehicle operating conditions that include gear changes and different engine speeds, without the need to recalibrate controller gains. The feedforward term (24) depends on road grade \( \beta \) and aerodynamic coefficient that are usually unknown. However, as shown in Section IV, the implementation of the SG-PI controller (23) is possible without knowing precisely the value of \( u_d \) due to the integral action.

Since the sign of the total vehicle inertia \( J_t \) is always positive, we can include \( J_t \) into the goal function \( Q \geq 0 \) and, therefore, render the feedback portion of the control law (23) independent of the vehicle load. If \( J_t \) were not included into \( Q \), the controller gains would be lowered as \( J_t \) increases—an undesirable effect. On the other hand, including \( J_t^2 \) into \( Q \) results in controller gains being multiplied by \( J_t \) that helps to provide consistent vehicle transient response irrespective of vehicle mass.

The resulting controller may, however, require large control action to achieve the consistent vehicle speed transient response if the vehicle mass is large. Furthermore, the value of \( J_t \) may not be precisely known, unless an on-line mass estimation approach combined with controller gain adaptation is pursued [19]. Thus using \( J_t \) as a multiplier in the goal function \( Q \) was a reasonable tradeoff. Note that even if \( J_t \) is not accurately known, the controller (23) remains robust as far as local stability is concerned.

### B. Verifying Achievability Condition

The verification of the closed-loop stability is done in accordance with the procedure in Remark 4. Specifically, let us consider a set

\[
\mathcal{Y}_C = \{\omega; Q(\omega) \leq C\} = \{\omega; (\omega - \omega_d)^2 \leq 2C/J_t \gamma\}
\]
for some $C > 0$ and find the following function:

$$k(C) = \max_{\omega \in Y_C} \left( \frac{Q(\omega, u_d)}{Q(\omega)} \right).$$

First, let us calculate $\dot{Q}$ under the assumption that $u = u_d$. After some algebraic manipulations, we obtain

$$\dot{Q}(\omega, u_d) = -\gamma(\omega - \omega_d)^2 \left(-\alpha_1 - \alpha_3 u_d + C q_r^3(\omega + \omega_d)\right).$$

Then

$$\frac{\dot{Q}(\omega, u_d)}{Q(\omega)} = \frac{-2C q_r^3}{J_r}(\omega + G), \quad G = \omega_d - \frac{\alpha_3 u_d + \alpha_1}{C q_r^3}.$$ (25)

It can be verified numerically that $G$ is always positive for all physically feasible values of the grade $\beta$, mass $M$ and desired engine speed $\omega_d$. Note that (25) reaches its maximum value on the compact set $Y_C$ at $\omega = \omega_d - \sqrt{2C/J_r\gamma}$, i.e.,

$$k(C) = \frac{-2C q_r^3}{J_r} \left(\omega_d - \sqrt{2C/J_r\gamma} + G\right).$$ (26)

Therefore, we can guarantee that $k(C) < 0$ for all $C \leq \hat{C}$, where $\hat{C}$ is any positive number such that

$$\hat{C} < \frac{J_r\gamma}{2} \left(\omega_d + G\right)^2.$$ (27)

This implies that the strong achievability condition (20) holds for all $\omega \in Y_C = \{\omega: Q(\omega) \leq \hat{C}\}$. Since $G$ is positive, we can select $\hat{C} = (J_r\gamma/2)\omega_d^2$. Then, the set of initial states $\omega(0)$ in $Y_C = \{\omega: (\omega - \omega_d)^2 \leq \omega_d^2\}$ is guaranteed to be recoverable by the controller (23) with $\theta(0) = 0$ provided that $TQ$ and $u_d$ are known (see remark 4 for the case when $TQ$ and $u_d$ are unknown). This implies that the controller (23) with any positive gains $k_p > 0, k_i > 0$ is guaranteed to have a large region of attraction covering a very reasonable interval of initial values for the vehicle speed that corresponds to the engine speed interval of $[0, 2\omega_d]$.

C. Controller Performance During Small Changes in the Grade

We tested through simulations the operation of the SG-PI controller during a noncritical maneuver. In this maneuver the compression brake alone is used to sustain the desired vehicle speed during a long descent, while the friction brake remains inactive. The vehicle mass is 20,000 kg, and the value of desired vehicle speed $u_d = 8.78$ m/s (or 31.6 km/h) corresponds to desired engine speed $\omega_d = 1500$ r/min in the gear number seven. Figs. 3 and 4 illustrate the SG-PI controller response to unmeasured changes in the road grade. The feedforward term $u_{fd}$ was calculated assuming a grade of $\beta = 2.3^\circ$ while the actual grade changes from 1.8 to 4.2$^\circ$ during simulation. The unknown grade creates an unmeasured disturbance which is additive to the control input. As shown in Table 2, the SG-PI controller rejects this type of disturbances since the integral state corrects for the error in the feedforward $u_d$. It can be seen that although the timing of BVO, $u_{cb}$, saturates during the initial transients the antiwindup compensation that we used in combination with our controller preserves good speed regulation performance. Note that although our control design was based on the static model of the compression braking torque as a function of $u_{cd}$ and engine speed, the compression braking torque dynamics were included in the simulation model used for controller testing.

D. Time-Varying Disturbance Rejection

In Section IV we have shown that the SG-PI controller rejects unknown disturbances that are additive to the control input. In our application they may include unmeasured changes in road grade. However, these disturbances must be constant (or slowly varying) for the integral action to compensate for them. In order to reject more general, unmeasured fast varying disturbances induced by road grade changes, an alternative approach can be pursued.

We treat the deviation from the nominal force due to grade as an unknown time-varying disturbance, i.e., the system (22) has the following form:

$$J_q \ddot{\omega} = T_{db} - r_g F_{adv} + r_g (F_{\beta}^{\text{nom}} + \Delta F_{\beta})$$ (28)

where $\Delta F_{\beta} = F_{\beta} - F_{\beta}^{\text{nom}}$ is treated as an unknown function of time. It is reasonable to assume that the unknown function $\Delta F_{\beta}$ and its derivative are bounded.
We first rearrange the model (28) as follows:

\[ J_\beta \dot{\omega} = T_{cb} - C_q r_2^2 (\omega - \omega_d) (\omega + \omega_d) + TQ_{nom} + W \]  

(29)

where \( TQ_{nom} = r_3^2 F_{nom}^2 - r_3^2 C_q r_2^2 \) is a known function, while \( W(t) = r_3^2 \Delta F_{nom}(t) \) is an unknown function of time, bounded together with its derivative, i.e.,

\[ |W(t)| \leq L, \quad |\dot{W}(t)| \leq \dot{L} \]

for some constant \( L > 0, \dot{L} > 0 \). Our approach is to estimate the unknown disturbance torque, \( W(t) \), with an observer that provides an estimate, \( \hat{W} \), and then combine the observer with SG-P controller, i.e.,

\[ u_{cb} = u_d - k_\rho \nabla_{u_{cb}} \hat{Q}(\omega) - \frac{\hat{W}}{\alpha_2 + \alpha \omega} \]  

(30)

where \( \nabla_{u_{cb}} \hat{Q} \equiv \gamma (\omega - \omega_d) (\alpha_2 + \alpha \omega) \). \( k_\rho > 0 \), is the controller gain and the feedforward term \( u_d \) is selected as before to balance the nominal system at the desired equilibrium

\[ u_d = \frac{-\alpha_0 - \alpha_1 \omega_d - TQ_{nom}}{\alpha_2 + \alpha \omega}. \]  

(31)

The observer for \( W(t) \) can be defined using the method of [20]. We first define an observer for \( \omega \) via

\[ J_\beta \dot{\hat{\omega}} = T_{cb} - C_q r_2^2 (\omega - \omega_d) (\omega + \omega_d) + TQ_{nom} + \dot{\hat{W}} \]

where \( \dot{\hat{W}} \) is chosen to force \( \hat{W} \) to track \( W \). Indeed, if \( \hat{W} \) tracks \( W \), we can expect that \( \hat{W} \) will approximately track \( W \). Specifically, we may use \( \hat{W} = k_{obs} J_\beta \omega \), where \( k_{obs} > 0 \) is an observer gain. Denoting \( \epsilon = k_{obs} J_\beta \omega \) we have the following form for \( \hat{W} \):

\[ \hat{W} = k_{obs} \epsilon \omega - \epsilon \]  

(32)

where \( \epsilon \) is the solution of the following differential equation:

\[ \dot{\epsilon} = -k_{obs} \left( -T_{cb} + C_q r_2^2 (\omega - \omega_d) (\omega + \omega_d) - TQ_{nom} - \dot{\hat{W}} \right). \]  

(33)

Denoting the estimation error by \( \epsilon = \hat{W} - W \), we consider the Lyapunov function \( V_{obs} = (1/2) \epsilon^2 \). Calculating the time derivative of \( V_{obs} \) along the solutions of the system (29)–(33), we obtain

\[ \dot{V}_{obs} \leq -k_{obs} \epsilon^2 + \dot{\epsilon} \leq -k_{obs} V_{obs} + \frac{\dot{\epsilon}^2}{2k_{obs}}. \]

This implies that the estimation error \( \epsilon(t) \) can be made arbitrarily small by amplifying the observer gain \( k_{obs} \). Moreover, \( \epsilon(t) \to 0 \) if \( W = \text{const.} \) for any \( k_{obs} > 0 \).

We now consider the following Lyapunov function:

\[ V_1(\omega, \epsilon) = Q + V_{obs} = \frac{J_\gamma}{2} (\omega - \omega_d)^2 + \frac{1}{2} \epsilon^2 \]

and calculate its time derivative along the solutions of the system (29)–(33)

\[ \dot{V}_1 \leq \dot{Q}(\omega, u_d)|_{W=0} - k_\rho \gamma^2 (\omega - \omega_d)^2 (\alpha_2 + \alpha \omega)^2 \]

\[ -\gamma (\omega - \omega_d) \epsilon - k_{obs} \frac{\epsilon^2}{2} + \frac{\dot{\epsilon}^2}{2k_{obs}} \]

where

\[ \dot{Q}(\omega, u_d)|_{W=0} = -\gamma (\omega - \omega_d)^2 (\alpha_1 - \alpha_3 u_d + C_q r_2^2 (\omega + \omega_d)). \]

As previously, we can guarantee that the achievability condition \( \dot{Q}(\omega, u_d)|_{W=0} \leq -\rho Q(\omega) \) holds for some \( \rho > 0 \) and all \( \omega \in \mathcal{T}_C = \{ \omega; Q(\omega) \leq C \} \), where \( \dot{C} < (J_\gamma/2)(\omega_d + G)^2 \), is given by (27) with \( u_d \) calculated by (31).

If \( \omega \in \mathcal{T}_C \), we obtain

\[ \dot{V}_1 \leq -\rho Q(\omega) - k_\rho \left( \gamma (\omega - \omega_d) (\alpha_2 + \alpha \omega) \right)^2 + \frac{e}{2k_{obs}(\alpha_2 + \alpha \omega)} \]

\[ + \frac{1}{2k_{obs}^2} \left( \frac{1}{2k_{obs}(\alpha_2 + \alpha \omega)^2} + \frac{\dot{\epsilon}^2}{2k_{obs}} \right). \]

Suppose that the initial condition at time \( t = 0 \) is \( (\omega(0), \epsilon(0)) \) such that \( V_1(\omega(0), \epsilon(0)) = Q(\omega(0)) + (1/2) \epsilon(0)^2 \leq C \).

From the analysis of the expression for \( \dot{V}_1 \) it can be shown that for \( k_{obs} \) sufficiently large the set \( \Omega_C = \{ (\omega, \epsilon); V_1(\omega, \epsilon) \leq C \} \) becomes positively invariant, and, in particular, \( Q(\omega(t)) \leq V_1(\omega(t), \epsilon(t)) \leq \hat{C} \) for all \( t \geq 0 \) so that \( \omega(t) \in \mathcal{T}_C \) for all \( t \geq 0 \). Furthermore, both \( \epsilon(t) \) and \( Q(\omega(t)) \) can be made ultimately bounded in a given (arbitrarily small) neighborhood of the origin. Consequently, the initial accuracy of grade estimation is important to guarantee a large domain of attraction for our controller. Note that the bandwidth of the observer, \( k_{obs} \), does not depend on the magnitude of \( W(t) \), only on the bound for the time-rate of change of \( W \), \( \dot{W} \). Furthermore, stability conditions place no restriction on the controller gain \( k_\rho \) as long as it is positive.

The observer (32) and (33) and \( TQ_{nom} \) depend on the aerodynamic coefficient \( C_q \). For the SG-PI controller (30), the robustness to uncertainties in \( C_q \) was assured as these uncertainties only affected the feedforward term \( u_d \). If the value of \( C_q \) is not accurately known the observer-based design (30)–(33) can use the best estimate of \( C_q, C_q^{nom} \).

The controller (30)–(33) is referred to as SG-PD controller. This controller relies on the fast differential action to estimate and compensate the unmeasured disturbances, as opposed to the slow integral action of the SG-PI controller. Hence, one can expect much faster disturbance rejection with SG-PD controller in response to a grade change.

The operation of the SG-PD controller is tested through simulations during a noncritical maneuver, when the unknown road grade creates unmeasured time-varying disturbances from 2 to 4 (see Figs. 5 and 6). The implementation of the controller is done assuming the nominal grade value of 3. The responses show that the disturbances due to grade essentially do not affect the vehicle speed.

### E. Coordination With Gear

Since the braking torque \( T_{cb} \) is limited, in steady-state the compression brake can only support a certain range of vehicle speeds, \( u_d \) (or \( \omega_d \)), for a given grade, \( \beta \). Or, stated differently, given the desired vehicle velocity, \( u_d \), we can only drive down a
hill of a grade that falls within a certain range. To calculate this range, consider the steady-state balance of forces (or torques)

\[-T_{cb}/r_g + F_{eqr}(v_g r_g) = F_{\beta}(M, \beta),\]

Given desired velocity \(v_d\), gear ratio \(r_g\) and vehicle mass \(M\), the determination of feasible grade range \(\beta_{\text{min}}, \beta_{\text{max}}\) is an elementary root-finding problem:

\[-\mu g M \cos \beta_{\text{min}} + M g \sin \beta_{\text{min}} = -T_{cb}^{\text{max}}(v_d) r_g^{-1} + C_q g^2_1\]
\[-\mu g M \cos \beta_{\text{max}} + M g \sin \beta_{\text{max}} = -T_{cb}^{\text{min}}(v_d) r_g^{-1} + C_q g^2_1.\]

In the driving scenario, shown in Fig. 3, the feasible values for the road grade are within the range \(\beta_{\text{min}} = 1.62^\circ, \beta_{\text{max}} = 4.37^\circ\). Therefore, for given vehicle mass and gear ratio the resulting compression brake is capable to support the desired speed \(v_d\) during the maneuver on a descending grade with inclination from 1.8 to 4.2°. However, if we operated on a grade \(\beta\) that exceeds the maximum value \(\beta_{\text{max}}\), the compression brake would not be able to support the desired velocity \(v_d\) under the same values of the mass and gear ratio. In this case we need to switch the gear number to a lower one (downshift) in order to increase the braking capability. The gear switching can be done by the following rule: we downshift from the gear number \(k\) to the gear number \(k - 1\) if the timing of BVO \(\omega_{cb}\) saturates at the upper limit, (i.e., \(\omega_{cb} = \omega_{cb}^{\text{max}}\)) and the speed fails to decrease, i.e., \(\dot{\omega} > 0\). If the gear \((k - 1)\) is not sufficient (i.e., still \(\omega_{cb} = \omega_{cb}^{\text{max}}\) and \(\dot{\omega} > 0\)) we downshift to gear number \((k - 2)\), etc. Note that in this scenario it can happen that there exists no gear ratio which would be able to guarantee the desired speed \(v_d\) for given grade \(\beta\) within the allowable range of engine speed. \(\omega_{\text{min}} \leq \omega \leq \omega_{\text{max}}\), where \(\omega_{\text{min}} = 600\) r/min, \(\omega_{\text{max}} = 2100\) r/min. In this case we need to activate the friction brake to supplement the lack of compression braking torque. A similar procedure is used for the upshifting based on the condition \(\omega_{cb} = \omega_{cb}^{\text{min}}\) and \(\dot{\omega} < 0\).

Figs. 7 and 8 illustrate the driving maneuver on a descending grade which changes from 1.8 to 7°. Initially we operate on gear seven, but in order to handle the large variation in the grade, we switch the gear number seven to the gear number six to increase our compression braking capability. The switch takes place at \(t = 10\) s and implies the change in the desired engine speed. The value of desired vehicle speed \(v_d = 8.778\) m/s (or 31.6 km/h) corresponds to desired engine speed \(\omega_d = 1500\) r/min in the gear seven and \(\omega_d = 1055\) r/min in the gear six.
VI. SPEED CONTROL DURING CRITICAL MANEUVERS

In this section we address maneuvers that require aggressive braking as in cases of collision avoidance. We call these maneuvers critical maneuvers because the time necessary to achieve the desired speed is important. The control design for critical maneuvers is based on the SG approach with the goal function appropriately modified by barrier functions to take into account the critical driving requirements. As can be seen from Section V, the compression brake coordinated with gear ratio control can be potentially used as the sole decelerating actuator without the assistance of friction brakes during noncritical maneuvers. However, to perform critical maneuvers, the friction brakes may be required.

A. Coordination With Friction Brake

The conventional friction brake force on the wheel \( F_{fb} \) can be considered as a nonlinear and uncertain function of the pneumatic friction brake actuator temperature and of the friction brake control signal. Recall that the braking with the compression brake is preferable, because we want to preserve the friction brake. Hence, we use the friction brake only when absolutely necessary. Specifically, if \( u_{cb} \) saturates, (i.e., \( u_{cb} > u_{cb}^{\text{max}} \) or \( u_{cb} < u_{cb}^{\text{min}} \)) we calculate the torque deficit

\[
\Delta TQ_{cb} = TQ_{cb}(\omega; u_{cb}) - TQ_{cb}(\omega; \text{sat}(u_{cb}))
\]

and deliver it with the friction brake, \( F_{fb} = \Delta TQ_{cb}/r' \). Having made this convention, it is sufficient to consider the compression brake only with the idea that any extra braking effort required during the critical maneuver will be supplemented by the friction brake, according to the expression that we gave.

Remark 8: Although our control design and analysis does not treat friction brake actuator dynamics or uncertainties, we take them into account in all of our simulations. Specifically, we used 0.2 s as the time constant of the friction brake actuator [21] and show that the control schemes maintain speed regulation without serious degradation in performance.

B. Aggressive Braking

In addition to speed regulation it is important, here, to induce aggressive braking maneuvers when the difference between the current vehicle velocity, \( v \), and the desired one, \( v_d \), is sufficiently large, i.e., when \( |v - v_d| \) exceeds a given number \( \varepsilon_1 > 0 \). Assuming that the gear ratio \( r_g \) remains constant, the aggressive braking is needed when

\[
|\omega - \omega_d| \geq \varepsilon, \quad \text{where} \quad \varepsilon = \varepsilon_1/r_g, \quad \omega_d = v_d/r_g.
\]

To capture the new requirement, the new goal function \( Q_1 \) has to include the nominal goal function \( Q = (J_r/2)(\omega - \omega_d)^2 \) and a smooth barrier function \( \Phi_1 \) which is zero when the speed error \( |\omega - \omega_d| \) is smaller than \( \varepsilon \) and is monotonically and rapidly increasing when the speed error is larger than \( \varepsilon \) (see Fig. 9)

\[
Q_1 = \frac{J_r}{2}(\omega - \omega_d)^2 + \frac{J_r}{3}\Phi_1(\omega - \omega_d) \geq 0, \quad \gamma_1 > 0
\]

where

\[
\Phi_1(\omega - \omega_d) = \begin{cases} 0, & \text{if } \omega - \omega_d \leq \varepsilon \\ (\omega - \omega_d - \varepsilon)^3, & \text{if } \omega - \omega_d > \varepsilon \\ -(\omega - \omega_d + \varepsilon)^3, & \text{if } \omega - \omega_d < -\varepsilon. \end{cases}
\]

If the speed error falls outside the acceptable range \( [-\varepsilon, \varepsilon] \) then \( \Phi_1 \) takes a large value and forces the controller to respond rapidly. Thus, this control design ensures that normally the speed control is accomplished with the compression brake only. If we need to brake suddenly the barrier function amplifies the braking action and potentially causes the friction brake to engage. In this critical maneuver both the compression brake and friction brake are coordinated to decelerate rapidly.

Remark 9: A similar longitudinal speed control design which allows fast compensation for large errors in speed was achieved in [22] by introducing a signed-quadratic \((Q)\) term into the PI controller.

Fig. 10 illustrates the critical driving scenario with aggressive braking. The value of \( \varepsilon_1 = 0.29 \) m/sec (or 1.05 km/h) corresponds to \( \varepsilon = 50 \) r/min in the gear number seven. Here we compare the engine and vehicle speed during aggressive control action with the engine and vehicle speed during nominal control action (without the barrier function). As can be seen,
the response of the controller with the barrier function is much faster than that of the nominal design.

C. Speed Regulation Under Traffic Constraints

We next study a problem when in addition to speed regulation we want to avoid any collisions between our vehicle and the leading vehicle. It means that we want to maintain the desired vehicle speed and, additionally, ensure a sufficient distance between our vehicle and the vehicle in front of us. This is an important driving scenario in automated highway systems (AHS) (see [3] and [22]–[24].)

Let $s$ be the position of our truck as it goes down the hill, so that $\dot{s} = v$, and $s_l$ be the position of a vehicle in front of ours (leading vehicle) as it goes down the hill. The objective of collision avoidance is then to always ensure that the separation distance (in seconds of travel) does not fall below a given number $\delta_1 \geq 0$, i.e.,

$$\frac{s - s_l}{v} \geq \delta_1.$$

As in previous section, here we assume that the gear ratio $r_g$ remains constant. Therefore, the objective (34) can be restated as $[(s - s_l)/\omega] \geq \delta$, where $\delta = \delta_1/r_g$ and the new goal function $Q_2$, which captures the new requirement (34) will include the nominal goal function $Q = (Jr_\gamma/2)(\omega - \omega_d)^2$ and a smooth barrier function $\Phi_2$ that penalizes the small headway between the trucks in seconds, i.e.,

$$Q_2 = \frac{Jr_\gamma}{2} (\omega - \omega_d)^2 + Jr_\gamma \Phi_2 \left( \frac{s - s_l}{\omega} \right) \geq 0, \quad \gamma_2 > 0$$

where $\Phi_2$ has to be zero when $[(s - s_l)/\omega]$ is larger than $\delta$ and monotonically and rapidly increasing when $[(s - s_l)/\omega]$ is smaller than $\delta$. Because of $s - s_l < 0$ (since our truck follows the leading vehicle), the function $\Phi_2$ can be introduced as follows:

$$\Phi_2 \left( \frac{s - s_l}{\omega} \right) = \begin{cases} -1 - \delta \frac{\omega}{s - s_l}, & \text{if } \frac{s - s_l}{\omega} < -\delta \\ 0, & \text{otherwise} \end{cases}$$

where $\delta$ is the minimum headway distance allowed between the trucks (see Fig. 11).

This control design ensures that normally the speed control is accomplished with the compression brake but if $[(s - s_l)/\omega]$ becomes smaller than $\delta$, a high gain braking action is produced and both the compression brake and friction brake are engaged to prevent the collision.

The idea of the simulation scenario is that the leading vehicle decelerates to $0.5\omega_d$ at $t = 5$ s and then accelerates again to $\omega_d$ at $t = 10$ s. We want to maintain the desired speed 31.6 km/h, and to be sure that our vehicle will not collide with the decelerating leading vehicle. The minimum distance is $\delta = 10$ s (corresponding to $\delta_1 = 0.5\delta$) is allowed. The responses are shown in Figs. 12 and 13. It can be seen from the plot that the position trajectory of the following truck never exceeds the position trajectory of the leading vehicle. This implies that the controller prevented the collision. Note that the friction brakes are engaged when compression brake saturates to provide sufficient braking power.

![Fig. 11. Barrier function for “vehicle-following” maneuver.](image1)

![Fig. 12. The engine speed, vehicle speed, vehicle position during vehicle-following maneuver (solid lines). The dash-dotted line shows the desired engine and vehicle speeds while the dashed lines show the vehicle and position trajectory of the leading vehicle.](image2)

![Fig. 13. BVO timing and friction force during vehicle-following maneuver.](image3)

VII. CONCLUSION

Retarding power and retarding control are critical in accommodating higher operational speed and acceleration performance of modern HDVs. They are also fundamental requirements in achieving increased highway capacity and enhanced driving safety which are the major goals of AHS. The use of compression braking in coordination with the conventional friction brakes increases the overall retarding power of the vehicle and lowers maintenance costs on the conventional friction brakes. The compression brake can be used continuously without danger of damage and overheating and it is, thus, a natural actuator to be used for speed control.

In this paper we developed nonlinear SG controllers to accomplish both noncritical and critical longitudinal speed control maneuvers, including traffic constraints. Two ways to handle the
uncertainty in the road grade have been explored, one through the use of an integral action of the SG-PI controller for constant (but unknown) grade, and another one through the differential action of the SG-PD controller for time-varying grade. For large grade or desired vehicle speed changes, we proposed a controller that coordinates the compression brake with the gear ratio adjustment for noncritical maneuvers and also with the friction brakes during the critical maneuvers. In order to avoid excessive friction brake wear, the desired pattern of the braking is maintained whereby the compression brake is used continuously while the friction brake is engaged only when necessary during critical maneuvers. The aggressive maneuver requirements have been handled through the use of the barrier functions within the SG design approach. Simulations results demonstrated good response properties of the controllers.

REFERENCES


Maria Druzhinina received the M.S. degree in applied mathematics in 1992 and the Ph.D. degree in mathematical cybernetics in 1998, both from St. Petersburg State University, Russia. Since 1992, she has been with the Control of Complex Systems Laboratory of the Institute for Problems of Mechanical Engineering, Russian Academy of Sciences in St. Petersburg. She has held visiting research positions in the Powertrain Control Systems Department of Ford Research Laboratory, Ford Motor Company, in 1999 and in the Mechanical and Environmental Engineering Department of the University of California, Santa Barbara, from 1999 to 2000. She is currently a Research Fellow at the Mechanical Engineering Department of the University of Michigan. Her research interests include nonlinear and adaptive control theory and applications to vehicle and powertrain dynamics, control, and estimation.

Anna G. Stefanopoulou (S’93–M’96) received the Diploma degree in 1991 from the National Technical University of Athens, Athens, Greece, and the M.S. degree in naval architecture and marine engineering from the University of Michigan, Ann Arbor, in 1992. She received the second M.S. degree and the Ph.D. degree in electrical engineering and computer science from the University of Michigan in 1994 and 1996, respectively. She was an Assistant Professor at the University of California, Santa Barbara, and a Technical Specialist at the Scientific Research Laboratories at Ford Motor Company. She is presently an Associate Professor at the Mechanical Engineering Department at the University of Michigan. Her current research interests include powertrain modeling and control, controller architectures for industrial applications, and multivariable feedback control.


Lasse Moklegaard received the B.S. and M.S. degrees in electrical and computer engineering from the University of California, Santa Barbara, in 1997 and 1999, respectively. He is currently pursuing the Ph.D. degree in the Department of Mechanical and Environmental Engineering at the same university. His research is on powertrain modeling and control.