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ABSTRACT

MODELING AND CONTROL OF FUEL CELL SYSTEMS AND FUEL PROCESSORS

by

Jay Tawee Pukrushpan

Co-Chairs: Anna Stefanopoulou and Huei Peng

Fuel cell systems offer clean and efficient energy production and are currently under intensive develop-
ment by several manufacturers for both stationary and mobile applications. The viability, efficiency,
and robustness of this technology depend on understanding, predicting, and controlling the unique
transient behavior of the fuel cell system. In this thesis, we employ phenomenological modeling and
multivariable control techniques to provide fast and consistent system dynamic behavior. Moreover,
a framework for analyzing and evaluating different control architectures and sensor sets is provided.

Two fuel cell related control problems are investigated in this study, namely, the control of the
cathode oxygen supply for a high-pressure direct hydrogen Fuel Cell System (FCS) and control of the
anode hydrogen supply from a natural gas Fuel Processor System (FPS). System dynamic analysis and
control design is carried out using model-based linear control approaches. A system level dynamic
model suitable for each control problem is developed from physics-based component models. The
transient behavior captured in the model includes flow characteristics, inertia dynamics, lumped-
volume manifold filling dynamics, time evolving spatially-homogeneous reactant pressure or mole
fraction, membrane humidity, and the Catalytic Partial Oxidation (CPOX) reactor temperature.

The goal of the FCS control problem is to effectively regulate the oxygen concentration in the
cathode by quickly and accurately replenishing oxygen depleted during power generation. The fea-
tures and limitations of different control configurations and the effect of various measurement on the
control performance are examined. For example, an observability analysis suggests using the stack
voltage measurement as feedback to the observer-based controller to improve the closed loop perfor-
mance. The objective of the FPS control system is to regulate both the CPOX temperature and anode
hydrogen concentration. Linear multivariable system analysis is used to identify the limitation of a
decentralized controller and to design a model-based multivariable controller with significantly im-
proved performance in CPOX temperature regulation. Further analysis unveils the critical controller
cross-coupling term that contributes to the superior performance of the multivariable controller.
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Chapter 1

Background and Introduction

Fuel Cells are electrochemical devices that convert the chemical energy of a gaseous fuel directly into
electricity and are widely regarded as a potential alternative stationary and mobile power source.
They complement heat engines and reduce the ubiquitous dependence on fossil fuels and thus have
significant environmental and national security implications. As such, they are actively studied for
commercial stationary power generation, residential applications, and transportation technologies.
Recent study has shown that, in the United States, Carbon dioxide (CO2) accounts for more than
80% of greenhouse gases released [41] and the transportation sector is responsible for 32% of the
overall CO2 emission [32]. In this thesis, we concentrate on the fuel cell control requirement during
transients. Application of fuel cells in automotive powertrains is emphasized, partly because ground
vehicle propulsion conditions present the most challenging control problem, and partly due to their
importance in global fuel consumption and emission generation.

Fuel cell stack systems are under intensive development by several manufacturers, with the Polymer
Electrolyte Membrane (PEM) Fuel Cells (also known as Proton Exchange Membrane Fuel Cells)
currently considered by many to be in a relatively more developed stage for ground vehicle applications.
PEM Fuel Cells have high power density, solid electrolyte, long cell and stack life, as well as low
corrosion. They have greater efficiency when compared to heat engines and their use in modular
electricity generation and propulsion of electric vehicles is promising [62]. Fuel cell efficiency is high
at partial loads which correspond to the majority of urban and highway driving scenarios [88]. At a
nominal driving speed (30 mph) the efficiency of a fuel cell electric drive using direct hydrogen from
natural gas is two times higher than that of a conventional internal combustion engine [91]. Using pure
hydrogen as fuel can eliminate local emissions problems in densely populated urban environments. A
hydrogen generation and distribution infrastructure based on renewable energy from wind, water, and
sun, or fuel processors will help reduce our dependency on fossil fuels.

To compete with the ICE engines, however, fuel cell systems must operate and function at least
as well as conventional engine. Transient behavior is a key requirement for the success of fuel cell
vehicles. The fuel cell system power response is limited only by the air and hydrogen feed, flow
and pressure regulation, and heat and water management. As current is instantaneously drawn from
the load source connected to the fuel cell stack, heat and water are generated, whereas oxygen is
depleted. During this transient, the fuel cell stack breathing control system is required to maintain
optimal temperature, membrane hydration, and partial pressure of the reactants across the membrane
in order to avoid detrimental degradation of the stack voltage, and thus, efficiency reduction. These
critical fuel cell parameters can be controlled for a wide range of current, and thus power, by a series
of actuators such as valves, pumps, compressor motors, expander vanes, fan motors, humidifiers, and
condensers. The resulting auxiliary actuator system is needed to make fine and fast adjustments
to satisfy performance, safety, and reliability standards that are independent of age and operating
conditions. Model-based dynamic analysis and control design give insight of the subsystem interactions
and control design limitations. It also provides guidelines for sensor selection and control coordination
between subsystems. Creating a control-oriented dynamic model of the overall system is an essential
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2 Background and Introduction

first step not only for understanding of system behavior but also for the development and design of
the model-based control methodologies. The goal of this research is to develop physic-based dynamic
models of fuel cell systems and fuel processor systems and then apply multivariable control techniques
to study their behavior. The analysis will give insight into the control design limitations and provide
guidelines for the necessary controller structure and system re-design.

1.1 Fuel Cell

We summarize here the principle and potential benefits of fuel cell power generation. The fuel cell
principle was discovered in 1839 by William R. Grove, a British physicist [55]. A fuel cell consists
of an electrolyte sandwiched between two electrodes. The electrolyte has a special property that
allows positive ions (protons) to pass through while blocking electrons. Hydrogen gas passes over one
electrode, called an anode, and with the help of a catalyst, separates into electrons and hydrogen
protons (Figure 1.1)

2H2 ⇒ 4H+ + 4e− (1.1)

The protons flow to the other electrode, called a cathode, through the electrolyte while the electrons
flow through an external circuit, thus creating electricity. The hydrogen protons and electrons combine
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Figure 1.1: Fuel cell reaction

with oxygen flow through the cathode, and produce water.

O2 + 4H+ + 4e− ⇒ 2H2O (1.2)

The overall reaction of the fuel cell is therefore

2H2 + O2 ⇒ 2H2O (1.3)

The voltage produced from one cell is between 0 to 1 volts [69] depending on fuel cell operating
conditions and the size of load connected to the fuel cell. The typical value of the fuel cell voltage
is about 0.7 volts. To get higher voltage, multiple cells are stacked in series. The total stack voltage
is the number of cells multiplied by the average cell voltage. Like other electrical devices, there are
electrical resistances in the fuel cell. The loss associated with the resistance is dissipated in the form
of heat. In other words, heat is released from the fuel cell reaction.

Fuel cells have several advantages over internal combustion engines (ICE) and batteries. To gen-
erate mechanical energy, the ICE first converts fuel energy to thermal energy by combusting fuel with
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oxygen at high temperature. The thermal energy is then used to generate mechanical energy. Since
thermal energy is involved, the efficiency of the conversion process is limited by the Carnot Cycle [106].
Unlike ICE, fuel cells directly convert fuel energy to electrical energy and its maximum efficiency is
not subjected to Carnot Cycle limitations. Higher energy conversion efficiency can potentially be
achieved by fuel cells. If hydrogen is used as fuel, the outcome of the fuel cell reaction is water and
heat. Therefore, fuel cells are considered to be a zero emission power generator. They do not create
pollutants such as hydrocarbon or oxide of nitrogen. A battery is also an electrochemical device that
converts chemical energy directly to electricity. However, the battery reactants are stored internally
and when used up, the battery must be recharged or replaced. The reactants of fuel cell are stored
externally. Oxygen is typically taken from atmospheric air and hydrogen is stored in high-pressure
or cryogenic tanks which can be refueled. Refueling fuel tanks requires significantly less time than
recharging batteries [106].

There are different types of fuel cells, distinguished mainly by the type of electrolyte used. The
differences in cell characteristics, such as cell material, operating temperature, and fuel diversity,
make each type of fuel cell suitable for different applications. It is known that Polymer Electrolyte
Membrane Fuel Cells (PEMFC) are suitable for automobile applications. PEM fuel cells have high
power density, a solid electrolyte, long life, as well as low corrosion. PEM fuel cells operate in the
temperature range of 50 - 100◦C which allows safer operation and eliminates the need of thermal
insulation. The polymer electrolyte membrane is an electronic insulator but an excellent conductor of
hydrogen ions. The typical membrane material consists of a fluorocarbon backbone to which sulfonic
acid groups (SO−

3 H+) are attached [106]. When the membrane becomes hydrated, the hydrogen ions
(H+) in the sulfonic group are mobile. Depending on membrane manufacturers and the versions of
the membrane, properties of the membranes differ. The thickness of the membrane varies from 50 to
175 microns, which is approximately 2 to 7 papers thick [106]. The membrane is sandwiched between
two electrodes (anode and cathode) made from a highly conducting material such as porous graphite.
A small amount of platinum is applied to the surface of the anode and cathode to help increase the
rate of reaction. The three components (anode, electrolyte, and cathode) are sealed together to form
a single membrane electrolyte assembly (MEA), shown in Figure 1.2, which is typically less than a
millimeter thick.

Oxygen
Hydrogen

Water

Backing Layers
Flow Fields

& Current Collectors

A
n
o
d
e

C
a
th

o
d
e

M
e
m

b
ra

n
e

MEA

Figure 1.2: Fuel cell structure

The MEA is sandwiched by two backing layers made from porous carbon. The porous nature of
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the backing layer ensures effective diffusion of each reactant gas to the catalyst site on the MEA. The
outer surface of the backing layer is pressed against the flow field plates which serve as both reactant
gas flow field and current collector. The plate is made of a light-weight, strong, gas impermeable,
electron conducting material such as graphite or composite materials. The other side of the flow field
plate is connected to the next cell. The number of cells stacked in one fuel cell stack depends on the
power requirement of the stack, which varies across different applications.

Depending on its operating condition, a single fuel cell can provide a voltage from 0 to 1.0 volts
with the nominal value of 0.7 volts. Typical characteristics of fuel cells are normally given in the form
of a polarization curve, shown in Figure 1.3, which is a plot of cell voltage versus cell current density
(current per unit cell active area). The differences between actual voltage and the ideal voltage of
the fuel cell represent the loss in the cell. As shown in Figure 1.3, as more current is drawn from the
fuel cell, the voltage decreases, due to fuel cell electrical resistance, inefficient reactant gas transport
and low reaction rate. Since lower voltage indicates lower efficiency of the fuel cell, low load (low
current) operation is preferred. However, this will increase the fuel cell volume and weight. Moreover,
constant operation at low load is not practical in automobile applications where frequent load changes
are demanded. The polarization curve shown in Figure 1.3 is for a specific operating condition. The
curve varies with different operating conditions, including different pressure, temperature, reactant
partial pressure, and membrane humidity. An example of pressure effects on the polarization curve is
shown in Figure 1.4. The data, kindly given to us by the Ford Research Laboratory [29], are from a
generic PEM fuel cell stack used in a fuel cell prototype vehicle.
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Figure 1.3: Typical fuel cell polarization curve

1.2 Fuel Cell Propulsion System for Automobiles

In order to be used to power an automobile, a fuel cell stack needs to be integrated with other
components to form a fuel cell system. The diagram in Figure 1.5 shows the minimal components
required for a pressurized fuel cell engine. The fuel cell stack requires four flow systems: (i) hydrogen
supply system to the anode (ii) air supply system to the cathode (iii) de-ionized water serving as
coolant in the stack cooling channel and (iv) de-ionized water supply to the humidifier to humidify
the hydrogen and the air flows. These four subsystems are denoted by control inputs u1 to u4 in
Figure 1.5.

Operation at high pressure significantly improves the reaction rate, and thus, the fuel cell efficiency
and power density [8], a compressor and an electric drive motor are needed to compress air to a desired
pressure level. Due to high temperature of the air leaving the compressor, an air cooler is needed
to reduce the air temperature before it enters the stack. A humidifier is used to add vapor into the
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Figure 1.4: Fuel cell polarization for different operating pressures
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6 Background and Introduction

air flow, as illustrated in Figure 1.5, in order to prevent dehydration of the membrane. As the air
leaves the stack, it carries vapor produced in the fuel cell. For an automotive fuel cell system, a water
separator is needed in order to recover the water. On the anode side, hydrogen is supplied from a
container which can store pressurized hydrogen or liquid hydrogen. A valve is used to control the flow
rate of hydrogen. A humidifier is also used to humidify the hydrogen flow. Since the temperature of
the stack must be maintained below 100 ◦C for the membrane to be properly humidified, excessive
heat released in the fuel cell reaction is removed by a de-ionized water coolant. As illustrated in
Figure 1.5, the coolant leaving the stack then passes through a heat exchanger or a radiator in order
to remove heat from the system. A power conditioner, denoted as control input u5 in Figure 1.5, is
frequently needed since the voltage of the fuel cell stack varies significantly and is not suitable for
typical electronic components nor traction motors. The conditioned power is supplied to the traction
motor connected to the vehicle drivetrain. The control input u6 in Figure 1.5 represents the control
of traction motor drive.

Reactant flow rate, total pressure, reactant partial pressure, temperature, and membrane humidity
are the main parameters that need to be regulated in order to ensure (i) fast transient response,
consistent warm-ups, and safe shutdown and (ii) robustness and adaptation to changing power. The
main control devices are the compressor motor for the air flow and pressure regulations, the valve for
hydrogen flow rate and pressure regulations, the water pump or radiator fan speed for the temperature
regulations, and the humidifier for the humidity control. However, the changes in the parameters are
not independent. Changes in one parameter influence the others. For example, consider the following:
an increase in air flow rate can cause an increase in air pressure but can also vary the amount of vapor
and heat entering and leaving the stack, thus affecting the humidity of the membrane and temperature
of the stack. Stack temperature also affects the humidity of the air and hydrogen inside the stack
since the vapor saturation pressure depends strongly on the temperature.

During vehicle operation, various load levels as well as sudden load changes are expected. For
fuel cell vehicles to be commercialized, these vehicle operations need to be well handled. During this
transient, the control system is required to maintain optimal temperature, membrane hydration, and
partial pressure of the reactants in order to avoid detrimental degradation of the fuel cell voltage, and
thus, an efficiency reduction and fuel cell life shortening.

1.3 System Interactions

Precise control of the reactant flow and pressure, stack temperature, and membrane humidity is
critical to the viability, efficiency, and robustness of fuel cell propulsion systems. The resulting task
is complex because of subsystem interactions and conflicting objectives. The overall system could
be partitioned into four subsystems. Each system has a corresponding control objective and also
interactions with other subsystems. The subsystems are the reactant flow, the heat and temperature,
the water management, and the power management subsystems.

1.3.1 Reactant Flow Subsystem

The reactant flow subsystem consists of hydrogen supply and air supply loops. As the vehicle traction
motor draws current, hydrogen and oxygen become depleted in the fuel cell stack. The hydrogen
flow in the anode and the air flow in the cathode are adjusted using the valve and compressor motor
commands, respectively. The control objective is to provide sufficient reactant flows (to keep the
desired excess ratio) to ensure fast transient responses and to minimize auxiliary power consumption.
The non-minimum phase behavior of the fuel cell power output to changes in compressor motor input
limits the closed-loop bandwidth of this loop. A few early patents [75, 81] recognize this difficulty
and avoid a slow response by relying on a feedforward map that must be tuned at different ambient
conditions [83]. Several experimental systems use a fixed speed motor which supplies air flow that
satisfies maximum traction requirements. This results in unnecessary auxiliary power consumption
during low load operations where less flow is needed.
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1.3.2 Heat and Temperature Subsystem

The heat and temperature subsystem includes the fuel cell stack cooling system and the reactant
temperature system. As current is drawn by the traction motor, heat is generated in the fuel cell.
The thermal management of the fuel cell stack is more challenging than that of the internal combustion
engine. First, de-ionized water is used as coolant in the stack instead of an effective coolant fluid.
Second, the PEM fuel cell is designed to operate at the temperature around 80◦C. Therefore, the
exhaust air exiting the stack, which has temperature around 80◦C, has less ability to carry out heat
than the ICE exhaust gas which is over 500◦C [59]. Heat rejection for the fuel cell stack is therefore a
responsibility of the cooling system. Furthermore, the low temperature difference between the stack
and the water coolant limits the effectiveness of the heat transfer from the stack to the coolant. With
the stack size required for passenger vehicles, the heat generated cannot be passively dissipated by
air convection and radiation through the external surface of the stack. This requires active cooling
through the reactant flow rate and the cooling system. Apart from the water coolant flow rate and its
temperature, the temperature of inlet reactant air also affects the temperature of the stack. The heat
management system can vary the speed of the cooling fan and the recirculation pump in coordination
with adjusting a by-pass valve. The goal of thermal management is fast warm-up with no stack
temperature overshoot and low auxiliary fan and pump power.

1.3.3 Water Management Subsystem

The task of the water management system is to maintain hydration of the polymer membrane and to
balance water usage/comsumption in the system. The amount of reactant flow and the water injected
into the anode and cathode flow streams affect the humidity of the membrane. Dry membranes
and flooded fuel cells cause high polarization losses. As the current is drawn from the fuel cell,
water molecules are both produced in the cathode and dragged from the anode to the cathode by
the hydrogen protons. As the concentration of water in the cathode increases, the concentration
gradient causes water to diffuse from the cathode to the anode. Perturbation in fuel cell humidity
can be caused by different mechanisms: water generated while load increases, changes in the absolute
and relative reactant pressure across the membrane, changes in air flow rate, and changes in stack
temperature, which change the vapor saturation pressure. These mechanisms indicate strong and
nonlinear interactions among the humidity control tasks, the reactant flow management loop, the
heat management loop, and the power management loop. A 20-40% drop in voltage can occur if there
is no proper humidification control [24].

1.3.4 Power Management Subsystem

The power management subsystem controls the power drawn from the fuel cell stack. Without con-
sidering power management, the load current can be viewed as a disturbance to the fuel cell system.
However, as shown above, the current drawn has a direct impact on other subsystems. If a battery is
used as another power source in the system, the power management between two power sources could
be applied with the objective of giving a satisfactory vehicle transient response and assisting the fuel
cell system.

1.3.5 Fuel Processor Subsystem

Inadequate infrastructure for hydrogen refueling, distribution, and storage makes fuel processor tech-
nology an important part of the fuel cell system. Methanol, gasoline, and natural gas are examples
of fuels being considered as fuel cell energy sources. Figure 1.6 illustrates different processes involved
in converting carbon-based fuel to hydrogen [18, 23]. Interactions between the components and many
additional control actuators in the fuel processor introduce additional complexity to the control prob-
lem. In addition to the fuel cell variables, the fuel processor variables that require precise control
include the temperature of the reactors and the concentration of hydrogen and carbon-monoxide in
the gas stream.
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Figure 1.6: Fuel sources for fuel cell systems [18, 23]

1.4 Literature Review

To achieve high efficiency and a long life cycle of the fuel cell stack, the reactant gas supply and water
and heat subsystems need to be properly controlled both during steady-state and transient operations.
During vehicle transient operation, delivering torque to meet driveability performance while meeting
safety and efficiency criteria is of concern [102]. Yang et al. [111] described the control challenges
and the methodologies being used in fuel cell prototype vehicles. A variety of control problems were
identified and discussed. Another report [64] discussed the importance of subsystem management, or
balance of plant, and control needed for each subsystem. The difficulties of the thermal management
system are explained in [46]. The interactions between thermal management and stack performance
are also addressed. Several integration issues and trade-offs within the fuel cell system are discussed.
The impact of stack water and thermal managements on the fuel cell system is studied in [10]. In
[47] and [12], fuel cell stack in-vehicle performance was shown to be lower than performance on a
laboratory test-stand due to the discrepancy in fuel cell operating conditions, particularly inadequate
air supply and insufficient humidification. The need for control strategies that can respond fast and
can regulate the fuel cell operating conditions was emphasized.

Despite a large number of publications on fuel cell modeling, models of fuel cell systems suitable
for control studies are still lacking. The models developed in the literature can be classified into
three main categories, namely, fuel cell performance models, steady-state fuel cell system models, and
dynamic fuel cell system models.

Most of the publications on fuel cell modeling have targeted the fuel cell performance prediction.
Models in this category are mostly steady-state. They are developed at the cell level and include spatial
variations of the fuel cell parameters. Complex electrochemical, thermodynamic, and fluid mechanics
principles are used to develop these models. The performance or efficiency of the fuel cell under
different steady-state operating conditions can be determined using this type of model. The main
purposes of these models are to design the fuel cell components and to choose the fuel cell operating
points. While these models are not suitable for control studies, they establish the fundamental effects of
operating parameters, such as pressure and temperature, on the fuel cell voltage. Several publications
[5, 65, 77, 78] presented the formulation of fuel cell resistances which is used to predict fuel cell
polarization characteristics at different operating conditions. Mass transport of gas and water was
also included in several publications with both one-dimensional [4, 16, 17, 100] and two-dimensional
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models [31, 56, 95]. Springer et al. [100] also presented a model predicting net water flow per proton
through the membrane and the increase in membrane resistance due to the membrane water content.
Many publications addressed the water and thermal management of the fuel cell. Nguyen and White
[82] developed a model investigating the effectiveness of various humidification designs. Fuller and
Newman [48] developed a two-dimensional mass transport model of membrane electrode assembly to
examine the water, thermal, and reactant utilization of the fuel cell. Okada et al. [86] presented a
method to analytically calculate water concentration profiles in the membrane. A three-dimensional
numerical model that predicts the mass flow between the cathode and anode channels was presented
in [39]. Bernardi [15] and Büchi [24] presented models that identify operating conditions that result
in water balance in the fuel cell. Baschuk and Li [13] developed a model that includes the effect of
water flooding in the cathode catalyst layer. Wöhr et al. [110] presented a dynamic model of heat and
water transport in the fuel cell and showed the effects of various current density variations on the fuel
cell performance. Interestingly, they showed that different rates of load changes can lead to a different
level of fuel cell voltage as a result of water deficiency. Several models were developed to represent
fuel cell stacks [72, 104]. In [72], the model was used to determine operating configurations. The stack
model in [104] was used in the stack flow field design. A model predicting transient responses of the
fuel cell stack was given in [6]. The heat transfer transient phenomena were incorporated into this
model. All the papers in the above category used a combination of experiments and physical laws to
derive their models.

An interesting set of papers with experimental results of fuel cell performance during dynamic
excitation appeared in the literature recently. Specifically, Chu and Jiang evaluated fuel cell perfor-
mance under various conditions. Different types of membrane were tested in [27] and the humidity
and hydrogen flow effects were presented in [28]. The voltage-time behaviors of the fuel cell stack at
constant current discharge were studied and a model representing the behavior was presented in [61].
The stack structure designs were tested in [60]. Laurencelle et al. [70] presented experimental results
of fuel cell stack responses during load transitions. The transient behavior of stack voltage during
positive load switching was observed in the experiment.

Steady-state system models are typically used for component sizing, static trade-off analysis, and
cumulative fuel consumption or hybridization studies. The models in this category represent each
component such as the compressors, heat exchangers, and fuel cell stack voltage as a static performance
or efficiency map. The only dynamics considered in this type of model is the vehicle effective inertia.
Barbir et al. [11] presented a steady-state model of the entire system that calculates the system
and component parameters for various operating pressures, temperatures and power levels. System
efficiency was also evaluated. The size of heat exchanger or radiator was determined for each system
configuration. Equations presented in [45] were used to find operating strategies based on the efficiency
of each individual component in an indirect methanol fuel cell system. A method to optimize the net
power output was presented. The fuel cell system models in [3, 9, 19, 84] were used in fuel cell/battery
hybrid studies. Fuel economy was determined and supervisory vehicle control was studied using the
model in [19]. The model in [3] was used to study the trade-off between maximum acceleration and
auxiliary power sources. The vehicle inertia dynamics were the only transient phenomena in this
model. Sizing of the fuel cell and battery in a hybrid configuration was studied in [9]. This model
was used to choose the degree of hybridization that offers high fuel economy and to study power
management strategies between the fuel cell stack and battery. Steady-state models of the fuel cell
stack, air supply system, and thermal management system were incorporated into vehicle simulation
program in [94]. The model was used to predict the acceleration, braking and drive cycle fuel economy
performance of a fuel cell stack and ultracapacitor hybrid SUV vehicles. In most of these papers, the
fuel cell stack is modeled with a static polarization relationship for fixed fuel cell operating parameters.

Several dynamic fuel cell system models exist in the literature. Different levels of dynamic behavior
were incorporated into each of the models. The thermal dynamics are considered to be the slowest
dynamics in the fuel cell system. Therefore, several publications have included only the temperature
dynamic in their models and ignored the other dynamics such as air supply and humidity. Turner
et al. [109] and Geyer et al. [51] included the transient effect of fuel cell stack temperature rise in
their models. By including only temperature dynamics, the system transient behavior can be clearly
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observed during the warm-up period as shown in [20]. Hauer et al. [58] represented the dynamics of
the fuel reformer with the dynamics of its temperature rise by using a second-order transfer function
with an adjustable time constant. Kim and Kim [66] simplified the system model further by using
first-order time delay electrical circuit to represent the fuel reformer and the fuel cell stack voltage.
The model is connected to a step-up chopper. A fuzzy controller was designed to improve system
performance. A few publications [57, 87, 90] included the dynamics of the air supply system, i.e.,
considered the dynamics of the air compressor and the manifold filling and their consequences to the
fuel cell system model. However, neither modeling details nor simulation results were given in these
papers.

From the literature review above, it is obvious that a comprehensive control-oriented model is
needed. The field is fast evolving and there is a lot of excitement but also a lot of commercial
or confidentiality considerations that does not allow state-of-the-art results to be published. The
exercise of developing such a model is critical for future control development.

1.5 Thesis Overview

The development of a model of a dynamic fuel cell reactant supply subsystem that is suitable for
control study is explained in Chapters 2 and 3. The model incorporates the transient behaviors
that are important for integrated control design and analysis. Models of the auxiliary components,
namely a compressor, manifolds, an air cooler, and a humidifier, are presented in Chapter 2. Inertia
dynamics along with nonlinear curve fitting of the compressor characteristic map are used to model
the compressor. The manifold dynamic models are based on lumped-volume filling dynamics. Static
models of the air cooler and air humidifier are developed using thermodynamics.

The fuel cell stack model in Chapter 3 is composed of four interacting sub-models, namely stack
voltage, cathode flow, anode flow, and membrane hydration models. The stack voltage is calculated
as a function of stack current, cell temperature, air pressure, oxygen and hydrogen partial pressures,
and membrane humidity. The voltage function presented in Section 3.1 is based on the Nernst open
circuit voltage, and activation, ohmic, and concentration losses. Flow equations, mass continuity,
and electrochemical relations are used to create lumped-parameter dynamic models of the flow in the
cathode and anode in Sections 3.2 and 3.3. Mass transport of water across the fuel cell membrane is
calculated in the membrane hydration model in Section 3.4.

A perfect control of air humidifier and a simple proportional control of the hydrogen supply valve
are integrated into the model to allow us to focus on the analysis and control design of the air supply
system. In Chapter 4, we perform a steady-state analysis of the model in order to determine the
optimal value of the air flow setpoint, termed oxygen excess ratio, that results in the maximum
system net power. The resulting value agrees with the fuel cell specification in the literature, and
thus indirectly validates the accuracy of the model. Results from the simulation of the model with a
static feedforward controller based on the optimal setpoint are presented in Section 4.3. The model
predicts transient behavior similar to that reported in the literature.

The control design of the air supply system using model-based linear control techniques is presented
in Chapter 5. Several control configurations are studied and the advantages and disadvantages of each
configuration are also explained. Additionally, the performance limitations of the controller due to
measurement constraints are also illustrated. In Section 5.6, the results from an observability analysis
suggest the use of stack voltage measurement in the feedback to improve the performance of the
observer-based controller. The analogy between the fuel cell closed-loop current-to-voltage transfer
function and an electrical impedance, discussed in Section 5.8, can be useful to researchers in the area
of power electronics. Section 5.9 presents an analysis of the tradeoff between regulation of cathode
oxygen and desired net power during transient. A range of frequencies associated with the tradeoff is
determined.

In Chapters 6 and 7, a control problem of the partial oxidation based natural gas fuel processor
is studied. The components and processes associated with the processor are explained in Section 6.1.
A dynamic model of the processor is also presented in Chapter 6. Transient flow, pressure and
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reactor temperature characteristics are included. The reaction products are determined based on the
chemical reactions, and the effects of both the oxygen to carbon ratio and the reactor temperature on
the conversion are included. The model is validated with a high-order detailed model of the fuel cell
and fuel processor system, and the results are shown in Section 6.11.

A two-input two-output control problem of regulating the catalytic partial oxidation (CPOX)
temperature and the stack anode hydrogen concentration using natural gas valve and air blower com-
mands is studied in Chapter 7. Section 7.3 illustrates the use of the relative gain array method to
find appropriate pairings of the system input and output and also to analyze the system interac-
tions. The analysis shows that large system interactions degrade the performance of the decentralized
controller, especially during transient operation. A model-based multivariable controller for the fuel
processor system is designed in Section 7.5 using the linear quadratic optimal method. It is shown
that significant improvement in CPOX temperature regulation can be achieved with the designed
multivariable controller. The controller is then analyzed to determine the important terms that con-
tribute to the improvement of the closed loop performance. This will be useful in the simplification
and implementation of the controller.

Chapter 8 provides a summary and contributions of the work. Several topics that need to be
addressed and several other interesting areas to study are also given.

1.6 Contributions

Fuel cells are widely regarded as a potential stationary and mobile power source for the future. At
present, however, the fuel cell systems are at an early stage of development. Success of fuel cell power
generation system will offer tremendous benefits to both consumers and the society. Satisfactory
transient behavior of the fuel cell system is one of the key requirements for the success of the fuel
cell technology. Many publications have discussed the importance and the need for a well-designed
control system for the fuel cell power plant. However, we are not aware of any prior publication
presenting a systematic approach in analyzing the dynamic behavior and designing robust controllers
for fuel cells. In this thesis, we perform control analysis and design for two fuel cell control problems
using model-based control methodologies. Our work provides a comprehensive control analysis of the
fuel cell system that not only can be used to develop robust controllers but also can help in making
decisions on system re-design for improved performance.

The major contributions of the dissertation include

• Two control problems of the fuel cell power generation system are formulated in this disseration.
The first problem is the control of air supply system for a high-pressure direct hydrogen fuel
cell system (FCS). The objective is to control the compressor motor command to quickly and
efficiently replenish the cathode oxygen depleted during system power generations. The second
problem is the control of a low-pressure natural gas fuel processor system (FPS). The goal is to
coordinate an air blower and a fuel valve in order to quickly replenish the hydrogen depleted in
the fuel cell anode while maintaining the desired temperature of the catalytic partial oxidation
(CPOX) reactor.

• Control-oriented dynamic models suitable for control design and analysis are created. The
complexity of the models is kept minimal by considering only physical effects relevant to the
control problems. The models are developed using physics-based principles allowing them to
be used for different fuel cell systems requiring only parameter modifications. Moreover, the
variables in the models represent real physical variables providing insight into the dynamic
behavior of the real system. The causality of the process is clearly demonstrated in the models.

• The models are used in the model-based control analysis to develop controllers and to determine
required control structures that provide an enhanced performance over conventional controllers.
Moreover, the analysis provides insight into the performance limitations associated with plant
architecture, sensor location and actuator bandwidth.
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– For the FCS, the limitations of using integral control and observer-based controller arise
from sensor locations. In particular, a direct measurement of the performance variable,
i.e. the oxygen excess ratio, is not possible. The compressor flow rate, which is located
upstream from the stack, is traditionally used as the only feedback to the controller. Our
observability analysis shows that the stack voltage measurement can be used to enhance
the closed-loop system performance and robustness. The voltage measurement is currently
used only for safety monitoring. However, we demonstrate that the fuel cell stack mean
voltage can be used for active control of fuel cell stack starvation. This result exemplifies
our contributions in defining critical and cost-effective sensor location for the FCS.

– An additional limitation arises when the FCS architecture dictates that all auxiliary equip-
ments are powered directly from the fuel cell with no secondary power sources. This plant
configuration is preferred due to its simplicity, compactness and low cost. We used linear
optimal control design to identify the frequencies at which there is severe tradeoff between
the transient system net power performance and the stack starvation control. The result
can be used to determine the required size of additional energy or oxygen storage devices in
the case that fast transient response is required. We demonstrated that the multivariable
controller improves the performance of the FCS and results in a different current-voltage
dynamic relationship that is captured by the closed-loop FCS impedance. We expect that
the derived closed-loop FCS impedance will be very useful and will provide the basis for a
systematic design of fuel cell electronic components.

– Multivariable feedback analysis using the control-oriented model of the FPS indicates large
system interactions between the fuel and the air loops at high frequencies. Our analysis
shows that the magnitude and speed of the fuel valve limit the closed-loop bandwidth in
the fuel loop, thus affect hydrogen starvation. We demonstrate that fast regulation of
CPOX temperature, which is the objective in the air loop, requires a fast blower and air
dynamics if a decentralized control structure is used. On the other hand, a slow blower
can also accomplish similar performance if it is coordinated with the fuel valve command.
The coordination is achieved with a model-based controller that decouples the two loops
at the frequencies of high interaction. With this result we provide rigorous guidelines re-
garding actuator specifications and the necessary software complexity for multiple actuator
coordination.



Chapter 2

Fuel Cell System Model: Auxiliary
Components

Models developed specifically for control studies have certain characteristics. Important characteris-
tics such as dynamic (transient) effects are included while some other effects, such as spatial variation
of parameters, are lumped and included in ordinary differential or difference equation forms. Further-
more, only dynamic effects that are related to automobile operations are integrated into the models.
The relevant time constant for an automotive propulsion-sized PEM fuel cell system are summarized
in [57]

• Electrochemistry O(10−19 sec)

• Hydrogen & air manifolds O(10−1 sec)

• Membrane water content O(unclear)

• Flow control/supercharging devices O(100 sec)

• Vehicle inertia dynamics O(101 sec)

• Cell and stack temperature O(102 sec)

where O stands for the order of magnitude. The extremely fast transient phenomena of both electro-
chemical reactions and electrode electrical dynamics have minimal effects in automobile application
and can be ignored. The transient behaviors due to manifold filling dynamics, membrane water
content, supercharging devices, and temperature may impact the behavior of the vehicle, and thus,
must be included in the model. Interactions between processes, when appropriate, are also included.
However, with relatively slow responses, the cell and stack temperature may be viewed as a separate
control system which is equipped with a separate controller. The temperature can then be considered
as a constant for other faster subsystems.

The system block diagram showing the subsystem blocks along with input/output signals is il-
lustrated in Figure 2.1. In this chapter, the models of several components shown in the figure are
explained. In this study, we focus on the reactant supply subsystem and thus the models of the com-
ponents related to this subsystem are developed. The component models for the heat management
subsystem are left for future study. Figure 2.2 illustrates the components and flows related to the
reactant supply subsystem. In this chapter, the modeling of the auxiliary components is explained.
The compressor dynamic model is explained in Section 2.1 followed by an explanation of the manifold
filling model in Section 2.2. Static models of the air cooler and the air humidifier are explained in
Sections 2.4 and 2.5. In the next chapter, the development of the fuel cell stack model, which consists
of stack voltage, anode flow, cathode flow and membrane hydration models, is presented.

13
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2.1 Compressor Model

The compressor model is separated into two parts, as shown in Figure 2.3. The first part is a static
compressor map which determines the air flow rate through the compressor. Thermodynamic equa-
tions are then used to calculate the exit air temperature and the required compressor power. The
second part represents the compressor and motor inertia and defines the compressor speed. The speed
is consequently used in the compressor map to find the air mass flow rate.

Pcp

Wcp

vcm

pcp,in patm

psm

Tcp,in Tatm
Tcp,out

ωcp

ωcp

CP
Map

CP & CM
Inertia

=

=

Figure 2.3: Compressor block diagram

The only dynamic state in the model is the compressor speed, ωcp. The inputs to the model
include inlet air pressure, pcp,in, its temperature, Tcp,in, voltage command to compressor motor, vcm,
and downstream pressure, which is the supply manifold pressure, pcp,out = psm. The inlet air is
typically atmospheric and its pressure and temperature are assumed to be fixed at patm = 1 atm and
Tatm = 25◦C, respectively. The motor command is one of the inputs to the fuel cell system. The
downstream pressure is determined by the supply manifold model.

The compressor air mass flow rate, Wcp (kg/sec), is determined, through a compressor flow map,
from the pressure ratio across the compressor and the speed of the compressor. However, supplying the
compressor flow map in the form of a lookup table is not well-suited for dynamic system simulations
[79]. Standard interpolation routines are not continuously differentiable and extrapolation is unre-
liable. Therefore, a nonlinear curve fitting method is used to model the compressor characteristics.
The Jensen & Kristensen method, described in [79], is used in our model.

To reflect variations in the inlet condition of the compressor, which are the inlet flow pressure and
temperature, the “corrected” values of mass flow rate and compressor speed are used in the compressor
map. The corrected values [30] are the corrected compressor speed (rpm), Ncr = Ncp/

√
θ, and the

corrected mass flow, Wcr = Wcp

√
θ/δ, where corrected temperature θ = Tcp,in/ 288 K and corrected

pressure δ = pcp,in/1 atm. Using the Jensen & Kristensen method, the dimensionless head parameter
Ψ is first defined:

Ψ =

CpTcp,in

[(
pcp,out

pcp,in

) γ−1
γ

− 1

]

1
2
U2

c

(2.1)

where the inlet air temperature, Tcp,in, is in Kelvin and Uc is the compressor blade tip speed (m/s)

Uc =
π

60
dcNcr (2.2)

dc is the compressor diameter (m) and γ is the ratio of the specific heats of the gas at constant
pressure, Cp/Cv, which is equal to 1.4 in the case of air. The normalized compressor flow rate, Φ, is
defined by

Φ =
Wcr

ρa
π
4 d2

cUc
(2.3)
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where ρa is air density (kg/m3). The normalized compressor flow rate, Φ, is then correlated with the
head parameter, Ψ, by the equation

Φ = Φmax


1 − exp

β

(
Ψ

Ψmax
− 1

)
 (2.4)

where Φmax, β, and Ψmax are polynomial functions of the Mach number, M ,

Φmax = a4M
4 + a3M

3 + a2M
2 + a1M + a0

β = b2M
2 + b1M + b0 (2.5)

Ψmax = c5M
5 + c4M

4 + c3M
3 + c2M

2 + c1M + c0

The inlet Mach number, M , is defined by

M =
Uc√

γRaTcp,in

(2.6)

where Ra is the air gas constant. In Equation (2.5), ai, bi, and ci are regression coefficients ob-
tained by curve fitting of the compressor data. The air mass flow in kg/sec is then calculated using
Equation (2.3):

Wcr = Φρa
π

4
d2

cUc (2.7)

The parameters used in the model are given in Table 2.1. The compressor model used here is for an

Table 2.1: Compressor map parameters
Parameter Value Units

Ra 2.869 × 102 J/(kg·K)
ρa 1.23 kg/m3

dc 0.2286 m

Allied Signal compressor. The data were obtained by digitizing the compressor map given in [30].
The regression coefficients obtained by curve fitting are given in Table 2.2. Figure 2.4 shows that the
curve fitting scheme represents the compressor data very well.

Table 2.2: Compressor map regression coefficients
Parameter Value

a4 −3.69906 × 10−5

a3 2.70399 × 10−4

a2 −5.36235 × 10−4

a1 −4.63685 × 10−5

a0 2.21195 × 10−3

b2 1.76567
b1 -1.34837
b0 2.44419
c5 −9.78755 × 10−3

c4 0.10581
c3 -0.42937
c2 0.80121
c1 -0.68344
c0 0.43331
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A lookup table of the compressor efficiency, ηcp, is used to find the efficiency of the compressor
from the mass flow rate and pressure ratio across the compressor. The maximum efficiency of the
compressor is 80%. The temperature of the air leaving the compressor is calculated from the equation

Tcp,out = Tcp,in +
Tcp,in

ηcp

[(
pcp,out

pcp,in

) γ−1
γ

− 1

]
= Tatm +

Tatm

ηcp

[(
psm

patm

) γ−1
γ

− 1

]
(2.8)

The torque required to drive the compressor is calculated using thermodynamic equations:

τcp =
Cp

ωcp

Tatm

ηcp

[(
psm

patm

) γ−1
γ

− 1

]
Wcp (2.9)

where τcp is the torque needed to drive the compressor in N-m
Cp is the specific heat capacity of air = 1004 J·kg−1 ·K−1

γ is the ratio of the specific heats of air = 1.4

Derivations of Equations (2.8) and (2.9) are standard and can be found in the thermodynamics or
turbine literature [21, 53].

A lumped rotational parameter model with inertia is used to represent the dynamic behavior of
the compressor speed:

Jcp
dωcp

dt
= (τcm − τcp) (2.10)

where Jcp is the combined inertia of the compressor and the motor (kg·m2)
ωcp is the compressor speed (rad/sec)
τcm is the compressor motor torque input (N-m)
τcp is the torque required to drive the compressor (N-m) calculated in (2.9)

The compressor motor torque is calculated using a static motor equation:

τcm = ηcm
kt

Rcm
(vcm − kvωcp) (2.11)

where kt, Rcm, and kv are motor constants and ηcm is the motor mechanical efficiency. The values
are given in Table 2.3.
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Table 2.3: Compressor motor parameters
Parameter Value

kv 0.0153 V/(rad/sec)
kt 0.0153 N-m/Amp

Rcm 0.82 Ω
ηcm 98%

2.2 Lumped Model of the Manifold Dynamics

The manifold model represents the lumped volume associated with pipes and connections between
each device. The supply manifold volume includes the volume of the pipes between the compressor
and the fuel cell stack including the volume of the cooler and the humidifier (Figure 1.5). The return
manifold represents the pipeline at the fuel cell stack exhaust.

Win

Wout
Wout

AT

Tin

Manifold
Filling

Throttle
p2

p  m

p1=p

p

Figure 2.5: Manifold block diagram

Block diagram of the manifold model is shown in Figure 2.5. The mass conservation principle is
used to develop the manifold model. For any manifold,

dm

dt
= Win − Wout (2.12)

where m is the mass of the gas accumulated in the manifold volume and Win and Wout are mass
flow rates into and out of the manifold. If we assume that the air temperature is constant in the
manifold, T , and equal to the inlet flow temperature, T = Tin, the manifold filling dynamics follow
an isothermic relation:

dp

dt
=

RaT

V
(Win − Wout) (2.13)

where Ra is the gas constant of air and V is the manifold volume. If the air temperature is expected to
change in the manifold, the pressure dynamic equation, which is derived from the energy conservation
and the ideal gas law,

dp

dt
=

γRa

V
(WinTin − WoutT ) (2.14)

is used in addition to the mass balance equation (2.12). The air temperature, T , in (2.14), is calculated
from m in (2.12) and p in (2.14) using the ideal gas law. In summary, if the temperature of the air
in the manifold is assumed constant, Equation (2.13) is used to model the manifold dynamics. If the
temperature of the air is expected to change, Equations (2.12) and (2.14) are used.

The nozzle flow equation, derived in [59], is used to calculate the outlet flow of the manifold. The
rate of flow through a nozzle is a function of the upstream pressure, p1, and the downstream pressure,



2.2 Lumped Model of the Manifold Dynamics 19

p2, of the nozzle. The flow characteristic is divided into two regions by the critical pressure ratio:(
p2

p1

)
crit

=
(

2
γ + 1

) γ
γ−1

(2.15)

where γ is the ratio of the specific heat capacities of the gas, Cp/Cv. In the case of air, γ = 1.4 and
the critical pressure ratio is equal to 0.528. For sub-critical flow where the pressure drop is less than

the critical pressure ratio, p2
p1

>
(

2
γ+1

) γ
γ−1

, the mass flow rate is calculated from

W =
CDAT p1√

R̄T1

(
p2

p1

) 1
γ

{
2γ

γ − 1

[
1 −

(
p2

p1

) γ−1
γ

]} 1
2

for
p2

p1
>

(
2

γ + 1

) γ
γ−1

(2.16)

Parameter CD is the discharge coefficient of the nozzle, AT is the opening area of the nozzle (m2),
and R̄ is the universal gas constant. For critical flow (or choked flow), the mass flow rate is given by

Wchoked =
CDAT p1√

R̄T1

γ
1
2

(
2

γ + 1

) γ+1
2(γ−1)

for
p2

p1
≤
(

2
γ + 1

) γ
γ−1

(2.17)

The plot of W/Wchoked is shown as a dashed line in Figure 2.6. If the pressure difference between the

0 0.2 0.4 0.6 0.8 1 1.2
0

1

W

Wchoked

P1

P2

critical (choked) sub-critical

Figure 2.6: Dashed line - relative mass flow rate as a function of nozzle pressure ratio eqns. (2.16)-
(2.17), Solid line - linearized mass flow rate at low pressure difference eqn (2.18)

manifold and the downstream volume is small and always falls into the sub-critical flow region, the
flow rate can be calculated by a linearized form of the sub-critical nozzle flow equation (2.16)

W = k(p1 − p2) (2.18)

where k is the nozzle constant. The plot of the linearized equation (2.18) for various manifold pressures
is shown in Figure 2.7 as a solid line, compared to the plot of Equation (2.16) shown as a dashed line.

2.2.1 Supply Manifold

For the supply manifold, the inlet mass flow is the compressor flow, Wcp, and the outlet mass flow
is Wsm,out. Since the pressure difference between the supply manifold and the cathode is relatively
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small,

Wsm,out = ksm,out(psm − pca) (2.19)

where ksm,out is the supply manifold outlet flow constant. Since the temperature of the air in the
supply manifold is high, it is expected that the air temperature changes inside the manifold. Thus,
Equations (2.12) and (2.14) are used to model the supply manifold

dmsm

dt
= Wcp − Wsm,out (2.20)

dpsm

dt
=

γRa

Vsm
(WcpTcp,out − Wsm,outTsm) (2.21)

where Vsm is the supply manifold volume and Tsm is the supply manifold air temperature, which is
calculated from msm and psm using the ideal gas law. Block diagram of the supply manifold is shown
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in Figure 2.8.
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Figure 2.8: Supply manifold block diagram
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2.2.2 Return Manifold

The temperature of the air leaving the stack is relatively low when compared to the air leaving the
compressor. Therefore, the changes of air temperature in the return manifold are negligible, and the
return manifold pressure is modeled by

dprm

dt
=

RaTrm

Vrm
(Wca,out − Wrm,out) (2.22)

where Vrm is the return manifold volume and Trm is the temperature of the gas in the return manifold.
The flow entering the return manifold, Wca,out, is calculated in Equation (3.47), which is in the same
form as Equation (2.19). The outlet mass flow of the return manifold is governed by nozzle (throttle)
equations (2.16)-(2.17). The outlet mass flow is a function of the manifold pressure, prm, and the
pressure downstream from the manifold, which is assumed to be fixed at patm. Since the pressure drop
between the return manifold and the atmospheric is relatively large, the equations of return manifold
exit flow are

Wrm,out =
CD,rmAT,rmprm√

R̄Trm

(
patm

prm

) 1
γ

{
2γ

γ − 1

[
1 −

(
patm

prm

) γ−1
γ

]} 1
2

for
patm

prm
>

(
2

γ + 1

) γ
γ−1

(2.23)
and

Wrm,out =
CD,rmAT,rmprm√

R̄Trm

γ
1
2

(
2

γ + 1

) γ+1
2(γ−1)

for
patm

prm
≤
(

2
γ + 1

) γ
γ−1

(2.24)

The throttle opening area, AT,rm, can be set constant or can be used as an extra control variable
to regulate the return manifold pressure, and thus the cathode pressure. The values of CD,rm and
the nominal value of AT,rm used in the model are given in Table 4.1. Block diagram of the return
manifold model is shown in Figure 2.9.
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Figure 2.9: Return manifold block diagram

The pressure calculated in the supply manifold model is used in the compressor model to determine
the pressure ratio across the compressor. The return manifold pressure calculated in the return
manifold model is used to determine the flow rate exiting the fuel cell cathode. The model of the
cathode along with other parts of the fuel cell stack will be described in the next chapter.

2.3 Review of the Thermodynamics of Gas Mixtures

In this subsection, we review the basic thermodynamic properties of gas mixtures that we use exten-
sively in the model. Details can be found in [98]. We also focus on the mixture involving gases and
water vapor.
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Here, we consider properties of ideal gases. Specifically, each component of the mixture is inde-
pendent of the presence of other components and each component can be treated as an ideal gas.
Consider the mixture of gas A and gas B. From the ideal gas law, we have

pV = nR̄T = mRT (2.25)

where p is the gas pressure, V is the gas volume, n is the number of moles of the gas, m is the mass
of the gas, R̄ is the universal gas constant, R is the gas constant, and T is the gas temperature. The
total number of moles of the mixture is equal to the sum of the number of moles of each component:

n = nA + nB . (2.26)

If we treat each component as an ideal gas, the law in Equation (2.25) holds for each component:

pAV = nAR̄T
pBV = nBR̄T

(2.27)

where pA and pB are the partial pressures. By substitution of Equations (2.25) and (2.27) into
Equation (2.26), we get

p = pA + pB (2.28)

Thus, for a mixture of ideal gases, the pressure of the mixture is the sum of the partial pressures of
the individual components.

Let us now consider a mixture of air and water vapor. The humidity ratio, ω, is defined as the
ratio of the mass of water vapor, mv, to the mass of dry air, ma:

ω =
mv

ma
(2.29)

The total mass of the mixture is ma+mv. The humidity ratio does not give a good representation of the
humidity of the mixture since the maximum amount of water vapor that the air can hold (saturation)
depends on the temperature and pressure of the air. The relative humidity, which represents the
amount of water in the air relative to the maximum possible amount, is therefore more widely used.
The relative humidity, φ, is defined as the ratio of the mole fraction of the water vapor in the mixture
to the mole fraction of vapor in a saturated mixture at the same temperature and pressure. With
the assumption of ideal gases, the definition reduces to the ratio of the partial pressure of the water
vapor, pv, in the mixture to the saturation pressure of the vapor at the temperature of the mixture,
psat:

φ =
pv

psat
(2.30)

The saturation pressure, psat, depends on the temperature and is easily obtained from a thermody-
namic table of vapor [98]. In the model, the saturation pressure is calculated from an equation of
the form given in [82]. The saturation pressure data in [98] is used to obtain the coefficients in the
equation:

log10(psat)=−1.69×10−10T 4 + 3.85×10−7T 3 − 3.39×10−4T 2 + 0.143 T − 20.92 (2.31)

where the saturation pressure, psat, is in kPa and the temperature, T , is in Kelvin.
The relation between the humidity ratio and the relative humidity can be derived from the ideal

gas law:

ω =
mv

ma
=

pvV/RvT

paV/RaT
=

Rapv

Rvpa
=

Mv

Ma

pv

pa
(2.32)

where Mv and Ma, both in kg/mol, are the molar mass of vapor and dry air, respectively. By
using Equations (2.28) and (2.30), the relative humidity can be calculated from dry air pressure and
humidity ratio

φ = ω
Ma

Mv

pa

psat
(2.33)



2.4 Air Cooler (Static) Model 23

There are two issues that should be pointed out. First, relative humidity having a value of one
means that the mixture is saturated or fully humidified. If there is more water content in the mixture,
the extra amount of water will condense into a liquid form. Second, with the ideal gas assumption,
various components in the mixture can be treated separately when performing the internal energy
and enthalpy calculations.

2.4 Air Cooler (Static) Model

The temperature of the air in the supply manifold is typically high due to the high temperature of air
leaving the compressor. To prevent any damage to the fuel cell membrane, the air needs to be cooled
down to the stack operating temperature. In this study, we do not address heat transfer effects and
thus we assume that an ideal air cooler maintains the temperature of the air entering the stack at
Tcl = 80◦C. It is assumed that there is no pressure drop in the cooler, pcl = psm. Since temperature
change effects gas humidity, the humidity of the gas exiting the cooler is calculated

φcl =
pv,cl

psat(Tcl)
=

pclpv,atm

patmpsat(Tcl)
=

pclφatmpsat(Tatm)
patmpsat(Tcl)

(2.34)

where φatm = 0.5 is the average ambient air relative humidity and psat(Ti) is the vapor saturation
pressure that is a function of temperature, Ti.

2.5 Humidifier (Static) Model

Air flow from the cooler is humidified before entering the stack by injecting water into the air stream
in the humidifier. Here, the volume of the humidifier is small and hence it can be considered as part
of the supply manifold volume. A static model of the humidifier is used to calculate the change in
air humidity due to the additional injected water. The temperature of the flow is assumed to be
constant, thus, Thm = Tcl. The water injected is assumed to be in the form of vapor or the latent heat
of vaporization is assumed to be taken into account in the air cooler. Based on the condition of the
flow exiting the cooler (Wcl = Wsm,out, pcl, Tcl, φcl), the dry air mass flow rate, Wa,cl, the vapor mass
flow rate, Wv,cl, and the dry air pressure, pa,cl, can be calculated using the thermodynamic properties
discussed in Section 2.3. The vapor saturation pressure is calculated from the flow temperature using
Equation 2.31. Then, the vapor pressure is determined using Equation (2.30):

pv,cl = φclpsat(Tcl) (2.35)

Since humid air is a mixture of dry air and vapor, dry air partial pressure is the difference between
the total pressure and the vapor pressure:

pa,cl = pcl − pv,cl (2.36)

The humidity ratio can then be calculated from

ωcl =
Mv

Ma

pv,cl

pa,cl
(2.37)

where Ma is the molar mass of dry air (28.84×10−3 kg/mol). The mass flow rate of dry air and vapor
from the cooler is

Wa,cl =
1

(1 + ωcl)
Wcl (2.38)

Wv,cl = Wcl − Wa,cl (2.39)

The mass flow rate of dry air remains the same for inlet and outlet of the humidifier, Wa,hm = Wa,cl.
The vapor flow rate increases by the amount of water injected is

Wv,hm = Wv,cl + Wv,inj (2.40)
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The vapor pressure also changes and can be calculated using Equation (2.32):

pv,hm = ωcl
Ma

Mv
pa,cl =

Wv,hm

Wa,cl

Ma

Mv
pa,cl. (2.41)

The vapor pressure, pv,hm, can then be used to determine the exit flow relative humidity

φhm =
pv,hm

psat(Thm)
=

pv,hm

psat(Tcl)
. (2.42)

Since the vapor pressure increases, the total pressure also increases. Thus,

phm = pa,cl + pv,hm (2.43)

The humidifier exit flow rate is governed by the mass continuity

Whm = Wa,cl + Wv,hm = Wa,cl + Wv,cl + Wv,inj (2.44)

The flow leaving the humidifier enters the fuel cell cathode and thus in the next chapter, the humidifier
exit flow is referred to as cathode inlet (ca, in) flow, for example, Wca,in = Whm and φca,in = φhm.

The models of auxiliary components in the fuel cell system are developed in this chapter. These
models will interact with the fuel cell stack model. In the next chapter, the fuel cell stack model and
its sub-models are described.



Chapter 3

Fuel Cell System Model: Fuel Cell
Stack

The fuel cell stack model contains four interacting sub-models which are the stack voltage, the anode
flow, the cathode flow, and the membrane hydration models. A block diagram of the stack model
is shown in Figure 3.1. A stack thermal sub-model can be added in the future when temperature
changes are taken into account. In this model, although we calculate the heat generated due to
the reaction, the stack temperature is assumed to be constant. In the voltage model, an equation
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Figure 3.1: Fuel cell stack block diagram

is used to calculate stack voltage for a set of operating conditions: pressure, temperature, reactant
gas partial pressure, and membrane humidity. The fast dynamic effect of the electrode RC system
is also explained but is not included in the model. The cathode and anode flow models use mass
conservation along with thermodynamic properties to calculate the pressure and the relative humidity
of the reactant gas flow inside the stack flow channels. The main flows associated with the fuel cell
stack are shown in Figure 3.2 where MEA is the membrane electrode assembly that was explained
in Chapter 1. The process of water transfer across the membrane is represented by the membrane
hydration model.

25
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Figure 3.2: Stack mass flow

3.1 Stack Voltage Model

In this section, the modeling of the fuel cell voltage is discussed. The open circuit voltage of the
fuel cell is calculated from the energy balance between chemical energy in the reactants and electrical
energy. Three main types of losses in the fuel cell are explained. The dynamic electrical behavior of
fuel cell is also briefly discussed.

3.1.1 Fuel Cell Open Circuit Voltage

The fuel cell directly converts chemical energy into electrical energy. The chemical energy released
from the fuel cell can be calculated from the change in Gibbs free energy (∆gf ) which is the difference
between the Gibbs free energy of the product and the Gibbs free energy of the reactants. The Gibbs
free energy is used to represent the available energy to do external work. For the hydrogen/oxygen
fuel cell, the basic chemical reaction is

H2 +
1
2
O2 → H2O (3.1)

and the change in the Gibbs free energy ∆gf is

∆gf = gf of products − gf of reactants = (gf )
H2O

− (gf )
H2

− (gf )
O2

(3.2)

The change in Gibbs free energy varies with both temperature and pressure. It can be shown that
[69]

∆gf = ∆g0
f − R̄Tfc ln


p

H2
p

1
2
O2

p
H2O


 (3.3)

where ∆g0
f is the change in Gibbs free energy at standard pressure (1 Bar) which varies with the

temperature, Tfc, of the fuel cell, in Kelvin. The partial pressure, p
H2

, p
O2

, and p
H2O

of the hydrogen,
oxygen, and vapor, respectively are expressed in Bar. R̄ is the universal gas constant 8.31451 J/(kg·K).
The change in Gibbs free energy of the reaction in (3.1) at standard pressure ∆g0

f is given in Table 3.1
for various reaction temperatures. The value of ∆g0

f is negative which means that the energy is
released from the reaction.

If the fuel cell process were “reversible,” all of the Gibbs free energy would be converted to electrical
energy, which is the electrical work used to move electrical charge around a circuit. For each mole of
hydrogen, two moles of electrons pass around the external circuit and the electrical work done (charge
× voltage) is

Electrical work done = −2FE Joules (3.4)

where F is the Faraday Constant (=96485 Coulombs) which represents the electric charge of one mole
of electrons and E is the voltage of the fuel cell. This electrical work done would be equal to the
change in Gibbs free energy if the system were considered reversible:

∆gf = −2FE (3.5)
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Table 3.1: Change in Gibbs free energy of hydrogen fuel cell at various temperatures [69]

Form of water product Temperature ◦C ∆g0
f (kJ/mole)

Liquid 25 -237.2
Liquid 80 -228.2
Gas 80 -226.1
Gas 100 -225.2
Gas 200 -220.4
Gas 400 -210.3
Gas 600 -199.6
Gas 800 -188.6
Gas 1000 -177.4

Thus, using Equation (3.3), the reversible voltage of the fuel cell can be written as

E =
−∆gf

2F
=

−∆g0
f

2F
+

RTfc

2F
ln


p

H2
p

1
2
O2

p
H2O


 (3.6)

In practice, the fuel cell process is not reversible, some of the chemical energy is converted to heat,
and the fuel cell voltage, Vfc, is less than that in Equation (3.6). Voltage E in Equation (3.6) is called
the reversible open circuit voltage or “Nernst” voltage of a hydrogen fuel cell. The term −∆g0

f/2F
varies from standard state (25◦C and 1 atm) reference potential (1.229 V) in accordance with the
temperature in the form [4]

−∆g0
f

2F
= 1.229 + (Tfc − T0)

(
∆S0

2F

)
(3.7)

where T0 is the standard state temperature (298.15 K) and ∆S0 is the entropy change. Since the
variation in specific heat with the expected changes in temperature is minimal, the entropy change of
a given reaction is approximately constant and can be set to the standard value [4], thus,

−∆g0
f

2F
= 1.229 − 298.15 · ∆S0

0

2F
+
(

∆S0
0

2F

)
Tfc (3.8)

Using thermodynamic values of the standard state entropy change, Equation (3.8) is further expanded
and yields [4]

E = 1.229 − 0.85 × 10−3(Tfc − 298.15) + 4.3085 × 10−5Tfc

[
ln(p

H2
) +

1
2

ln(p
O2

)
]

volts (3.9)

In Equation (3.9), Tfc is expressed in Kelvin, and p
H2

and p
O2

are expressed in atm. When the fuel
cell operates, the actual voltage of the cell is less than the value calculated by Equation (3.9), as
shown in a typical fuel cell performance plot in Figure 3.3. The differences are a result of losses or
irreversibilities. In Figure 3.3, cell voltage is the actual voltage of the fuel cell, vcell, and the current
density, i, is defined as cell current, which equals stack current Ist (A), per cell active area, Afc (cm2).

i =
Ist

Afc
(3.10)

The cell current is equal to the stack current, Ist, because the stack is formed by connecting the fuel
cells in series.

The fuel cell losses are attributed to three categories: the activation loss, the ohmic loss, and the
concentration loss. Plots of voltage drops caused by each of the losses are shown in Figure 3.4. Each
of these losses is considered and modeled separately in the following sections.



28 Fuel Cell System Model: Fuel Cell Stack

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8
0

0.2

0.4

0.6

0.8

1

1.2

Current Density (A/cm2)

C
el

l V
ol

ta
ge

 (
V

)

Figure 3.3: Typical Fuel Cell Polarization Curve
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3.1.2 Activation Loss

The activation loss or activation overvoltage is a result of the need to cause electron transfer and
to break and form chemical bonds in the anode and cathode [73]. Part of the available energy is
lost in driving the chemical reaction that transfers the electrons to and from the electrodes [69].
Activation overvoltage occurs at both fuel cell electrodes: anode and cathode. However, the reaction
of hydrogen oxidation at the anode is very rapid while the reaction of oxygen reduction at the cathode
is considerably slower [8]. Therefore, the voltage drop due to the activation loss is dominated by the
cathode reaction conditions. The relation between the activation overvoltage and the current density
is described by the Tafel equation [69]

vact = a ln
(

i

i0

)
(3.11)

where a is a constant and i0, the exchange current density, is also a constant. Both constants can be
determined empirically.
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Figure 3.5: Voltage drop caused by activation loss: solid line for (3.11), dashed line for (3.12)

The Tafel equation is however valid only for i > i0. For low temperature PEM fuel cells, the typical
value of i0 is about 0.1 mA/cm2 [69]. A plot of fuel cell voltage when considering only activation loss
is shown as a solid line in Figure 3.5. Since Equation (3.11) is valid only for i > i0, another similar
function that is valid for the entire range of i is preferred in the fuel cell simulation. Therefore, the
function in Equation (3.11) is approximated by

vact = v0 + va(1 − e−c1i) (3.12)

where v0 (volts) is the voltage drop at zero current density, and va (volts) and c1 are constants. The
activation overvoltage depends strongly on the temperature [67] and the oxygen partial pressure [4].
The values of v0, va, and c1 and their dependency on oxygen partial pressure and temperature can
be determined from a nonlinear regression of experimental data using the basis function in Equa-
tion (3.12). The voltage drop calculated using Equation (3.12) is shown as a dashed line in Figure
3.5.

3.1.3 Ohmic Loss

The ohmic loss is due to the resistance of the polymer membrane to the transfer of protons and the
resistance of the electrode and the collector plate to the transfer of electrons. The voltage drop that
corresponds to the ohmic loss is proportional to the current density

vohm = i · Rohm (3.13)
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where Rohm is the internal electrical resistance which has units of Ω · cm2. The resistance depends
strongly on the membrane humidity [70] and the cell temperature [5]. Several studies [82, 100] showed
that the ohmic resistance is a function of the membrane conductivity (Ω · cm)−1, σm, in the form

Rohm =
tm
σm

(3.14)

where tm is the thickness of the membrane and the membrane conductivity, σm, is a function of
membrane water content, λm, and fuel cell temperature. The value of λm varies between 0 and 14
[100], which is equivalent to the relative humidity of 0% and 100%, respectively. The variation of the
membrane conductivity with different membrane humidity and temperature is in the form [100]

σm = b1 exp
(

b2

(
1

303
− 1

Tfc

))
(3.15)

where b1 is a function of membrane water content, λm,

b1 = (b11λm − b12) (3.16)

and b2 is a constant. Constants b11, b12 and b2 are usually determined empirically. The empirical
values of b11 and b12 for Nafion 117 membrane are given in [100].

3.1.4 Concentration Loss

Concentration loss or concentration overvoltage results from the change in concentration of the reac-
tants as they are consumed in the reaction. These losses are the reason for rapid voltage drop at high
current density. An equation that approximates the voltage drop resulting from concentration losses
is given by [57]

vconc = i

(
c2

i

imax

)c3

(3.17)

where c2, c3, and imax are constants that depend on the temperature and the reactant partial pressure
and can be determined empirically. The parameter imax is the current density that causes precipitous
voltage drop.

3.1.5 Cell Terminal Voltage

By combining all voltage drops associated with all the losses in the previous sections, the fuel cell
operating voltage can be written as

vfc = E − vact − vohm − vconc

= E − [
v0 + va(1 − e−c1i)

]− [iRohm] −
[
i

(
c2

i

imax

)c3
]

(3.18)

where the open circuit voltage, E, is given in Equation (3.9). The voltage calculated, vfc, represents
the voltage of a single fuel cell. Since individual cells are stacked up in series to form a fuel cell stack,
the total voltage of the stack is calculated by multiplying the single cell voltage and the total number
of cells, n, in the stack:

vst = n × vfc (3.19)

The parameters in the expression (3.18) are determined using nonlinear regression with fuel cell
polarization data, plotted in Figure 3.6, which is for an automotive propulsion-sized PEM fuel cell
stack. The function ‘lsqcurvefit,’ which solves nonlinear curve-fitting problems in Matlab optimization
toolbox, is used.

The form of Rohm in Equation (3.14) is used in the regression. Since the data plotted in Figure 3.6
is obtained from a fuel cell operated at steady state and at designed operating conditions, it shows
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Figure 3.6: Polarization data for temperatures 0.1, 20, 40, 94, 97, 100 Celsius and pressure 1, 1.5, 2,
2.5, 3, 3.5, 4 bar
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only the effect of different pressure and temperature on the fuel cell voltage. The effects of reactant
partial pressure and membrane humidity are not included. To take into account the fact that the
data is obtained when the membrane is fully humidified, the value of b1 at the maximum membrane
humidity is used in Equation (3.15), i.e.

b1 = b11(14) − b12 = 0.005139(14) − 0.00326 = 0.068686 (3.20)

where b11 = 0.005139 and b12 = 0.00326 given in [100] are used. The value of b2 = 350 is, however,
modified from the one given in [100] to match the data. First, the function of other parameters in
Equation (3.18) with respect to the pressure is determined. The coefficients in the function are then
curve fitted with the temperature. By assuming that the data correspond to the ideal operating
condition, where the oxygen excess ratio is 2, the pressure terms in the regression of the activation
and concentration overvoltage are converted to oxygen partial pressure. This represents the effect of
partial pressure on the fuel cell voltage in Equation (3.18). The regression results are

E = 1.229 − 8.5 × 10−4(Tfc − 298.15) + 4.308 × 10−5Tfc

[
ln

p
H2

1.01325
+

1
2

ln
p

O2

1.01325

]
v0 = 0.279 − 8.5 × 10−4(Tfc − 298.15)

+4.308 × 10−5Tfc

[
ln
(

pca − psat

1.01325

)
+

1
2

ln
(

0.1173(pca − psat)
1.01325

)]

va = (−1.618 × 10−5Tfc + 1.618 × 10−2)(
p

O2

0.1173
+ psat)2

+(1.8 × 10−4Tfc − 0.166)(
p

O2

0.1173
+ psat) + (−5.8 × 10−4Tfc + 0.5736)

c1 = 10
tm = 0.0125
b1 = 0.005139λm − 0.00326
b2 = 350

σm = b1 exp
(

b2

(
1

303
− 1

Tfc

))

Rohm =
tm
σm

c2 =




(7.16 × 10−4Tfc − 0.622)(
p

O2

0.1173
+ psat)

+(−1.45 × 10−3Tfc + 1.68) for (
p

O2

0.1173
+ psat) < 2 atm

(8.66 × 10−5Tfc − 0.068)(
p

O2

0.1173
+ psat)

+(−1.6 × 10−4Tfc + 0.54) for (
p

O2

0.1173
+ psat) ≥ 2 atm

imax = 2.2
c3 = 2 (3.21)

where Tfc (K) is the temperature of the fuel cell, pca (bar) is the cathode pressure, psat (bar) is water
saturation pressure, which is a function of temperature, and p

H2
and p

O2
(bar) are the partial pressure

of oxygen in the cathode and hydrogen in the anode, respectively. Examples of polarization curves
created by these equations are shown in Figure 3.7. The curves of activation, ohmic, and concentration
overvoltage at different pressures for 80◦C are shown in Figures 3.8, 3.9 and 3.10, respectively. The
variation of the losses with temperature at the pressure of 2.5 bar are shown in Figures 3.11 - 3.13.
An example of the effect of membrane water content on the cell voltage is illustrated in Figure 3.14
which shows the fuel cell polarization curve for membrane water content of 14 (100%) and 7 (50%).
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Figure 3.7: Fuel cell polarization curve for 94◦C and varying pressure from 1 to 4 bar

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
0.25

0.3

0.35

0.4

0.45

0.5

0.55

0.6

Current Density (A/cm2)

A
ct

iv
at

io
n 

O
ve

rv
ol

ta
ge

 (
V

)

1 bar

4 bar

Figure 3.8: Activation overvoltage for 80◦C and pressures from 1 to 4 bar
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Figure 3.9: Ohmic overvoltage for 80◦C and pressures from 1 to 4 bar
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Figure 3.10: Concentration overvoltage for 80◦C and pressures from 1 to 4 bar

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
0.26

0.28

0.3

0.32

0.34

0.36

0.38

0.4

0.42

0.44

0.46

Current Density (A/cm2)

A
ct

iv
at

io
n 

O
ve

rv
ol

ta
ge

 (
V

)

0 C

100 

Figure 3.11: Activation overvoltage for 2.5 bar and temperatures from 0 to 100◦C
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Figure 3.12: Ohmic overvoltage for 2.5 bar and temperature from 0 to 100◦C
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Figure 3.13: Concentration overvoltage for 2.5 bar and temperature from 0 to 100◦C
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Figure 3.14: Polarization curves for 100◦C at 2.5 bar and different membrane water content
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The calculation of parameters in Equation (3.21) requires the knowledge of cathode pressure (repre-
senting total pressure), pca, oxygen partial pressure, p

O2
, and fuel cell temperature, Tfc (Figure 3.15).

The pressures are calculated from the cathode model discussed in Section 3.2. The temperature can
be determined based on the stack heat transfer modeling. For the current study, fixed stack temper-
ature is assumed. The membrane conductivity that is needed in (3.14) is calculated in the membrane
hydration model discussed in Section 3.4.

λm

pca

vst

I st Tst

pH ,an
2

pO ,ca
2 Stack

Voltage

Figure 3.15: Stack voltage model block

3.1.6 Fuel Cell Dynamic Electrical Effect

The fuel cell exhibits a fast dynamic behavior known as “charge double layer” phenomenon. Specifi-
cally, near the electrode/electrolyte interface, there is a layer of charge, called “charge double layer,”
that stores electrical charge and, thus, energy. This layer behaves like an electrical capacitor. The col-
lection of charges generates an electrical voltage which corresponds to the combination of activation
overvoltage and concentration overvoltage considered previously [69]. Therefore, when the current
suddenly changes, it takes some time before the activation overvoltage and concentration overvoltage
follow the change in the current. The ohmic voltage drop, on the other hand, responds instantaneously
to a change in the current. Thus, the equivalent circuit in Figure 3.16 can be used to model the dy-
namic behavior of the fuel cell. Using Equations (3.12) and (3.17), we define activation resistance,
Ract, and concentration resistance, Rconc, as

Rohm

Ract C

E

+

-

VfcRconc

Figure 3.16: Fuel cell equivalent circuits

Ract =
1
i

[
v0 + va(1 − e−c1i)

]
(3.22a)

Rconc =
(

c2
i

imax

)c3

(3.22b)

The dynamic fuel cell voltage behavior can be described by

C
dvc

dt
+

vc − v0

Ract + Rconc
= i (3.23a)

vfc = E − vc − iRohm (3.23b)
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The time constant of the fuel cell RC elements is not well established in the literature. The author in
[57] reported the time constant of 10−19 seconds, which indicates extremely fast dynamics. This value
is believed to be for a single fuel cell. The transient response of RC elements of the automobile-sized
fuel cell stack can be slower. However, it is expected that the dynamics are still faster than that of
the manifolds or other dynamics considered in this study. Therefore, this RC dynamic effect is not
included in our model.

3.2 Cathode Flow Model

The cathode mass flow model represents the air flow behavior inside the cathode of the fuel cell stack.
The model is developed using the mass conservation principle and thermodynamic and psychometric
properties of air. The thermodynamic properties of gas mixtures reviewed in Section 2.3 are used
extensively in the model.

Mass continuity is used to balance the mass of three elements, namely oxygen, nitrogen, and water,
inside the cathode volume, illustrated in Figure 3.17. The states of the model are oxygen mass, m

O2 ,ca,

O2 reacted

H2O condense

O2

H2O

N2

O2

H2O
N2H2O generated

H2O flow thru membr

MEA

Figure 3.17: Cathode mass flow

nitrogen mass, m
N2 ,ca, and water mass, mw,ca. The subscript ‘ca’ represents the fuel cell cathode.

The input to the model consists of stack current, Ist, stack temperature, Tst, water flow rate across
the membrane, Wv,membr, downstream pressure, which is the return manifold pressure, prm, and
inlet flow properties including inlet flow temperature, Tca,in, pressure, pca,in, mass flow rate, Wca,in,
humidity, φca,in, and oxygen mole fraction, y

O2 ,ca,in, which equals 0.21 if atmospheric air is supplied
to the fuel cell. The stack temperature can be calculated using a model of stack heat transfer but it is
presently assumed constant in this study. The water flow rate across the membrane is calculated by
the membrane hydration model, Section 3.4, and the inlet flow properties are found in the humidifier
model, Section 2.5. Figure 3.18 illustrates the calculation process in the cathode model.

Several assumptions are used. First, all gases are assumed to behave like an ideal gas. Second, the
temperature of the fuel cell stack is perfectly controlled by the cooling system such that its temperature
is maintained constant at 80◦C and uniformly over the whole stack. Furthermore, the temperature
of the flow inside the cathode flow channel is assumed to be equal to the stack temperature. Third,
the variables of the flow exiting the cathode, namely temperature, Tca,out, pressure, pca,out, humidity,
φca,out, and oxygen mole fraction, y

O2 ,ca,out, are assumed to be the same as the variables inside the
cathode flow channel, Tca, pca, φca, and y

O2 ,ca. Therefore, following the assumptions

Tca,out = Tca = Tst (3.24a)

pca,out = pca (3.24b)

φca,out = φca (3.24c)

y
O2 ,ca,out = y

O2 ,ca (3.24d)

Moreover, when the relative humidity of the cathode gas exceeds 100%, vapor condenses into a liquid
form. This liquid water does not leave the stack and will either evaporate into the cathode gas if the
gas humidity drops below 100% or it will accumulate in the cathode. Lastly, the flow channel and
cathode backing layer are lumped into one volume, i.e. the spatial variations are ignored.

Three state equations are developed by continuity of the mass flow of oxygen, nitrogen and water.

dm
O2 ,ca

dt
= W

O2 ,ca,in − W
O2 ,ca,out − W

O2 ,reacted (3.25)
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Figure 3.18: Cathode flow model

dm
N2 ,ca

dt
= W

N2 ,ca,in − W
N2 ,ca,out (3.26)

dmw,ca

dt
= Wv,ca,in − Wv,ca,out + Wv,ca,gen + Wv,membr − Wl,ca,out (3.27)

where W
O2 ,ca,in is the mass flow rate of oxygen gas entering the cathode

W
O2 ,ca,out is the mass flow rate of oxygen gas leaving the cathode

W
O2 ,reacted is the rate of oxygen reacted

W
N2 ,ca,in is the mass flow rate of nitrogen gas entering the cathode

W
N2 ,ca,out is the mass flow rate of nitrogen gas leaving the cathode

Wv,ca,in is the mass flow rate of vapor entering the cathode
Wv,ca,out is the mass flow rate of vapor leaving the cathode
Wv,ca,gen is the rate of vapor generated in fuel cell reaction
Wv,membr is the mass flow rate of water transfer across fuel cell membrane
Wl,ca,out is the rate of liquid water leaving the cathode

All flows denoted with W terms have units of kg/sec. The inlet flow terms (subscript ‘in’) are
calculated from the inlet flow condition (model input). The cathode outlet mass flow rate, which
calculation is shown below, together with the cathode outlet gas condition are used to calculate the
‘out’ terms. The amount of oxygen reacted and vapor produced in the reaction is calculated from the
stack current using electrochemical principles. The water flow across the membrane is determined
from the membrane hydration model. The flow rate of liquid water leaving the cathode is zero,
Wl,ca,out = 0, according to our assumptions. The calculation of the mass flow terms in the state
equations (3.25)-(3.27) is explained in detail below.

The water inside the cathode volume can be in two forms, vapor and liquid, depending on the
saturation state of the cathode gas. The maximum mass of vapor that the gas can hold is calculated
from the vapor saturation pressure:

mv,max,ca =
psatVca

RvTst
(3.28)
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where Rv is the gas constant of vapor. If the mass of water calculated in Equation (3.27) is more than
that of the saturated state, the extra amount is assumed to condense into a liquid form instantaneously.
Thus, the mass of vapor and liquid water is calculated by

if mw,ca ≤ mv,max,ca → mv,ca = mw,ca, ml,ca = 0 (3.29)
if mw,ca > mv,max,ca → mv,ca = mv,max,ca, ml,ca = mw,ca − mv,max,ca (3.30)

Using the mass of oxygen, nitrogen, and vapor and the stack temperature, the pressure and the
relative humidity of the gas inside the cathode channel can be calculated. First, using the ideal
gas law, the partial pressures of oxygen, nitrogen and vapor inside the cathode flow channel can be
calculated.

Oxygen Partial Pressure:

p
O2 ,ca =

m
O2 ,caR

O2
Tst

Vca
(3.31)

Nitrogen Partial Pressure:

p
N2 ,ca =

m
N2 ,caR

N2
Tst

Vca
(3.32)

Vapor Partial Pressure:

pv,ca =
mv,caRvTst

Vca
(3.33)

where R
O2

, R
N2

, and Rv are gas constants of oxygen, nitrogen and vapor, respectively. The partial
pressure of dry air is the sum of oxygen and nitrogen partial pressure

pa,ca = p
O2 ,ca + p

N2 ,ca (3.34)

The total cathode pressure, pca, is the sum of air and vapor partial pressure

pca = pa,ca + pv,ca (3.35)

The oxygen mole fraction is determined from oxygen partial pressure and dry air partial pressure.

y
O2 ,ca =

p
O2 ,ca

pa,ca
(3.36)

The relative humidity of the cathode gas can be calculated from

φca =
pv,ca

psat(Tst)
(3.37)

where psat is vapor saturation pressure, a function of temperature.
The inlet mass flow rate of oxygen (W

O2 ,ca,in), nitrogen (W
N2 ,ca,in), and vapor (Wv,ca,in) can be

calculated from the inlet cathode flow condition using the thermodynamic properties discussed in
Section 2.3. The saturation pressure is calculated using Equation (2.31). Then, the vapor pressure is
determined using Equation (2.30):

pv,ca,in = φca,inpsat(Tca,in) (3.38)

Since humid air is the mixture of dry air and vapor, dry air partial pressure is therefore the difference
between the total pressure and the vapor pressure

pa,ca,in = pca,in − pv,ca,in (3.39)

The humidity ratio is then

ωca,in =
Mv

Ma,ca,in

pv,ca,in

pa,ca,in
(3.40)
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The air molar mass, Ma, is calculated by

Ma,ca,in = y
O2 ,ca,in × M

O2
+ (1 − y

O2 ,ca,in) × M
N2

(3.41)

where M
O2

and M
N2

are the molar mass of oxygen and nitrogen, respectively, and y
O2 ,ca,in is 0.21 for

inlet air. The mass flow rate of dry air and vapor entering the cathode is

Wa,ca,in =
1

1 + ωca,in
Wca,in (3.42)

Wv,ca,in = Wca,in − Wa,ca,in (3.43)

and the oxygen and nitrogen mass flow rate can be calculated by

W
O2 ,ca,in = x

O2 ,ca,inWa,ca,in (3.44)
W

N2 ,ca,in = (1 − x
O2 ,ca,in)Wa,ca,in (3.45)

where x
O2 ,ca,in, defined by x

O2
= m

O2
/mdryair, is the oxygen mass fraction, which is a function of

oxygen mole fraction

x
O2 ,ca,in =

y
O2 ,ca,in × M

O2

y
O2 ,ca,in × M

O2
+ (1 − y

O2 ,ca,in) × M
N2

(3.46)

The mass flow rate in Equations (3.43), (3.44), and (3.45) are used in the state equations (3.25)-(3.27).
With the knowledge of the total flow rate at cathode exit, the mass flow rate of oxygen (W

O2 ,ca,out),
nitrogen (W

N2 ,ca,out), and vapor (Wv,ca,out) at the exit are calculated in a similar manner as the inlet
flow. The total flow rate is determined using the simplified orifice equation discussed in Section 2.2:

Wca,out = kca,out(pca − prm) (3.47)

where pca is the cathode total pressure, prm is the return manifold pressure (one of the model inputs),
and kca,out is the orifice constant. Using the mass flow rate in Equation (3.47) with conditions based on
assumption (3.24), equations similar to (3.38)-(3.46) can be applied to the cathode exit flow in order to
calculate W

O2 ,ca,out, W
N2 ,ca,out, and Wv,ca,out. The calculations are shown below in Equation (3.48).

Note however that, unlike the inlet flow, the oxygen mole fraction of the cathode outlet flow, which
equals y

O2 ,ca, is not constant since oxygen is used in the reaction. It is calculated in Equation (3.36).
The calculation of W

O2 ,ca,out, W
N2 ,ca,out, and Wv,ca,out is as follows:

Ma,ca = y
O2 ,ca × M

O2
+ (1 − y

O2 ,ca) × M
N2

(3.48a)

ωca,out =
Mv

Ma,ca

pv,ca

pa,ca
(3.48b)

Wa,ca,out =
1

1 + ωca,out
Wca,out (3.48c)

Wv,ca,out = Wca,out − Wa,ca,out (3.48d)

x
O2 ,ca =

y
O2 ,ca × M

O2

y
O2 ,ca × M

O2
+ (1 − y

O2 ,ca) × M
N2

(3.48e)

W
O2 ,ca,out = x

O2 ,caWa,ca,out (3.48f)

W
N2 ,ca,out = (1 − x

O2 ,ca)Wa,ca,out (3.48g)

Electrochemistry principles are used to calculate the rate of oxygen consumption and water pro-
duction in the fuel cell reaction. The flow rate is a function of the stack current, Ist:

W
O2 ,reacted = M

O2
× nIst

4F
(3.49)

Wv,ca,gen = Mv × nIst

2F
(3.50)

where n is the number of cells in the stack and F is the Faraday number = 96485 coulombs.
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3.3 Anode Flow Model

In our model, hydrogen is supplied to the anode of the fuel cell stack by a hydrogen tank. It is assumed
that the anode inlet flow rate can be instantaneously adjusted by a valve to maintain the minimum
pressure difference between the cathode and the anode. Here, we assume that the the anode channel
flow resistance is small as compared to the cathode flow resistance such that maintaining the pressure
difference ensures sufficient flow of hydrogen (for the fuel cell reaction). Other assumptions similar
to the cathode flow model are also used. The temperature of the flow is assumed to be equal to the
stack temperature. It is assumed that the condition, namely pressure, temperature and humidity, of
the anode outlet flow is the same as the condition of the gas in the anode flow channel. Additionally,
the flow channel and the backing layer of all cells are lumped into one volume.

Similar to the cathode flow model, hydrogen partial pressure and anode flow humidity are deter-
mined by balancing the mass flow of hydrogen and water in the anode. Figure 3.19 illustrates mass
flow in the anode. The inputs to the model, shown in Figure 3.20, consist of anode inlet (total) mass

H2 reacted

H2O condense
H2O

H2

H2O

H2

H2O flow thru membr
MEA

Figure 3.19: Anode mass flow

flow, Wan,in, inlet flow humidity, φan,in, inlet flow pressure, pan,in, inlet flow temperature, Tan,in,
stack current, Ist, stack temperature, Tst, and vapor flow rate across the membrane, Wv,membr. The

Tan,in

φan

Wan,in

Wv,membr

φan,in

pan,in

Ist
Tst

pH ,an
2

Anode Mass Flow

Figure 3.20: Anode block diagram

states are hydrogen mass, m
H2 ,an, and water mass, mw,an, inside the anode volume.

dm
H2 ,an

dt
= W

H2 ,an,in − W
H2 ,an,out − W

H2 ,reacted (3.51)

dmw,an

dt
= Wv,an,in − Wv,an,out − Wv,membr − Wl,an,out (3.52)

where W
H2 ,an,in is the mass flow rate of hydrogen gas entering the anode

W
H2 ,an,out is the mass flow rate of hydrogen gas leaving the anode

W
H2 ,reacted is the rate of hydrogen reacted

Wv,an,in is the mass flow rate of vapor entering the anode
Wv,an,out is the mass flow rate of vapor leaving the anode
Wv,membr is the mass flow rate of water transfer across fuel cell membrane
Wl,an,out is the rate of liquid water leaving the anode

All flows denoted with W terms have units of kg/sec. If the mass of the water calculated in Equa-
tion (3.52) is more than the maximum that the anode gas can hold, the liquid water will form inside
the anode volume:

if mw,an ≤ mv,max,an → mv,an = mw,an , ml,an = 0 (3.53)
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if mw,an > mv,max,an → mv,an = mv,max,an , ml,an = mw,an − mv,max,an (3.54)

where the maximum vapor mass is calculated from

mv,max =
psatVan

RvTst
(3.55)

The mass of the hydrogen and vapor calculated is used to determine anode pressure, pan, hydrogen
partial pressure, p

H2
, and the relative humidity of the gas inside the anode, φan. The pressure is

calculated using the ideal gas law.

Hydrogen Partial Pressure:

p
H2 ,an =

m
H2 ,anR

H2
Tst

Van
(3.56)

Vapor Partial Pressure:

pv,an =
mv,anRvTst

Van
(3.57)

Anode Pressure:
pan = p

H2 ,an + pv,an (3.58)

and the relative humidity of the gas inside the anode is

φan =
pv,an

psat(Tst)
(3.59)

where psat is calculated using Equation (2.31).
The inlet hydrogen mass flow, W

H2 ,an, and vapor mass flow, Wv,an, are calculated using the anode
inlet gas mass flow rate, Wan,in, and humidity, φan,in. First, the vapor pressure is the function of the
humidity:

pv,an,in = φan,in · psat(Tan,in) (3.60)

The hydrogen partial pressure of the inlet flow is

p
H2 ,an,in = pan,in − pv,an,in (3.61)

and the anode humidity ratio is

ωan,in =
Mv

M
H2

pv,an,in

pan,in
(3.62)

where M
H2

and Mv are the molar masses of hydrogen and vapor, respectively. The mass flow rates
of hydrogen and vapor entering the anode are

W
H2 ,an,in =

1
1 + ωan,in

Wan,in (3.63)

Wv,an,in = Wan,in − W
H2 ,an,in (3.64)

and are used in mass balance Equations (3.51) and (3.52). The rate of hydrogen consumed in the
reaction is a function of the stack current

W
H2 ,reacted = M

H2
× nI

2F
(3.65)

The anode exit flow rate, Wan,out, represents the purge of anode gas to remove both liquid water
and other gases accumulated in the anode (if reformed hydrogen is used). For the current system, it
is assumed that the purge is zero. However, if the purge rate is known, the outlet hydrogen and vapor
mass flow rate is calculated by the following equations

ωan,out =
Mv

M
H2 ,an

pv,an

p
H2 ,ca

(3.66a)

W
H2 ,an,out =

1
1 + ωan,out

Wan,out (3.66b)

Wv,an,out = Wan,out − W
H2 ,an,out (3.66c)
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It is assumed that the liquid water is stored in the anode and there is no passage available for it to
leave the stack. Thus, the rate of liquid water leaving the anode, Wl,an,out, is set to zero. The rate of
water flow across the membrane, Wv,membr, is determined in the membrane hydration model which is
explained in the next section.

3.4 Membrane Hydration Model

The membrane hydration model represents the water content in the membrane and the rate of mass
flow of water across the membrane. Both water content and mass flow are assumed to be uniform over
the surface area of the membrane. The membrane water content and the rate of mass flow across the
membrane are functions of the stack current and the relative humidity of the flow inside the anode
and the cathode flow channels (Figure 3.21). The relative humidity of the cathode and anode flow are
the output of the cathode flow model and anode flow model, respectively.

φca

φan

Wv,membr
I st

Membrane
Hydration λm

Tst

Figure 3.21: Membrane hydration model block

The water transport across membrane is achieved through two distinct phenomena [82, 100]:

• Water molecules are dragged across the membrane from anode to cathode by the hydrogen
proton. This phenomenon is called electro-osmotic drag. The amount of water transported is
represented by the electro-osmotic drag coefficient, nd, which is defined as the number of water
molecules carried by each proton

Nv,osmotic = nd
i

F
(3.67)

where Nv,osmetic (mol/(sec · cm2)) is the net water flow from anode to cathode
of one cell caused by electro-osmotic drag

i (A/cm2) is the stack current density defined in (3.10)
F is the Faraday’s number

• In a detailed spatially distributed system, there is a gradient of water concentration across the
membrane that is caused by the difference in humidity in anode and cathode flows. This water
concentration gradient, in turn, causes “back-diffusion” of water from cathode to anode.

Nv,diff = Dw
dcv

dy
(3.68)

where Nv,diff (mol/(sec · cm2)) is the net water flow from cathode to anode
of one cell caused by back-diffusion

cv (mol/cm3) is the water concentration defined below in Equation (3.77)
y (cm) is the distance in the direction normal to the membrane
Dw (cm2/sec) is the diffusion coefficient of water in the membrane.

Combining the two water transports and approximating the water concentration gradient in the
membrane to be linear over the membrane thickness, the water flow across the membrane can be



44 Fuel Cell System Model: Fuel Cell Stack

written as (assuming positive values in the direction from anode to cathode)

Nv,membr = nd
i

F
− Dw

(cv,ca − cv,an)
tm

(3.69)

where tm (cm) is the thickness of the membrane. For a particular membrane, the electro-osmotic
coefficient, nd, and the diffusion coefficient, Dw, varies with water content in the membrane, which
depends on the water content in the gas next to the membrane. Since Equation (3.69) gives the flow
rate of water per unit area in (mol/(sec · cm2)) in one fuel cell, the total stack mass flow rate across
the membrane, Wv,membr, can be calculated from

Wv,membr = Nv,membr × Mv × Afc × n (3.70)

where Mv is the vapor molar mass, Afc (cm2) is the fuel cell active area, and n is the number of fuel
cells in the stack.

The average between the water contents in the anode flow and the cathode flow can be used to
represent the membrane water content. However, using the water content in the anode flow presents a
more conservative approach, as discussed in [82], since the membrane water content tends to be lower
on the anode side. This is because at high current density, water transport from anode to cathode by
electro-osmotic drag exceeds the water back-diffusion from cathode to anode. The membrane water
content, and thus the electro-osmotic and diffusion coefficients, can be calculated using the activities
of the gas in the anode and the cathode:

ai =
yv,ipi

psat,i
=

pv,i

psat,i
(3.71)

which, in the case of gas, is equivalent to relative humidity, φi. The index i is either anode (an)
or cathode (ca), yv,i is the mole fraction of vapor, pi is the total flow pressure, psat,i is the vapor
saturation pressure, and pv,i is the vapor partial pressure. The water concentration in the anode flow,
cv,an, and the cathode flow, cv,ca, are also functions of the activation of water in the anode flow, aan,
and in the cathode flow, aca, respectively.

A summary of equations used in calculating the electro-osmotic drag coefficient, membrane water
diffusion coefficient, and membrane water concentration is presented in [39]. The equations are devel-
oped based on experimental results measured for Nafion 117 membrane in [100]. The water content
in the membrane, λi, defined as the ratio of water molecules to the number of charge sites [100], is
calculated from water activities ai (subscript i is either an-anode, ca-cathode, or m-membrane).

λi =
{

0.043 + 17.81ai − 39.85a2
i + 36.0a3

i , 0 < ai ≤ 1
14 + 1.4(ai − 1) , 1 < ai ≤ 3 (3.72)

where
am =

aan + aca

2
(3.73)

The membrane average water content, λm, is calculated by Equation (3.72) using the average water
activity, am, between the anode and cathode water activities. The value of λm is used to represent
the water content in the membrane. The electro-osmotic drag coefficient, nd, and the water diffusion
coefficient, Dw, are then calculated from the membrane water content1, λm [39].

nd = 0.0029λ2
m + 0.05λm − 3.4 × 10−19 (3.74)

and

Dw = Dλ exp
(

2416
(

1
303

− 1
Tfc

))
(3.75)

1Membrane water content on the anode side is used in [39] since membrane dehydration is of more concern. However,
we will consider both membrane dehydration and membrane water flooding cases.
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where

Dλ =




10−6 , λm < 2
10−6(1 + 2(λm − 2)) , 2 ≤ λm ≤ 3
10−6(3 − 1.67(λm − 3)) , 3 < λm < 4.5
1.25 × 10−6 , λm ≥ 4.5

(3.76)

and Tfc (equals Tst in our model) is the temperature of the fuel cell in Kelvin. The water concentration
at the membrane surfaces on anode and cathode sides, used in Equation (3.69), is a function of
membrane water content.

cv,an =
ρm,dry

Mm,dry
λan (3.77)

cv,ca =
ρm,dry

Mm,dry
λca (3.78)

where ρm,dry (kg/cm3) is the membrane dry density and Mm,dry (kg/mol) is the membrane dry
equivalent weight.

Table 3.2: Thermodynamic constants used in the model

Symbol Variable Value
patm atmospheric pressure 101.325 kPa
Tatm atmospheric temperature 298.15 K

γ ratio of specific heat of air 1.4
Cp constant pressure specific heat of air 1004 J/(mol·K)
ρa air density 1.23 kg/m3

R̄ universal gas constant 8.3145 J/(mol·K)
Ra air gas constant 286.9 J/(kg·K)
R

O2
oxygen gas constant 259.8 J/(kg·K)

R
N2

nitrogen gas constant 296.8 J/(kg·K)
Rv vapor gas constant 461.5 J/(kg·K)
R

H2
hydrogen gas constant 4124.3 J/(kg·K)

M
O2

oxygen molar mass 32 × 10−3 kg/mol
M

N2
nitrogen molar mass 28 × 10−3 kg/mol

Mv vapor molar mass 18.02 × 10−3 kg/mol
M

H2
hydrogen molar mass 2.016 × 10−3 kg/mol

F Faraday number 96485 coulombs

To form the fuel cell stack model, the membrane hydration model is integrated with the stack volt-
age, the cathode flow, and the anode flow models developed in Sections 3.1, 3.2, and 3.3, respectively.
Combining the fuel cell stack model described in this chapter with the auxiliary models described in
Chapter 2 forms the dynamics of the fuel cell reactant supply system. In the next chapter, simulation
results of the system model are presented and the dynamic effects of the air supply subsystem during
transient operation of the fuel cell system are demonstrated.





Chapter 4

Fuel Cell System Model: Analysis
and Simulation

The system model development in Chapters 2 and 3 focuses on the reactant supply systems which
include the air flow control, hydrogen feed from a high-pressure tank, and the humidification of the
reactant feeds. In a direct H2 system, the PEM fuel cell becomes the main heat source. Due to the
low operating temperature in PEMFCs, the dynamics of the stack temperature are considered to be
relatively slow and, thus, can be viewed as a separate subsystem. As a result, the stack temperature is
considered as a setpoint to the reactant systems. The control inputs are the compressor motor voltage,
the hydrogen valve, and the humidifier water injection commands. In this chapter, we integrate into
the model a static controller for the humidifier and a proportional controller for the hydrogen tank
valve. Note here that when a fuel cell system runs based on compressed H2 that is stored in cylinders,
the air flow dynamics and the humidity management dominate the fuel cell system response. By
assuming a perfect controller for the humidification, we decouple the phenomena of the air flow from
the humidity. This enables us to focus on the air supply dynamics behavior and its control design. A
steady-state analysis of the model presented in Section 4.2 is performed to determine the optimal air
flow setpoints in terms of maximum net system power. The result corresponds with the value given in
the literature as fuel cell specifications. In addition to the steady-state simulation, the dynamic model
developed is also able to simulate the transient behavior of the system. The results from transient
simulation are shown in Section 4.3. The transient behaviors agree with experimental data published
in the literature.

The parameters used in the model are given in Table 4.1. The fuel cell stack is based on the 75
kW stacks used in the FORD P2000 fuel cell prototype vehicle [1]. The active area of the fuel cell
is calculated from the peak power of the stack. The compressor model represents the Allied Signal
compressor given in [30]. The membrane properties of Nafion 117 membrane are obtained from [82].
The values of volumes are approximated from the dimensions of the P2000 fuel cell system.

4.1 Humidifier and Hydrogen Flow Controls

In order to concentrate on the air supply dynamics, it is necessary to develop controls for the anode
hydrogen valve and the humidifier. A static control of water injection in the humidifier is developed
using thermodynamic calculations. The objective is to maintain the desired humidity of the air flow
entering the stack. It is assumed here that all necessary signals are available. The proportional control
is used to control the hydrogen flow, with the objective of minimizing the pressure difference across
the membrane.

47
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Table 4.1: Parameters used in the simulations

Symbol Variable Value
ρm,dry membrane dry density 0.002 kg/cm3

Mm,dry membrane dry equivalent weight 1.1 kg/mol
tm membrane thickness 0.01275 cm
n number of cell in fuel cell stack 381

Afc fuel cell active area 280 cm2

dc compressor diameter 0.2286 m
Jcp compressor and motor inertia 5 × 10−5 kg·m2

Van anode volume 0.005 m3

Vca cathode volume 0.01 m3

Vsm supply manifold volume 0.02 m3

Vrm return manifold volume 0.005 m3

CD,rm return manifold throttle discharge coefficient 0.0124
AT,rm return manifold throttle area 0.002 m2

ksm,out supply manifold outlet orifice constant 0.3629 × 10−5 kg/(s·Pa)
kca,out cathode outlet orifice constant 0.2177 × 10−5 kg/(s·Pa)

4.1.1 Humidifier Control

Due to the lack of publicly available fuel cell data, the model developed in this study has not been
validated with a real fuel cell experimental system. Several parameters are out-dated, especially the
parameters used in the calculation of water flow rate across the membrane (membrane hydration
model), and those that are used to represent the effect of membrane humidity to the cell voltage
(stack voltage model). As will be shown in Section 4.3, the model always predicts dehydration in the
anode which results in considerable drops in fuel cell voltage. Simulations under these conditions are
not considered as meaningful. Therefore, until extensive experimental data becomes available, it is
more appropriate to assume that the membrane is always fully humidified by other passive means,
thus λm = 14 in (3.21). These assumptions are applicable since there are great efforts in the fuel cell
industry to develop a self-humidifying stack by re-designing stack components such as flow fields and
backing layers [101, 112]. The goal of the reactant humidity control then becomes the regulation of
the humidity of the stack inlet flow.

In the humidifier, the amount of water injected into the air flow, Wv,inj , is assumed to be the
exact amount that is required to maintain the desired stack inlet humidity, φdes. This amount can be
calculated with the knowledge of the conditions of the humidifier inlet flow, which corresponds to the
cooler exit flow (Figure 2.1). The inlet condition includes flow rate, Wcl, temperature, Tcl, humidity,
φcl, and pressure, pcl. Using equations (2.35) to (2.39), we can calculate the dry air mass flow rate,
Wa,cl, the vapor mass flow rate, Wv,cl, and the dry air pressure, pa,cl. Then, the flow rate of vapor
injected is calculated by

Wv,inj =
Mv

Ma

φdesPsat(Tcl)
pa,cl

Wa,cl − Wv,cl (4.1)

where Mv and Ma are the molar mass of vapor and dry air, respectively. With this assumption of
perfect humidifier control, the calculation of the humidifier static model is simplified. The cathode
inlet flow rate and pressure are

Wca,in = Wcl + Wv,inj = Wsm,out + Wv,inj (4.2)

and
pca,in = pa,cl + φdespsat(Tcl) (4.3)

respectively.
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4.1.2 Hydrogen valve control

In the system considered in this study, hydrogen is supplied by a high-pressure tank and the flow
rate is controlled by a valve. Since the high-pressured storage acts as a high-energy source, the
hydrogen flow rate can be adjusted rapidly. With the fast actuator and fast dynamics of the anode
volume, the anode hydrogen flow control can have high loop bandwidth. The goal of the hydrogen
flow control is to minimize the pressure difference across the membrane, i.e., the difference between
anode and cathode pressures. Using simple proportional control based on the pressure difference, the
pressure in the anode can quickly follow the changes in the cathode pressure. Since the valve is fast,
it is assumed that the flow rate of hydrogen can be directly controlled based on the feedback of the
pressure difference. However, the actual cathode and anode pressures cannot be directly measured.
Thus, on the cathode side, the supply manifold pressure is used in the controller. On the anode side,
since we assume that the anode supply manifold is small and its volume is lumped together with the
anode volume, i.e. they have the same pressure, the anode pressure is used in the controller. The
controller is in the form

Wan,in = K1(K2psm − pan) (4.4)

where K1 = 2.1 (kg/s
kPa ) is the proportional gain and K2 = 0.94 takes into account a nominal pressure

drop between the supply manifold and the cathode. The anode and cathode pressure responses for a
series of current load changes in Figure 4.1 shows the performance of the hydrogen flow proportional
control. The anode pressure tracks the cathode pressure very well.
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Figure 4.1: Cathode and anode pressures in nonlinear simulation

Typically, there is also a purge valve at the end of the anode, which presents an additional control
actuator. The purpose of the purge valve is to remove the liquid water accumulation in the anode
to prevent flooding. Our model, however, does not incorporate water flooding effects. Therefore, the
purge valve is not needed and, as a result, the anode is assumed to be dead-end.

4.2 Steady-State Analysis

By applying the humidifier static control and the hydrogen valve proportional control explained in the
previous section, the dynamics of the fuel cell system are governed mainly by the air supply system
dynamics. The air supply system has a compressor motor command as the only control actuator. Two
variables considered for the control performance are the concentration of the oxygen in the cathode
and the fuel cell system net power.

The net power, Pnet, of the fuel cell system is the difference between the power produced by the
stack, Pst, and the parasitic power required to run the auxiliary components. The majority of the
parasitic power is caused by the air compressor. Therefore, it is the only parasitic loss considered in
this study. For certain stack currents, the stack voltage increases with increasing air flow rate to the
stack since the cathode oxygen partial pressure increases. The excess amount of air flow provided to
the stack is normally indicated by the term oxygen excess ratio, λ

O2
, defined as the ratio of oxygen

supplied to oxygen used in the cathode, i.e.,

λ
O2

=
W

O2 ,in

W
O2 ,react

(4.5)
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High oxygen excess ratio, and thus high oxygen partial pressure, improves Pst and Pnet. However, after
an optimum value of λ

O2
is reached, further increase will cause an excessive increase in compressor

power and thus deteriorate the system net power. To study the optimal value of λ
O2

, we plot steady-
state values of λ

O2
and Pnet, obtained from the simulation, for different Ist, as shown in Figure 4.2.

For the current fuel cell system, the highest net power is achieved at an oxygen excess ratio between
2 and 2.4 depending on the stack current. For simplicity, it is therefore desired to control the air flow
to λ

O2
= 2.
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Figure 4.2: System net power at different stack currents and oxygen excess ratios

4.3 Dynamic Simulation

A series of step changes in stack current is applied as input, as shown in Figure 4.3(a). A series of com-
pressor motor input voltage, Figure 4.3(b), which gives different levels of steady-state oxygen excess
ratios, shown in Figures 4.3(e), is also applied. This represents the simple static feedforward controller
of the compressor motor based on the measurement of the current load, as shown in Figure 4.4.

During a positive current step, the oxygen excess ratio drops, as shown in Figure 4.3(e), due
to the depletion of oxygen. This, in turn, causes a significant drop in the stack voltage, as shown
in Figure 4.3(c). If the compressor voltage responds instantaneously during the current step (at 2,
6, 10 and 14 seconds), there is still a transient effect in the stack voltage, and consequently in the
stack power and the net power (Figure 4.3(c)), as a result of the transient behavior in oxygen partial
pressure (Figure 4.3(f)). The step at t = 18 seconds shows the response of giving a step increase in the
compressor input while keeping constant stack current. An opposite case is shown at t = 22 seconds.

The steady-state response at 16 and 20 seconds shows the effect of running the system at λ
O2

higher than the optimum value. It can be seen in Figure 4.3(c) that even though the stack power
increases, the net power decreases due to the high power drawn from the compressor motor.

Figure 4.5 shows the fuel cell response on the polarization map at 80◦C. Similar results were
obtained in the experiment of fuel cell load switching presented in [70]. The compressor transient
response is shown in Figure 4.6. Figure 4.7 shows the voltage response when considering the humidity
of the membrane.

The fuel cell system model is capable of capturing the effects of transient oxygen and hydrogen
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Figure 4.3: Simulation results of the fuel cell system model for a series of input step changes
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Figure 4.4: Static feedforward using steady-state map

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8
0

0.2

0.4

0.6

0.8

1

1.2

Current Density (A/cm2)

C
el

l V
ol

ta
ge

 (
V

)

Figure 4.5: Fuel cell response on polarization curve. Solid line assumes fully humidified membrane;
dashed line represents drying membrane.
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partial pressures and the membrane humidity on the fuel cell voltage. Even though the model has not
been validated with an actual experimental system, the model predicts transient behavior similar to
that reported in the literature [70, 87]. It can be seen that the drops in fuel cell voltage are significant
during fast load changes if the compressor motor is controlled with static feedforward based on the
steady-state map. In the next chapter, a controller that gives better dynamic responses is developed
using the model-based approach. Several control configurations are also considered.





Chapter 5

Air Flow Control for Fuel Cell
Cathode Oxygen Reactant

There are three major control subsystem loops in the fuel cell system (FCS) that regulate the air/fuel
supply, the water management, and the heat management [1]. We assume here a perfect air/fuel
flow humidifier, and incoming air and stack cooler. These perfect conditions are implemented in the
simulation model by either fixing some variables or by employing simple static controllers described
in the previous Chapter. Moreover, the fast proportional feedback controller on the fuel flow ensures
that the anode pressure is equal to the cathode pressure following almost instantaneously any pressure
variation in the cathode side. All these controllers and assumptions that are by no means trivial to
implement on a real system, allow us to focus on controlling the cathode oxygen supply.

In this Chapter we concentrate on the air supply subsystem of the fuel cell (FC) in order to regulate
(and replenish) the oxygen depleted from the FC cathode during power generation, and in particular,
current demands from the vehicle power management system. This task needs to be achieved fast
and efficiently to avoid oxygen starvation and extend the life of the stack [111]. Oxygen starvation is
a complicated phenomenon that occurs when the partial pressure of oxygen falls below a critical level
at any possible location within the meander of the air stream in the cathode [99]. It can be observed
by a rapid decrease in cell voltage that in severe cases can cause a short circuit and a hot spot on the
surface of a membrane cell. Before this catastrophic event happens, the stack diagnostic system that
monitors individual cell voltage removes the current from the stack or triggers “shut-down.”

Although the phenomenon is spatially variant, it is largely believed that it can be avoided by
regulating the excess oxygen ratio in the cathode, λ

O2
, which is a lumped (spatially invariant) variable.

This can be achieved by controlling the compressor motor to provide the air and hence the oxygen
that is depleted due to the current drawn from the fuel cell. As shown in the previous chapter, there
is an excess oxygen ratio that maximizes the net power from the FC system (generated FC power
minus consumed compressor motor power) for each current drawn, λdes

O2
= λdes

O2
(Ist).

For simplification we assume for now a fixed λdes
O2

= 2. In the future, extremum seeking or other
maximum-finding techniques can be used to search on-line for the optimum excess oxygen ratio levels.
Note here that in a low pressure air supply system, e.g., using a blower, where there are no pressure
variations, regulation of λ

O2
corresponds to regulation of the oxygen partial pressure.

The control problem is challenging because of actuator and sensor limitations. The variables
manipulated via the actuator are upstream of where the disturbance affects the performance variable
(see Figure 5.1) limiting the realistic disturbance rejection capabilities of the system. Given that the
exogenous input (stack current) is measured, a feedforward controller that cancels the effect of current
to oxygen excess ratio is theoretically feasible. The design of such an ideal controller, called from now
on the “cancellation” controller, is based on inverting the linearized plant model in Section 5.4. The
performance and the limitations of the cancellation feedforward controller are also presented.

In Section 5.5, a two Degrees Of Freedom (2DOF) controller is designed based on a static pre-
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Figure 5.1: Fuel cell system showing control inputs and outputs

compensator and an integral observer-based output feedback controller. The challenge here arises
from the fact that not all the states, nor the performance variable, λ

O2
, are measured. Moreover,

the traditionally used measurements for λ
O2

regulation are upstream of the performance variable
due to difficulties in sensing within a vapor saturated flow stream. In Section 5.6 we demonstrate
that the FCS voltage increases the system observability and thus enables a higher gain controller
that improves transient λ

O2
regulation and robustness significantly. Currently, voltage is used in

diagnostic and emergency shut-down procedures due to its fast reaction to oxygen starvation, but we
clearly define its usefulness and use in a feedback design.

The FCS voltage is a natural feedback measurement for the FCS air controller and in hindsight
of our results, one can view it as one of the FCS performance variables. Fast regulation of the FCS
voltage to its desired value can be an indirect measure of a good level of oxygen concentration in the
FC cathode. Regulating FC voltage during current demands, however, can create infeasible power
set-points and lead to instability.

Apart from an indication of oxygen starvation, the FCS voltage is an important FC performance
variable. In particular, the FCS is viewed as a power source from the DC/DC converter or other power
electronics connected to it as shown in Figure 5.1. Its Current-to-Voltage transfer function defines the
“power quality” of the FC as a power source [74]. The air controller designed in this section affects the
closed loop Current-to-Voltage FC transfer function. We show in this chapter that the observer-based
feedback controller with Voltage measurement resembles a passive resistive power source, i.e., for all
current steps up 0.3 rad/sec, the FCS voltage behaves as Vst = RstIst with a small Rst = 0.05 Ω.
This result can now be used by researchers who design the power electronics for the connection of
the FCS with a DC or an AC motor/generator unit for power transfer. There is also ample interest
from the power generation community for the dynamics of the FCS system when connected to a grid
of heterogeneous power sources [93, 74]. Many studies thus far [107] have used a static polarization
curve for the Current-to-Voltage relation, which assumes a perfect or a non-existent FC reactant flow
controller.

In Section 5.9 we analyze the tradeoff between the oxygen excess ratio and the FCS system parasitic
losses during transient conditions. Namely, the power utilized by the supercharger is a parasitic loss for
the FC stack. We show that minimizing these parasitic losses and providing fast air flow regulation are
conflicting objectives. The conflict arises from the fact that the supercharger is using part of the stack
power to accelerate. One way to resolve this conflict is to augment the FC system with an auxiliary
battery or an ultracapacitor that can drive the auxiliary devices or can potentially buffer the FC
from transient current demands. These additional components, however, will introduce complexity
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and additional weight that might not be necessary [91]. To judiciously decide about the system
architecture and the component sizing we analyze the tradeoff between the two objectives using linear
control techniques. We then show that a compromise needs to be made between oxygen starvation
and FC net power for transients faster than 0.7 rad/sec (see Figure 5.33). In other words, if net power
response that is faster than 1.4 second time constant is required, our analysis suggests the use of an
auxiliary power source such as a battery or capacitor. Although this answer is specific to our system,
our analysis procedure is general and can be applied to other fuel cell systems.

5.1 Control Problem Formulation

As discussed in the previous chapter, the combined control design objective is to define the compressor
motor input voltage, vcm, in order to maintain λ

O2
= 2 and achieve the desired fuel cell system net

power, P ref
net . The desired net power can be translated into required stack current Ist = fIstP

ref
net

(P ref
net )

assuming that the system is operated at the desired condition. The current is then considered as
an external input or disturbance to the system. The resulting control problem is defined as follows
(Figure 5.2):

ẋ = f(x, u, w) State Equations (5.1)

x =
[

m
O2

m
H2

m
N2

ωcp psm msm mw,an mw,ca prm

]T
u = vcm

w = Ist

The potential measurements include air flow rate through the compressor, Wcp, supply manifold
pressure, psm, and stack voltage, vst.

y = [Wcp psm vst]T = hy(x, u, w) Measurements (5.2)
z = [ePnet

λ
O2

]T = hz(x, u, w) Performance Variables (5.3)

where ePnet
is defined as the difference between the desired and the actual system net power, i.e.,

ePnet
= P ref

net − Pnet. Figure 5.1 illustrates the location of the variables in (5.2).

Fuel Cell
System

y

zw

u

=

=

=

=

stI Pnete

stv
smp
cpWcmv

O2
λ

Figure 5.2: Control problem formulation

We define the two control objectives ePnet
= 0 and λ

O2
= 2, but focus on the problem of using the

compressor motor voltage, vst, to regulate the oxygen excess ratio for the first sections of this Chapter.
Note that the two objectives are both achievable at steady-state, but their transients are considerably
different, and thus, cannot be achieved simultaneously by a single control actuator. The objective
of achieving the desired transient system net power is ignored in the first part of the chapter, which
represents the case where the power management system can rely on a secondary power source such
as a battery. The tradeoff between the two performance variables, i.e., ePnet

and λ
O2

, is discussed in
the last section of this chapter.
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5.2 Control Configurations

The different control schemes for the fuel cell stack system are illustrated in Figure 5.3. Because the
current that acts as a disturbance to λ

O2
can be measured, a static function that correlates the steady-

state value between the control input, vcm, and the disturbance, Ist, could be used in the feedforward
path. This static feedforward is easily implemented with a look-up table (shown in Figure 5.3(a)).

The calculation of the static feedforward is based on finding the compressor voltage command, v∗
cm,

that achieves the air flow that replenishes the oxygen flow that, in turn, is depleted by the reaction
of hydrogen protons with oxygen molecules during a current command, Ist. For specific ambient
conditions (pressure, temperature, and humidity), the required air flow can be calculated analytically
from the stack current, W ∗

cp = fcp(Ist), based on electrochemical and thermodynamic principles. The
inversion of compressor and compressor motor maps to find v∗

cm = fcm(Ist) that gives the desired air
flow, W ∗

cp, is not trivial. Nonlinear simulations or testing in an experimental facility can determine
the static feedforward controller from “w to u” that cancels the effect “w to z2” at steady-state (zero
frequency).
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Figure 5.3: Different control configurations

The unit step disturbance response of the system with feedforward control as compared to the
system with no control is shown in Figure 5.4. The variables plotted are the deviation from nominal
point (ed

Pnet
, λd

O2
) of the performance variables. Since we do not have specific requirements for the

z2 = λ
O2

we search for the best possible disturbance rejection that can be achieved by a controller
“w to u” that cancels the disturbance from “w to z2” at all frequencies. This cancellation controller
can be implemented as a dynamic feedforward, as shown in Figure 5.3(b). The design of the dynamic
feedforward controller is presented in Section 5.4. It is based on inversion of the linear plant with the
input and output around the dashed area in Figure 5.3(b).

Both static and dynamic feedforward controllers suffer from sensitivity to modelling error, device
aging, and variations in ambient conditions. This degrades the system robustness, i.e., performance
under uncertainty. To improve the system robustness, feedback control is added. Figure 5.3(c) shows
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the feedback control configuration. Only measurable variables, y, are fed back to the controller. The
static feedforward is considered part of the plant. Thus, for the feedback control design, linearization
is done for the inputs and outputs around the dashed box in Figure 5.3(c), which cover the static
feedforward map. Note that static feedforward is used instead of dynamic feedforward. If dynamic
feedforward is used, the linearization will give a higher order plant since there are additional dynamics
contributed by the dynamic feedforward.

The simplicity of the static feedforward (open loop control) with a slow proportional integral (PI)
controller is very desirable, and thus establishes the basis for comparison between the performances
of different controllers in the following sections. Due to the slow PI controller, the static feedforward
alone defines the closed loop system behavior. Hence the response of the system with the static
feedforward (open loop control) shown in Figure 5.4 is considered as the baseline controller from now
on. Note here that the overshoot in z2 is unfavorable since redundant power is used to produce this
unnecessary overshoot. Moreover, the overshoot on the O2 excess ratio is equivalent to O2 starvation
when the system is subjected to a step down disturbance.
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Figure 5.4: Comparison between system with no control and system with static feedforward

5.3 Linearization

The LTI system analysis in MATLAB/Simulink control system toolbox is used to linearize the non-
linear system that is developed in Chapters 2 and 3. The nominal operating point is chosen where the
system net power is zo

1 = 40 kW and oxygen excess ratio is zo
2 = 2. The inputs that correspond to this

operating point are stack current at wo = 191 A and compressor motor voltage at uo = fcm(191) = 164
V based on the static feedforward controller design discussed in the previous section. We denote also
the nominal states at the equilibrium of the system for nominal inputs wo and uo. The linear model
is

δẋ = Aδx + Buδu + Bwδw

δz = Czδx + Dzuδu + Dzwδw (5.4)
δy = Cyδx + Dyuδu + Dywδw

where δ(·) = (·) − (·)o represents the variation from the nominal value. The state, x, measurements,
y, performance variables, z, input, u, and disturbance, w, are

x =
[

m
O2

m
H2

m
N2

ωcp psm msm mw,an prm

]T
(5.5)
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y = [Wcp, psm, vst]T

z = [e
P net

, λ
O2

]T

u = vcm

w = Ist

Here, the units of states and outputs are scaled such that each variable has a comparable magnitude.
The units are as follows: mass in grams, pressure in bar, rotational speed in kRPM, mass flow rate in
g/sec, power in kW, voltage in V, and current in A.

Note that the resulting linear model has eight states while the nonlinear model has nine states.
The state that is removed, because it is unobservable during linearization, is the mass of water in
the cathode. The reason is that, with the parameters of the membrane water flow that we used,
there is always excessive water flow from anode to cathode that for all nominal conditions results in
fully humidified (vapor saturated) cathode gas. Thus, for constant temperature, the vapor pressure
is constant and equal to the saturated vapor pressure. Our nonlinear model does not include the
effects of liquid condensation, also known as “flooding,” on the FCS voltage response. As a result,
the cathode water mass is not observable from the linearization point of view. On the other hand,
the anode vapor pressure is observable and it is included in the linearization because variations in the
FCS current affect the partial pressure of vapor in the anode that is always less than its saturated
value. The change in vapor pressure affects the hydrogen partial pressure due to the fast P controller
that regulates the anode pressure to be equal to the cathode pressure. The hydrogen pressure in turn
affects the FCS voltage and makes the mw,an observable.

There are two linearization cases. The first is the regular input/output linearization of the plant
shown in Figure 5.3(b) with (A,Bu, Bw, . . . , Dzw) as in (5.4). This is used in the sequel Section for the
design of the dynamic feedforward. The exact system matrices are given in Table A.1 of Appendix A.1.
The second case is linearization with static feedforward fcp(w) in addition to feedback control ufb

shown in Figure 5.3(c) u = ufb + u∗ = ufb + fcp(w). The exact matrices (A,Bu, Bo
w, . . . , Do

zw)
are given in Table A.2 in Appendix A and are used in Section 5.5 where the feedback controller is
designed. As our notation indicates, the matrices of the two systems are the same, except Bo

w =(
∂f
∂w + ∂f

∂u
∂fcp

∂w

)
|xo,uo,wo = Bw + Bu

∂fcp

∂w |wo and Do
z1w = Dz1w + Dz1u

∂fcp

∂w |wo matrices. Note that
Dz2w is the same for both cases because Dz2u = 0.

For both linear systems, the anode flow control (proportional) is included in the linearization. The
comparison between the step responses of nonlinear and linear models is shown in Figure A.1.

5.4 Dynamic Feedforward

Let us begin the design of the dynamic feedforward controller by stating a well known fact: “a
feedforward controller cannot change the open loop system dynamics unless it cancels them.” Due
to the topology of the control variable, u = vcm, and the disturbance, w = Ist, with respect to
the performance variable, z2 = λ

O2
, the disturbance rejection capabilities of the open loop system

are moderate. For example, the output response of the static feedforward controller, u = fcm(Ist),
depends on the dynamics of the compressor inertia, supply manifold filling, and eventually, cathode
manifold filling dynamics. It is clear that in order to achieve good disturbance rejection the control
variable, u, needs to be a lead filter of the measured disturbance, w (see [42]). The lead filter is based
on the inversion of the open loop dynamics from “u to z2.”

Using the linear model given in Table A.1, the system can be arranged in the transfer function
form

∆Z2 = Gz2u∆U + Gz2w∆W (5.6)

where Gz2u = Cz2(sI − A)−1Bu and Gz2ww = Cz2(sI − A)−1Bw + Dz2w, and all variables in capital
are in the Laplace domain. For simplicity, the Laplace variable “s” is not explicitly shown. Let a
dynamic feedforward controller be ∆U = Kuw∆W as shown in Figure 5.5. The transfer function from
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Figure 5.5: Dynamic feedforward control

W to Z2 can be written as

Tz2w =
∆Z2(s)
∆W (s)

= (Gz2w + Gz2uKuw) (5.7)

For complete disturbance rejection Tz2w = 0 and Kideal
uw cancels the response of z2 due to w:

Kideal
uw = −G−1

z2uGz2w. (5.8)

The open loop plant dynamics, Gz2u, is minimum phase and thus Kideal
uw is a stable controller. Direct

modification of the current disturbance or techniques from [14] and [35] are needed in the case of a
delay or non-minimum phase system dynamics. The inversion of the Gz2u transfer function calculated
in Equation (5.8) is not proper and thus is not realizable (anti-causal filter). Moreover, Kideal

uw corre-
sponds to large amplitude of control input at high frequencies. To obtain a strictly proper feedforward
controller, high-frequency components of Kideal

uw are removed using a low pass filter, i.e.

Kuw = − 1

(1 +
s

α1
)(1 +

s

α2
)(1 +

s

α3
)
· G−1

z2uGz2w (5.9)

The values of α1, α2, and α3 used are, 80, 120, and 120, respectively. Figure 5.6 shows a comparison
between Kideal

uw and the strictly proper Kuw.
The response of the linear system subjected to unit step in disturbance, w, is shown in Figure 5.7.

The response of z2 is zero except at high frequencies, i.e., at the initial transient. By increasing the
value of α’s, the response of z2 can be made faster at the expense of large control action that is
reflected in z1 due to the compressor power expended.

10
-2

10
 -1

10
0

10
1

10
2

10
3

10
 1

10
0

10
1

10
2

10
3

Dynamic Feedforward Controller

M
ag

ni
tu

de

improper
proper  

10
 -2

10
 -1

10
0

10
1

10
2

10
3

 -100

 -50

0

50

100

150

200

Frequency (rad/s)

P
ha

se
 (

D
eg

re
e)

Figure 5.6: Frequency plot of dynamic feedforward controller

Even though the dynamic feedforward cancels the effect of w to z2 at a wide range of frequencies,
the model-based inversion can adversely affect the disturbance rejection capability in the presence
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Figure 5.7: Step response of system with dynamic feedforward in linear simulation

of unknown disturbance, modelling error, and parameter variation. Because there is no feedback,
the sensitivity function of the system with respect to unknown disturbance is equal to unity at all
frequencies. The frequency domain modifications in [34] can be used to reduce the cancellation
controller sensitivity if one can find bounds on the size of the plant uncertainties. The response of
the nonlinear system with the dynamic feedforward subjected to a series of current steps (Figure 5.8),
presented in Figure 5.9, shows one of the effects of modeling error, which is the steady-state error.
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Figure 5.8: Current input used in nonlinear simulation

5.5 Feedback Control Design

Well-designed feedback controllers have advantages over feedforward control in term of robustness
in the presence of unknown disturbance and plant parameter variations. For the control problem
considered here, the performance objective can not be measured so there are inherent robustness
limitations. The feedback controller is based on linear quadratic techniques decomposing the problem
to a state feedback and an observer design using the separation principle. The linear model obtained
from linearization with static feedforward (Table A.2) is used in designing the feedback controller.

5.5.1 State Feedback

Linear Quadratic Regulator (LQR) optimal control is used to design the state feedback controller.
Since the control goal is to minimize the response of δz2 without using excessive control input, the
appropriate cost function is in the form

J =
∫ ∞

0

δzT
2 Qzδz2 + δuT Rδu dt (5.10)
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Figure 5.9: Response of system with dynamic feedforward in nonlinear simulation

However, there is a disturbance feedthrough term on the performance variables, δz2:

δz2 = Cz2δx + Dz2wδw (5.11)

This prevents the proper formulation of the cost function in terms of the states and control signals,
which is required in solving the LQR problem. In order to formulate as an LQR problem, we first
define

δz′2 = Cz2δx (5.12)

and use δz′2 in the cost function as follows

J =
∫ ∞

0

δz′T2 Qzδz
′
2 + δuT Rδu dt =

∫ ∞

0

δxT CT
z2QzCz2δx + δuT Rδu dt (5.13)

Then, the optimal control that minimizes (5.10) is given by

δu = −K(δx̂ − δxd), K := R−1BT P̄ (5.14)

where P̄ is the solution to the Algebraic Riccati Equation (ARE):

P̄A + AT P̄ + Qx − P̄BR−1BT P̄ = 0 (5.15)

where Qx = CT
z2QzCz2. The optimal control law in (5.14) assumes perfect measurements or estimation

of all the states, i.e., δx̂ = δx. Variable δxd in (5.14) is the desired value of the states, as a function
of δw, that results in the desired value of δz2 = 0 (see page 310 of [43]). The value of δxd can be
obtained by either determining the steady-state value from linear simulation or solving

0 = Aδxd + Buδud + Bwδw (5.16)
0 = Cz2δxd + Dz2wδw (5.17)

or in matrix form

0 =
[

A Bu

Cz2 0

] [
δxd

δud

]
+
[

Bw

Dz2w

]
δw (5.18)

Figure 5.10 shows the difference between δxd determined from nonlinear and linear simulations. It
can be seen that the discrepancy is larger at low power levels. For precise control, nonlinear maps are
preferable.
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Figure 5.10: Comparison between xd calculated from linear and nonlinear models

For simplicity, a fixed value for δxd based on the linear plant approximations is used. The effect of
the fixed δxd is equivalent to another feedforward term, up, typically called a precompensator in [44],
that modifies the existing feedforward term u∗:

u = u∗ + up − kδx (5.19)

up =
[
Cz2(A − BuK)−1Bu

]−1 [
Dz2w − Cz2(A − BuK)−1Bo

w

]
δw (5.20)

The linear response of the system with full state feedback controller and static feedforward is shown
in Figure 5.11. The response achieved with dynamic feedforward is practically identical to the one
achieved with the state feedback controller so it is not shown. The response of closed loop λO2 to Ist

is faster than the open loop with the static feedforward. After the initial excursion that cannot be
avoided as long as a causal controller is implemented, the closed loop λO2 recovers to a 0.2% band of
the nominal λO2 within 0.04 sec, whereas the open loop λO2 recovers within 0.075 sec. This shows
that the closed loop system is approximately two times faster than the open loop system.

The closed loop transfer function from the disturbance w to the performance variables z is shown
in Figure 5.12. It can be seen that both dynamic feedforward and closed loop controllers reduce the
magnitude of z2 at frequencies between 0.2 and 40 rad/sec.
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Figure 5.12: Frequency response of closed-loop system from w to z

In practice, to prevent stack starvation, the stack current signal is filtered by a low pass filter in
order to allow enough time for the air supply system to increase air flow to the cathode. This solution,
however, slows down the fuel cell power response because the power is a direct function of the current.
Therefore, it is desirable to use the highest possible cutoff frequency in the low pass filter such that
fast current can be drawn without starving the stack. As can be seen from Figure 5.12, to reduce the
magnitude of the excess ratio, the current filter used for the controlled system can have higher cutoff
frequency, which means that the controlled system can handle faster current drawn without starving
the stack, and thus, faster power is produced from the fuel cell system.

This result is easier to see in the time domain. If a current limiter were used whenever λO2

deviates, say 0.2% of the nominal value, it would have been active for 0.075 sec for the open loop
system. Whereas, in the closed loop system the current limiter becomes active for only 0.04 sec as
seen in the zoom-in of the plot in Figure 5.11. Figure 5.13 shows that the improvements in the closed
loop performance persist in nonlinear simulations.

0 5 10 15 20 25 30
1

1.5

2

2.5

3

Time (sec)

15.5 16 16.5 17 17.5 18 18.5

1.6

1.7

1.8

1.9

2

2.1

Time (sec)

Dynamic Feedforward        
Full State Feedback

O
xy

ge
n 

E
xc

es
s

O
xy

ge
n 

E
xc

es
s 

(z
oo

m
)

Figure 5.13: Response of system with full state feedback in nonlinear simulation

The plot of the input sensitivity function in Figure 5.14 shows the benefit of the feedback over the
feedforward configuration. In a single input single output (SISO) system, the sensitivity function can
be viewed as transfer function from output disturbance to tracking error. Based on this interpretation,
small sensitivity corresponds to good disturbance rejection. The sensitivity function is also inversely
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proportional to the distance between the loop gain, L, and the -1 point in the s-domain, S = 1/(1 +
L) [96]. Based on this relationship, the sensitivity function offers a measure of distance to instability.
The smaller S is, the more variation in the parameters is needed to cause instability [43]. In summary,
small S indicates high robustness. Figure 5.14 shows that the feedback configuration reduces system
sensitivity.

Sensitivity to steady-state error is not, however, totally eliminated, as can be seen from nonlinear
simulation in Figure 5.13. The error is caused mainly by the error in the desired state, xd, which
is calculated in (5.16) from the linear model. Specifically, there is a large steady-state error at low
power level (at time 3 second) due to the discrepancy in xd shown in Figure 5.10. Integral control is
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Figure 5.14: Magnitude of input sensitivity function of system with full state feedback

introduced to reduce the steady-state error. The next section discusses the design and limitations of
the integral control.

5.5.2 Feedback with Integral Control

Integral control can be used together with state feedback to reduce the steady-state error of the
control output. Since the performance variable, λO2 , cannot be measured, integral control must be
applied to one of the available measurements. The most obvious choice is assigning an integrator
on the compressor flow rate, y1 = Wcp, for two reasons: First, it is easy to measure Wcp. Second,
it is relatively easy to calculate the required compressor air flow rate, W ∗

cp = fcp(Ist), that satisfies
the desired oxygen excess ratio. This calculation is based on electrochemical and thermodynamic
calculations for known ambient conditions and is shown in detail in Appendix A.1. The state equation
of the integrator is thus

q̇ = δW ∗
cp − δWcp (5.21)

with δW ∗
cp = W ∗

cp −W o
cp where W o

cp is the nominal compressor air flow rate as defined in the lineariza-
tion section. The LQR optimal control design is used to determine the controller in the form

u = −K(δx̂ − δxd) − KIq (5.22)

where K and KI are controller gains. The gains are computed using the LQR method to minimize

J =
∫ ∞

0

δzT
2 Qzδz2 + qT QIq + δuT Rδu dt (5.23)

where QI is weighting on the integrator state. Since the integrator is not used on the performance
variable, δz2 = δλO2 , increasing the weighting QI on q =

∫
(δW ∗

cp − δWcp)dτ causes slow performance
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in term of δλO2 . Figure 5.15 shows that although the high integrator gain, QI , brings the compressor
flow rate, y1 = Wcp, to its steady-state value fast, the response of δz2 becomes slower. This apparent
tradeoff, is explained below. The fast integrator regulates (to steady-state) the compressor flow that is
upstream of the supply manifold and the cathode manifold. For fast recovery of λO2 , the compressor
flow, Wcp, needs to exhibit overshoot. Increasing the weighting Qz helps only the initial part of the
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Figure 5.15: Linear step response showing effects of increasing weight on integrator

transient, as shown in Figure 5.16. As can be seen in Figure 5.15, the best z2 response is obtained
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Figure 5.16: Linear step response showing effects of increasing weight on performance variables

with QI = 0.001, which gives the controller gains

K =
[ −28.593 −1.6×10−13 −60.571 7.572 579.74 2.55 −3.6×10−14 −189.97

]
KI = −0.18257 (5.24)

This small integral gain can slowly bring the steady-state to zero. The step response of feedback plus
integral control system is shown in Figure 5.17.

It can be observed that decreasing weighting on the integrator at low frequencies can improve the
speed of z2 response since y1 is allowed to overshoot during the transient. The frequency shaping
method discussed in [7] could be applied by adding a filter to the output and augmenting the filter
state in the cost function. The downside is an increase in controller complexity due to additional
dynamics contributed by the output filter. The frequency shaping technique and the selection of
output filter are interesting topics for future study.

Notice also that the fundamental reason that increasing integral gain degrades the response of
performance variable z2 is because the integrator is applied to the air flow measurement y1 far upstream
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Figure 5.17: Linear step response of system with state feedback and integral control

from the position where z2 is defined (see Figure 5.1). Thus, moving the flow measurement to the
position closer to the fuel cell stack (either flow entering or exiting) seems to be more appropriate in
terms of designing integral control. However, in practice, flow measurement near the stack can cause
trouble due to a large variation in the humidity, pressure, and temperature of the flow [52]. Moreover,
because this large change in the thermodynamic condition of the flow at this location, it is impossible
to accurately calculate the required amount of air flow to be used as a reference value in the integral
control.

The responses shown in this and the previous sections are based on the assumption that all system
states are known δx̂ = δx. In practice, a state estimator (or observer) is needed to estimate the system
states, δx̂, from available measurements, y. The design of a state observer and the effects of different
measurements are presented in the following section.

5.6 Observer Design

The estimate of the state, δx̂, used in the calculation of the control input (Equation (5.22)) is de-
termined using a state observer based on Kalman Filter design. Three measurements available are
compressor air flow rate, y1 = Wcp, supply manifold pressure, y2 = psm, and fuel cell stack voltage,
y3 = vst (see Figure 5.1). These variables are relatively easy to measure. The compressor flow rate
is typically measured as an internal feedback to the compressor local control. The stack voltage is
normally monitored for diagnostics and fault detection procedures that shut-down the FCS by zeroing
the current drawn from the FC. The observer state equations are

δ ˙̂x = Aδx̂ + Buδu + Bwδw + L(δy − δŷ) (5.25)
δŷ = Cyδx̂ + Dyuδu + Dywδw

Based on the Linear Quadratic Gaussian method, the optimal observer gain, L, is

L := SCT
y W−1

y (5.26)

where S is the solution to
0 = SAT + AS + Vx + SCT

y W−1
y CyS (5.27)

The positive definite matrices Wy and Vx represent the intensities of measurement noise and process
disturbance, respectively [38].
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Table 5.1: Eigenvalues, eigenvectors, and observability
Eigenvalues

λ -219.63 -89.485 -46.177 -22.404 -18.258 -2.915 -1.6473 -1.4038

Eigenvectors

x1 1.06E-16 -0.17539 -0.091325 3.43E-16 0.050201 0.024367 0.86107 -0.25619

x2 0.29428 0.016479 0.012583 0.1289 0.0036888 0.016047 0.007579 -0.0074482

x3 -3.23E-16 -0.74707 -0.099392 -5.92E-16 0.13993 0.44336 -0.14727 -0.098068

x4 -1.21E-16 -0.12878 -0.45231 3.24E-15 -0.98678 0.62473 0.27811 -0.27037

x5 -9.58E-18 0.0479 0.067229 -5.98E-17 0.0046179 0.046501 0.022519 -0.022231

x6 -7.23E-17 0.61398 0.86233 -7.93E-16 0.057898 0.6389 0.3981 -0.92234

x7 0.95572 0.071474 0.11197 -0.99166 -0.016026 -0.0078755 -0.0026628 0.0024275

x8 -3.04E-17 0.099469 -0.12794 -2.05E-16 0.022705 0.043444 0.021407 -0.019503

measuring y1

rank(λΙ -A; C) 7 8 8 7 8 8 8 8

cond(λΙ -A; C) 1.29E+16 171.17 157.79 9.52E+16 461.59 1130.3 9728.4 2449.9

measuring y1 y2

rank(λΙ -A; C) 7 8 8 7 8 8 8 8

cond(λΙ -A; C) 1.32E+16 171.16 157.79 3.15E+17 461.59 1130.3 9728.4 2449.9

measuring y1 y2 y3

rank(λΙ -A; C) 8 8 8 8 8 8 8 8

cond(λΙ -A; C) 226.69 154.99 143.86 943.77 402.8 938.86 1617 1886.2

First, the analysis on observability could be performed using Table 5.1, which shows the system
eigenvalues, λi, the corresponding eigenvectors, and the corresponding rank and condition number of

[
λiI − A

Cy

]
(5.28)

for three different cases: 1) measuring only y1, 2) measuring y1 and y2, and 3) measuring all y1, y2,
and y3. The eigenvalue is unobservable if the corresponding matrix (5.28) loses rank (Section 2.4 of
[63]). A large condition number of a matrix implies that the matrix is almost rank deficient. Thus,
the large condition number of the matrix (5.28) indicates a weakly observable eigenvalue λi.

Comparing cases 1 and 2, Table 5.1 shows that adding y2 measurement does not change the
observability. This is because pressure and flow are related with only an integrator. The eigenvalues
-219.63 and -22.404 are not observable with measurements y1 and y2. The eigenvectors associated with
these eigenvalues reveal that the unobservable state is the mass of vapor in the anode, mw,an. This
agrees with the fact that the two measurements are in the air supply side and the only connection to
the water in the anode is small membrane water flow. The hydrogen mass is however (more) observable
through the anode flow control (which regulates anode pressure following cathode pressure). These
two unobservable eigenvalues are however fast, and thus have small effect on observer performance.
On the other hand, the slow eigenvalues at -1.6473 and -1.4038 can degrade observer performance
because they are weakly observable, as indicated by large condition number at 9728.4 and 2449.9,
respectively.

Adding the stack voltage measurement substantially improves the state observability, as can be
seen from the rank and the condition number for case 3. However, the high condition number for slow
eigenvalue (-1.4038) could degrade observer performance. Many design iterations confirm the degrada-
tion. As when this eigenvalue is moved, the resulting observer gain is large, and thus producing large
overshoot in observer error. From the implementation view point, when combined with a controller,
large observer gain can produce a compensator with undesirably high gain. To prevent high observer
gain, we design a reduced order output estimator (closed-loop observer) for the observable part and
an input estimator (open-loop observer) for the weakly observable part. Below, the design process for
the case of three measurements is explained.

First, the system matrices are transformed to the modal canonical form δx2 = Tδx [26] such that
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the new system matrices are

A2 = TAT−1 =




λ1 0
. . .

0 λ8


 (5.29)

C2 = CyT−1 B2 = T [ Bw Bu ] (5.30)

Note the special structure of matrix A2 which has eigenvalues on the diagonal. The matrices are then
partitioned into [

A2o 0
0 A2ō

]
,

[
B2o

B2ō

]
,

[
C2o C2ō

]
(5.31)

where A2ō = λ8 = −1.4038. The reduced-order observer gain, L2, is then designed for matrices A2o,
B2o, and C2o.

L2 := SCT
2oW

−1
y (5.32)

0 = SAT
2o + A2oS + Vx + SCT

2oW
−1
y C2oS (5.33)

The weighting matrices chosen are

Vx = diag[ 0.01 10 10 0.01 10 10 10 ] + α B2o BT
2o (5.34)

Wy = 1×10−6 diag
[

10 100 1
]

(5.35)

which correspond to the process noise and to the measurement noise, respectively, in the stochastic
Kalman estimator design [7]. The Vx is in the form used in the feedback loop recovery procedure [38].
Using this procedure, the full state feedback loop gain properties can be recovered by increasing the
value of α. The value of α chosen in this design is 30. The reduced-order observer gain, L2, is then
transformed to the original coordinate

L = T−1

[
L2

0

]
(5.36)

and its numerical values are shwon in Appendix A.1 (Equation (A.4)).
Figure 5.18 shows the response of observer error, δx̃ = δx − δx̂, based on three measurements in

linear simulation. The initial errors of all states are set at 1% of maximum deviation from nominal
point. It can be seen that most of the state stabilizes within 0.4 seconds. There is one slow convergence
which is caused by the weakly observable eigenvalue (λ8 = −1.4038). Figure 5.19 shows the observer
response when using one measurement, y1 = Wcp. Large overshoot and slow convergence can be
observed.

0 0.5 1 1.5 2 2.5 3
-2

-1.5

-1

-0.5

0

0.5

1

1.5

2

2.5

3

E
st

im
at

or
 E

rr
or

 (
%

)

Time (sec)

x1
x2
x3
x4
x5
x6
x7
x8

Figure 5.18: Observer state error using all mea-
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As expected, the single measurement case results in poor system robustness as indicated by a large
magnitude of sensitivity function in Figure 5.20. The loop transfer recovery method [38] could be used
to bring this sensitivity closer to that of full state feedback. However, the sensitivity to errors in the
initial state estimates or measurement errors increases.
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Figure 5.20: Sensitivity function for different observers

Simulations of the nonlinear system with different controllers are shown in Figure 5.21. Good
transient response is achieved by both dynamic feedforward control and feedback control with three
measurements. The feedback configuration is, however, superior in term of robustness. The analysis
of the feedback controller performance and robustness indicates that the voltage measurement should
be used as feedback to the controller and not only for safety monitoring.
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Figure 5.21: Nonlinear simulation of system with different controllers

5.7 Comparison with PI controller

As the control problem considered so far is single-input single-output (SISO) control problem where
simple classical control techniques can apply, a question arises as to whether a simple PI controller
with the dynamic feedforward shown in Figure 5.22 can compete with the observer-based feedback
controller. A PI controller would be, after all, easier to implement and tune, thus more promising.
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To this end, a PI controller is designed. A small integral gain is used that does not interfere
with the transient performance of the dynamic feedforward control. The sensitivity of the dynamic
feedforward to steady-state errors is reduced by the PI controller. But, the simplicity of this control
configuration must be traded for system robustness (see Figure 5.23) as the control performance relies
more on the feedforward path.
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Figure 5.22: Dynamic feedforward with PI feedback

10
-3

10
 -2

10
 -1

10
0

10
1

10
2

10
3

10
 -2

10
 -1

10
0

10
1

Frequency (rad/s)

|S|

Dynamic Feedforward                      
Observer Feedback                  
Dynamic Feedforward and Pl Feedback

Figure 5.23: Sensitivity function comparing observer state feedback and dynamic feedforward with PI
feedback

Different control configurations are considered in this chapter. The control design and discussion
of the features and properties of each control design are presented. The advantages and disadvantages,
such as simplicity and robustness, of each configuration are succinctly explained. Depending on the
characteristics of the fuel cell system and the system model (for example, the source of unknown
disturbance, the degree of parameter variations and/or model accuracy) a control engineer can select
the most suitable control configuration. Because of its good performance and robustness, the observer-
based feedback with the FCS voltage measurement is used from now on in this chapter.

5.8 Closed Loop Fuel Cell Impedance

The closed loop fuel cell system is comprised so far of (i) the air flow controller with the observer-based
feedback described above, (ii) the simple PI anode pressure controller, and (iii) the perfect cathode
humidification described in Chapter 4. Figure 5.24 shows a schematic of the closed loop configuration
with emphasis on the air flow controller. The closed loop FC system is viewed as a voltage source
from the power management system, as shown in Fig 5.25.

The controlled FCS (cFCS) has impedance ZcFCS(s) = Vst(s)/Ist(s), shown in Fig. 5.26. The plot
indicates that the cFCS can be represented by a passive resistance of 0.05 Ω for current commands
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Figure 5.25: Controlled fuel cell stack modeled as impedance

slower than 0.1 rad/sec. A passive resistance of 0.3 Ω can also be used for current commands faster
than 100 rad/sec. From the phase of impedance ZcFCS(s), one can clearly see that the voltage drops
for increasing current.

A plot of current-voltage trajectories against non-controlled FCS polarization curves is shown in
Figure 5.27. The controlled FCS has smaller phenomenological resistance than the non-controlled
FCS. The increasing operating cathode pressure is dictated by the λO2 regulation. This phenomenon
is associated with the high pressure air supply through a high speed compressor. A low pressure FCS
will have similar controlled and uncontrolled impedances, primarily due to the approximately constant
operating pressure. Figure 5.28 shows the compressor flow/pressure trajectories during the nonlinear
simulation of Figure 5.21 plotted against the compressor map. This plot shows the actuator activity
and indicates which current steps can bring the compressor close to surge or stall conditions.

5.9 Tradeoff Between Two Performance Objectives

In the case when there is no additional energy storage device such as a battery or supercapacitor, the
power used to run the compressor motor needs to be taken from the fuel cell stack. A transient step
change in stack current requires rapid increase in air flow to prevent depletion of cathode oxygen.
This requires a large amount of power drawn by the compressor motor and thus increases parasitic
loss, which affects the system net power.

The control problem that we have considered so far is the single-input single-output problem of
controlling the compressor command, vcm, to regulate the oxygen excess ratio λ

O2
. During steady-

state, achieving the desired value of λ
O2

ensures that the desired net power is obtained. During
transient, however, to produce fast λ

O2
responses, large vcm is needed which introduces large power

drawn from the fuel stack and thus a reduction of the system net power. This behavior results in a
non-minimum phase property of Gpu in Figure 5.29. Note that Pnet = Gpw · w + Gpu · u.

As can be seen from the step responses in Figure 5.30, Ist has a positive effect on the net power.
On the other hand, the compressor command, vcm , causes an initial drop in the net power. When
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there is a change in Ist, a change in vcm is always needed in order to regulate the cathode oxygen
flow. We show, in Figure 5.30, the responses when vcm is determined using the static feedforward
controller. Figure 5.30(c) shows the Pnet response for simultaneous step changes in both Ist and vcm.
It can be seen that the time that is needed for Pnet to reach the desired value is approximately one
second.
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Figure 5.30: Responses of Pnet to steps in Ist and vcm

It is apparent that to speed up the Pnet response, we need either larger magnitude of Ist (to increase
stack power) or smaller value of vcm (to decrease the parasitic losses). Either case will degrade the
speed of λ

O2
response because larger Ist causes additional drops in λ

O2
while smaller vcm slows down

the recovery rate of λ
O2

. The tradeoff between Pnet and λ
O2

responses cannot be eliminated because
there is only one control actuator. The actuator has to compromise between the two conflicting
performance variables.

We systematically explore the tradeoff by setting up the LQ control problem with the cost function
in terms of z1 (ePnet

), z2 (λ
O2

), u (vcm), and the integrator state q, i.e.,

J =
∫ ∞

0

Qpz
2
1 + Qλz2

2 + Ru2 + Qqq
2 dt (5.37)

Different control gains are obtained by using different weighting in the cost function. Figure 5.31
shows responses of the linear model with the different control gain. The tradeoff between Pnet and
λ

O2
is evident during transient.

Figure 5.32 shows the root mean square of error during transient step response of the oxygen
excess ratio λ

O2
and the error in the net power, ePnet

, for different controller gains (from different set
of weighting in (5.37)). It can be easily seen the tradeoff between the two performance variables. To
decide for the best compromise between the two performance objectives, we need to first establish a
measure of how the low level of 5.31 affects the stack life. Without that, we present here a method
to systematically determine the optimal controller that satisfies a given design objectives.

The frequency responses from the disturbance, Ist, to the two performance variables, ePnet
and

λ
O2

, of the closed-loop system with different controllers (Figure 5.31) are shown in Figure 5.33. It
can be seen that there is severe tradeoff between the two variables in the frequency range between 0.7
rad/sec and 20 rad/sec. One option to overcome the tradeoff is to filter the current drawn from the
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stack and to use an additional energy storage device (battery or ultra-capacitor) to supplement the
system power during transient. Another option is to have an oxygen storage device placed near the
entrance of the stack to provide an instant oxygen supply during rapid current changes. The required
size of the energy or oxygen storage devices could be determined based on the frequencies associated
with the tradeoff (Figures 5.12 and 5.33). The control analysis with the dynamics model of the fuel
cell system provides an important tool to identify the required sizes of these storage devices. Without
the analysis, it is very likely that unnecessary weight and volume are added to the fuel cell system by
oversized devices.





Chapter 6

Natural Gas Fuel Processor System
Model

A fuel cell system that is not fueled by pure hydrogen can use a fuel processor to convert its primary
fuel into hydrogen. For residential applications, fueling the fuel cell system using natural gas is often
preferred because of its wide availability and extended distribution system [36]. Common methods of
converting natural gas to hydrogen include steam reforming and partial oxidation. The most common
method, steam reforming, which is endothermic, is well suited for steady-state operation and can
deliver a relatively high concentration of hydrogen [2], but it suffers from a poor transient operation
[23]. On the other hand, the partial oxidation offers several other advantages such as compactness,
rapid-startup, and responsiveness to load changes [36], but delivers lower conversion efficiency.

System level dynamic models of fuel cell power plants built from physics-based component models
are extremely useful in understanding the system level interactions, implications for system per-
formance and model-aided controller design. System level dynamic models also help in evaluating
alternative system architectures in an integrated design and control paradigm. We illustrate the ideas
using two control problems: 1) the coordination of fuel and air flows into the FPS for load tracking
and reformer temperature control and 2) the implications of sensor selection for estimating critical
FPS performance variables.

The partial oxidation-based natural gas fuel processing system (FPS) is composed of four main re-
actors, namely, hydro-desulfurizer (HDS), catalytic partial oxidation (CPOX), water gas shift (WGS),
and preferential oxidation (PROX). Sulfur, which poisons the water gas shift catalyst [23], is first re-
moved from the natural gas stream (mostly methane CH4) in the HDS. Then the gas steam is mixed
with atmospheric air and reacts in the CPOX to produce hydrogen-rich gas. The WGS and the PROX
reactors are then used to clean up carbon monoxide that is created in the CPOX. At proper CPOX
operating temperature, the amount of hydrogen created in the FPS depends on the supply rate of CH4

and the CPOX air to fuel ratio, more specifically, the oxygen to carbon ratio. This oxygen to carbon
ratio also influences the amount of heat generated in the CPOX, which then affects the CPOX catalyst
bed temperature. During changes in the stack current, the fuel processor needs to quickly replenish
the amount of hydrogen in the fuel cell stack (anode) while maintaining the desired temperature of
the CPOX catalyst bed.

The FPS model is developed with a focus on the dynamic behaviors associated with the flows and
pressure in the FPS and also the temperature of the CPOX. We assume that the distributed nature
of the stack starvation and the catalyst temperature can be lumped into spatially averaged variables
and can be described using ordinary differential equations. The model is parameterized and validated
with the results from a high-order detailed fuel cell system model [40]. There is good agreement in
most transient responses between the two models.

79
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6.1 Fuel Processing System (FPS)

WGS1

Water

Air from
Atmosphere

Natural Gas

Air

H2 rich gas
to stack

WGS2 PROXHDS

BLO
HEX

MIX CPOX

Figure 6.1: FPS components

Figure 6.1 illustrates the components in a natural gas fuel processing system (FPS) [105]. Natural
gas (Methane CH4) is supplied to the FPS from either a high-pressure tank or a high-pressure pipeline.
The main air flow is supplied to the system by a blower (BLO) which draws air from the atmosphere.
The air is then heated in the heat exchanger (HEX). The hydro-desulfurizer (HDS) is used to remove
sulfur present in the natural gas stream [36, 49]. The de-sulfurized natural gas stream is then mixed
with the heated air flow in the mixer (MIX). The mixture is then passed through the catalyst bed
inside the catalytic partial oxidizer (CPOX) where CH4 reacts with oxygen to produce H2. There are
two main chemical reactions taking place in the CPOX: partial oxidation (POX) and total oxidation
(TOX) [113, 68]:

(POX) CH4 +
1
2
O2 → CO + 2H2 ∆H0

pox = −0.036×106 J/mol (6.1)

(TOX) CH4 + 2O2 → CO2 + 2H2O ∆H0
tox = −0.8026×106 J/mol (6.2)

Heat is released from both reactions. However, TOX reaction releases more heat than POX reaction.
The difference in the rates of the two reactions depends on the selectivity, S, defined as

S =
rate of CH4 reacting in POX
total rate of CH4 reacting

(6.3)

The selectivity depends strongly on the oxygen to carbon ratio (O2 to CH4) entering the CPOX [113].
Hydrogen is created only in POX reaction and, therefore, it is preferable to promote this reaction
in the CPOX. However, the heat generated from POX reaction is not sufficient to maintain CPOX
temperature. Thus, generation of TOX reaction is also required. Carbon monoxide (CO) is also
created along with H2 in the POX reaction as can be seen in (6.1). Since CO poisons the fuel cell
catalyst, it is eliminated using both the water gas shift converter (WGS) and the preferential oxidizer
(PROX). As illustrated in Figure 6.1, there are typically two WGS reactors operating at different
temperatures [23, 71]. In the WGS, water is injected into the gas flow in order to promote a water
gas shift reaction:

(WGS) CO + H2O → CO2 + H2 (6.4)

Note that even though the objective of WGS is to eliminate CO, hydrogen is also created from the
WGS reaction. The level of CO in the gas stream after WGS is normally still high for fuel cell
operation and thus oxygen is injected (in the form of air) into the PROX reactor to react with the
remaining CO:

(PROX) 2CO + O2 → 2CO2 (6.5)

The amount of air injected into the PROX is typically twice the amount that is needed to maintain
the stoichiometric reaction in (6.5) [23, 37].

There are two main control objectives. First, to prevent stack H2 starvation or fuel starvation
[111, 97], which can permanently damage the stack, the hydrogen flow exiting the FPS must respond
fast and be robust to changes in stack power level, i.e., changes in stack current. Unfortunately,
oversupply of H2 by adjusting the FPS flow at a higher steady-state level is not an option because
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this will cause wasted hydrogen from the anode exit [97]. Thus, hydrogen generation needs to follow
the current load in a precise and fast manner.

Second, the temperature of the CPOX must be maintained at a certain level. Exposure to high
temperature will permanently damage the CPOX catalyst bed while low CPOX temperature slows
down the CH4 reaction rate [113]. The optimization of these goals during transient operations can
be achieved by coordinating the two main FPS system inputs, which are the fuel valve (natural gas
valve) and the CPOX air blower command signal.

6.2 Control-Oriented FPS Model

The FPS model is developed with a focus on the dynamic behaviors associated with the flows and
pressures in the FPS and also the temperature of the CPOX. The dynamic model is used to study
the fuel and air flow control design that gives a reasonable tradeoff among (i) CPOX temperature
regulation [113], (ii) prevention of stack H2 starvation [97], and (iii) steady-state stack efficiency. The
stack efficiency is interpreted as the H2 utilization, which is the ratio between the hydrogen reacted
in the fuel cell stack and the amount of hydrogen supplied to the stack.

Several assumptions are made in order to simplify the FPS model. Since the control of WGS
and PROX reactants are not studied, the two components are lumped together as one volume and
the combined volume is called WROX (WGS+PROX). It is also assumed that both components
are perfectly controlled such that the desired values of the reactants are supplied to the reactors.
Furthermore, because the amount of H2 created in WGS is proportional to the amount of CO that
reacts in WGS (reaction (6.4)), which in turn, is proportional to the amount of H2 generated in CPOX
(reaction (6.1)), it is assumed that the amount of H2 generated in the WGS is always a fixed percentage
of the amount of H2 produced in the CPOX. The de-sulfurization process in the HDS is not modeled
and thus the HDS is viewed as a storage volume. It is assumed that the composition of the air entering
the blower is constant. Additionally, any temperature other than the CPOX temperature is assumed
constant and the effect of temperature changes on the pressure dynamics is assumed negligible. The
volume of CPOX is relatively small and is thus ignored. It is also assumed that the CPOX reaction
is fast and reaches equilibrium before the flow exit the CPOX reactor. Finally, all gases obey the
ideal gas law and all gas mixtures are perfect mixtures. Figure 6.2 illustrates the simplified system
and state variables used in the model. The physical constants used throughout the model are given
in Table 6.1 and the properties of the air entering the blower (approximately 40% relative humidity)
are given in Table 6.2 .

HDS

HEX

hds

hex

mixmix wroxwrox

BLO

PCH4
Pair PH2

an
PH2

P

P

bloω
cpox P

T an
P

TANK

ANODEMIX CPOX WROX
(WGS+PROX)

Figure 6.2: FPS dynamic model

The dynamic states in the model, shown also in Figure 6.2, are blower speed, ωblo, heat exchanger
pressure, phex, HDS pressure, phds, mixer CH4 partial pressure, pmix

CH4
, mixer air partial pressure,

pmix
air , CPOX temperature, Tcpox, WROX (combined WGS and PROX) volume pressure, pwrox, WROX

hydrogen partial pressure, pwrox
H2

, anode pressure, pan, and anode hydrogen partial pressure, pan
H2

. Mass
conservation with the ideal gas law through the isothermic assumption is used to model the filling
dynamics of the gas in all volumes considered in the system. The orifice equation with a turbulent flow
assumption is used to calculate flow rates between two volumes. The energy conservation principle is
used to model the changes in CPOX temperature. The conversion of the gases in CPOX is based on
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the reactions in (6.1) and (6.2) and the selectivity defined in (6.3).

6.3 Orifice

The orifice flow equation is used throughout the model to calculate the mass flow rate between two
volumes as a function of upstream pressure, p1, and downstream pressure, p2. The flow is assumed
turbulent and the rate is governed by

W = W0

√
p1 − p2

∆p0
(6.6)

where W0 and ∆p0 are the nominal air flow rate and the nominal pressure drop of the orifice, respec-
tively.

6.4 Blower (BLO)

The speed of the blower is modeled as a first-order dynamic system with time constant τb. The
governing equation is

dωblo

dt
=

1
τb

(
ublo

100
ω0 − ωblo) (6.7)

where ublo is the blower command signal (range between 0 and 100) and ω0 is the nominal blower
speed (3600rpm). The gas flow rate through the blower, Wblo, is determined using the blower map,
which represents the relation between a scaled blower volumetric flow rate and a scaled pressure head
[21]. The scaled pressure head is the actual pressure head scaled by a square of the speed ratio, i.e.

[scaled pressure head] = [actual head]
(

ω

ω0

)2

(6.8)

and the scaled volumetric flow rate is the actual flow rate scaled by the reciprocal of the speed ratio,
i.e.,

[scaled flow] =
[actual flow](

ω
ω0

) (6.9)

Note that the changes in gas density are ignored and thus only the blower speed is used in the scaling.
The blower mass flow rate, Wblo, is calculated by multiplying the volumetric flow rate with constant
air density (1.13 kg/m3). The blower map is shown in Figure 6.3 and the blower time constant is 0.3
seconds.

Table 6.1: Physical constants
Parameter Value

R 8.3145 J/mol·K
M

N2
28 × 10−3 kg/mol

M
CH4

16 × 10−3 kg/mol
M

CO
28 × 10−3 kg/mol

M
CO2

44 × 10−3 kg/mol
M

H2
2 × 10−3 kg/mol

M
H2O

18 × 10−3 kg/mol
M

O2
32 × 10−3 kg/mol

F 96485 Coulombs
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Table 6.2: Conditions of the atmospheric air entering the blower
Parameter Value

pamb 1 × 105 Pa
yatm

N2
0.6873

yatm
H2O

0.13
yatm

O2
0.1827

Matm
air 27.4 × 10−3 kg/mol
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Figure 6.3: Blower map

6.5 Heat Exchanger Volume (HEX)

The only dynamics considered in the heat exchanger is the pressure dynamics. The changes in tem-
perature of the gas are ignored and it is assumed that the effects of actual temperature changes on
the pressure dynamics are negligible. The rate of change in air pressure of the HEX is described by

dphex

dt
=

RThex

Matm
air Vhex

(W blo − Whex) (6.10)

where Matm
air is the molecular weight of the air flow through the blower (given in Table 6.2). The

orifice flow equation (Equation (6.6)) is used to calculate the outlet flow rate of the HEX, Whex, as
a function of HEX pressure, phex, and mixer pressure, pmix.

6.6 Hydro-Desulfurizer Volume (HDS)

The pressure of the gas in the HDS is governed by the mass balance principle. It is assumed that the
natural gas fed to the HDS is pure methane (CH4) [23], and thus the desulfurization process is not
modeled. The HDS is then considered as a gas volume and the pressure changes are modeled by

dphds

dt
=

RThds

M
CH4

Vhds
(Wfuel − Whds) (6.11)

where Whds is the rate of mass flow from HDS to the mixer (MIX), and is calculated as a function of
phds and pmix using the orifice equation (6.6). The temperature of the gas, Thds, is assumed constant.

The flow rate of methane into the HDS, Wfuel, is controlled by a fuel valve. The orifice equation
(6.6) with variable gain based on the valve input signal, uvalve (0 to 100), is used to model the flow
through the valve.

Wfuel =
(uvalve

100

)
W0,valve

√
ptank − phds

∆p0,valve
(6.12)
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where ptank is the fuel tank or supply line pressure.

6.7 Mixer (MIX)

The natural gas flow from the HDS, Whds, and the air flow from the blower, Whex, are combined in
the mixer (MIX). Two dynamic variables in the mixer model are the methane pressure, pmix

CH4
, and the

air pressure, pmix
air . The state equations of the MIX model are

dpmix
CH4

dt
=

RTmix

M
CH4

Vmix
(Whds − xmix

CH4
W cpox) (6.13)

dpmix
air

dt
=

RTmix

Matm
air Vmix

(Whex − xmix
air W cpox) (6.14)

where W cpox is the flow rate through the CPOX which is calculated in Section 6.8. The mixer total
pressure is the sum of the CH4 and the air pressures, pmix = pmix

CH4
+ pmix

air . Based on pmix
CH4

and pmix
air ,

the mass fractions of CH4 and the air in the mixer, xmix
CH4

and xmix
air , are calculated by

xmix
CH4

=
1

1 +
Matm

air

M
CH4

pmix
air

pmix
CH4

(6.15)

xmix
air =

1

1 +
M

CH4

Matm
air

pmix
CH4

pmix
air

(6.16)

where M
CH4

and Matm
air are the molar masses of methane and atmospheric air, respectively (see

Table 6.2). Note that xmix
CH4

+ xmix
air = 1 since the gas in MIX volume is composed of methane and

atmospheric air. The temperature of the mixer gas, Tmix, is assumed constant.
The mass fractions of nitrogen, oxygen and vapor in the mixer needed for the calculation of the

CPOX reactions are calculated by

xmix
N2

= xatm
N2

xmix
air (6.17)

xmix
O2

= xatm
O2

xmix
air (6.18)

xmix
H2O

= xatm
H2O

xmix
air (6.19)

where xatm
i is the mass fraction of species i in atmospheric air, which is calculated from the mass

fractions given in Table 6.2. Note that xmix
N2

+ xmix
O2

+ xmix
H2O

= xmix
air . The oxygen to carbon, i.e., O2 to

CH4, (mole) ratio, λ
O2C

, which influences the reaction rate in the CPOX, is calculated by

λ
O2C

≡ n
O2

n
CH4

= yatm
O2

pmix
air

pmix
CH4

(6.20)

where ni is the number of moles of species i, and yatm
O2

is the oxygen mole fraction of the atmospheric
air.

6.8 Catalytic Partial Oxidizer (CPOX)

Since the gas volume in the CPOX catalyst bed is relatively small, the pressure dynamics of the gas
is ignored. The flow rate though the CPOX, W cpox, is calculated using the orifice equation (6.6)
as a function of mixer total pressure, pmix, and the total pressure in WGS and PROX combined
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volume, pwrox. The only dynamics considered in the CPOX is the catalyst temperature, Tcpox. The
temperature dynamics is modeled using energy balance equation

mcpox
bed Ccpox

P,bed

dTcpox

dt
=
[ inlet enthalpy

flow

]
−
[ outlet enthalpy

flow

]
+
[ heat from

reactions

]
(6.21)

where mcpox
bed (kg) and Ccpox

P,bed (J/kg·K) are mass and specific heat capacity of the catalyst bed, respec-
tively. The last two terms on the right hand side of (6.21) depend on the reaction taking place in the
CPOX.

In the catalytic partial oxidation reactor, methane CH4 is oxidized to produce hydrogen. There
are two CH4 oxidation reactions: partial oxidation (POX) and total oxidation (TOX).

(POX) CH4 +
1
2
O2 → CO + 2H2 ∆H0

pox = −0.036×106 J/mol of CH4 (6.22)

(TOX) CH4 + 2O2 → CO2 + 2H2O ∆H0
tox = −0.8026×106 J/mol of CH4 (6.23)

The other two secondary reactions considered here are water formation, or hydrogen oxidation (HOX),
and carbon monoxide preferential oxidation (COX).

(HOX) 2H2 + O2 → 2H2O ∆H0
hox = −0.4836×106 J/mol of O2 (6.24)

(COX) 2CO + O2 → 2CO2 ∆H0
cox = −0.566×106 J/mol of O2 (6.25)

The species entering the CPOX include CH4, O2, H2O, and N2. Nitrogen does not react in the CPOX.
The water may react with CH4 through steam reforming reaction; however, this reaction is ignored
in this study. Methane reacts with oxygen to create the final product, which contains H2, H2O, CO,
CO2, CH4, and O2 [113]. The amount of each species depends on the initial oxygen to carbon (O2 to
CH4) ratio, λ

O2C
, of the reactants and the temperature of the CPOX catalyst bed, Tcpox.

All reactions in the CPOX occur simultaneously. However, to simplify the model, we view the
overall CPOX reaction as a consecutive process of reactions (6.22) to (6.25), as illustrated in Figure 6.4.
The notations in the figure are: r = “react”, nr = “not react” and f = “from”. Following the diagram,
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Figure 6.4: Illustration of calculation of CPOX reactions

first, consider the CH4 and O2 that enter the CPOX. The amount of CH4 that reacts is a function
of both O2C ratio and CPOX temperature. The relation is determined from the thermodynamic
equilibrium analysis that was presented in [113]. Here, the relation is modeled using the variable α,
defined as

α :=
rate of CH4 reacts
rate of CH4 enters

:=
NCH4r

NCH4in
(6.26)

The expression of α is developed by curve fitting the result in [113].

α =
{

α1λO2C
λ

O2C
< 0.5

1 − (1 − 0.5α1) (1 − tanh (α2(λO2C
− 0.5))) λ

O2C
≥ 0.5 (6.27)
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where

α1 = min (2 , 0.0029Tcpox−1.185) (6.28)

α2 = 0.215e3.9×10−8(Tcpox−600)3 (6.29)

For illustration purposes, Figure 6.5 shows a plot of (1−α), which represents the amount of CH4 that
does not react, as a function of λ

O2C
and temperature, Tcpox. For λ

O2C
less than half, the oxygen

supplied is not enough to react with all the CH4 and thus there is un-reacted CH4 left regardless of
the CPOX temperature. For λ

O2C
more than 0.5, all CH4 reacts for CPOX temperature over 1073 K.

For lower temperature, not all CH4 reacts, which means that part of the fuel is wasted. Note that the
curve fitting does not fit well for lower temperature (Tcpox < 700 K) when compared with the results
in [113]. However, as will be seen in Section 6.11, the FPS model is operated at CPOX temperature
around 900 K - 1000 K where the model fits very well.
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Figure 6.5: Amount of un-react CH4 that leaves the CPOX

The amount of CH4 reacts in POX or TOX reactions depends on the initial O2C ratio, which, in
this model, is the O2C ratio in the MIX. The difference between the rate of POX and TOX reaction
is described by the selectivity, S, defined in (6.3),

S :=
NCH4rPOX

NCH4r
(6.30)

which is a function of λ
O2C

. Here we assume that the function is linear, as shown in Figure 6.6, which
agrees with the results from the high-temperature thermodynamic equilibrium in [113]. The relation
between the selectivity and the oxygen to carbon ratio in Figure 6.6 can be expressed as

S =




1 , λ
O2C

< 1
2

2
3 (2 − λ

O2C
) , 1

2 ≤ λ
O2C

≤ 2
0 , λ

O2C
> 2

(6.31)

Values of S close to one indicate that more POX reaction takes place and thus more hydrogen is
generated. The products from CH4 oxidation (POX and TOX) are H2, CO, H2O, and CO2, denoted
in Figure 6.4 as H2fCH4, COfCH4, H2OfCH4 and CO2fCH4, respectively.

As explained earlier, when λ
O2C

< 1
2 , the supplied oxygen is not sufficient to oxidize all supplied

fuel and the hydrogen production rate is limited by the amount of oxygen. At normal operation, λ
O2C

is kept higher than 1
2 in order to avoid wasting the fuel. A high value of λ

O2C
(low S) indicates that
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Figure 6.6: Selectivity between POX and TOX

there is more TOX reaction. Since more heat is released from TOX reaction, operating CPOX at
high λ

O2C
will overheat the CPOX and can permanently damage the catalyst bed. The desired value

of λ
O2C

in the literature varies from 0.4 to 0.6 [25, 89, 92]. In this study, the desired value is chosen
at λ

O2C
= 0.6 in order to allow some buffer for λ

O2C
before it becomes lower than 1

2 during transient
deviations.

The amount of O2 that does not react (nr) with CH4 (O2nrCH4), reacts with H2 and CO, created
in the POX reaction, to form H2O (HOX reaction) and CO2 (COX reaction), respectively. If there is
no H2 and CO generated (no POX reaction), there will be un-reacted O2 (O2nr), which then leaves
the CPOX. This corresponds to the situation where λ

O2C
≥ 2. If λ

O2C
< 2, all O2 that does not react

with CH4 will react with H2 and CO (O2rH2CO). In this model, the rate of HOX and COX reactions
are described by the variable β, defined as

β :=
rate of O2 reacts with H2

rate of O2 reacts with both H2 and CO
:=

NO2rH2

NO2rH2CO
(6.32)

Since, in POX, two moles of H2 are created for every mole of CO created, the concentration of H2 is
twice that of CO. Therefore, we use the ratio β = 2

3 . The water product of HOX reaction, denoted as
H2OfH2 (water from H2) is then added to the water that is produced in the TOX reaction. Similarly,
the final product of CO2 is the sum of CO2 from TOX reaction (CO2fCH4) and CO2 from COX
reaction (CO2fCO). The final products of H2 and CO are the amount produced in POX reaction
(H2fCH4 and COfCH4) less the amount that reacts with O2 (H2rO2 and COrO2), which can be
easily calculated using stoichiometry of HOX and COX reactions.

The calculation of the species in the CPOX model is calculated in mole basis. The molar flow rate
of the gas entering the CPOX can be calculated from

Ni,in =
xmix

i Wcpox

Mi
(6.33)

where i represents CH4, O2, N2, and H2O; Mi is the molecular mass of gas i; and Wcpox and xmix
i are

the CPOX total flow rate and mole fraction of gas i in MIX, both are calculated in the MIX model.
From the definition of α, the rate at which CH4 reacts is

NCH4r = αNCH4in (6.34)

and the rate at which O2 reacts with CH4

NO2rCH4 = (2 − 3
2
S)NCH4r = (2 − 3

2
S)αNCH4in (6.35)

Thus, the rate of O2 not reacting with CH4 is

NO2nrCH4 = NO2in − (2 − 3
2
S)αNCH4in = (λ

O2C
− (2 − 3

2
S)α)NCH4in (6.36)
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If there is POX reaction (S �= 0), the oxygen that does not react with CH4 will either react with H2

or CO. If there is no POX reaction (S = 0), the oxygen will not react. The amount of O2 that reacts
either with H2 or CO (NO2rH2CO) and the amount of un-reacted O2 (NO2nr) are

NO2rH2CO = NO2nrCH4sign(S) = (λ
O2C

− (2 − 3
2
S)α)sign(S)NCH4in (6.37)

NO2nr = NO2nrCH4(1 − sign(S)) = (λ
O2C

− (2 − 3
2
S)α)(1 − sign(S))NCH4in (6.38)

The product of H2, CO, CO2, and H2O from POX and TOX reactions can be calculated from

NH2fCH4 = 2S · NCH4r = 2S · αNCH4in (6.39)
NCOfCH4 = S · NCH4r = S · αNCH4in (6.40)

NCO2fCH4 = (1 − S) · NCH4r = (1 − S) · αNCH4in (6.41)
NH2OfCH4 = 2(1 − S) · NCH4r = 2(1 − S) · αNCH4in (6.42)

The rate of H2 and CO reacted and the rate of H2O and CO2 created in HOX and COX reactions are

NH2rO2 = 2β · NO2rH2CO (6.43)
NCOrO2 = 2(1 − β) · NO2rH2CO (6.44)

NCO2fCO = 2(1 − β) · NO2rH2CO (6.45)
NH2OfH2 = 2β · NO2rH2CO (6.46)

Combining Equations (6.37), (6.42), and (6.46), a set of equations to calculate the total product of
CPOX reaction can be written as

NH2 = NH2fCH4 − NH2rO2

=
[
2Sα − 2β(λ

O2C
− (2 − 3

2
S)α)sign(S)

]
NCH4in (6.47a)

NCO = NCOfCH4 − NCOrO2

=
[
Sα − 2(1 − β)(λ

O2C
− (2 − 3

2
S)α)sign(S)

]
NCH4in (6.47b)

NCO2 = NCO2fCH4 + NCO2fCO

=
[
(1 − S)α + 2(1 − β)(λ

O2C
− (2 − 3

2
S)α)sign(S)

]
NCH4in (6.47c)

NH2O = NH2OfCH4 + NH2OfH2 + NH2Oin

=
[
2(1 − S)α + 2β(λ

O2C
− (2 − 3

2
S)α)sign(S)

]
NCH4in + NH2Oin (6.47d)

NCH4 = (1 − α)NCH4in (6.47e)

NO2 = NO2in − NO2r =
(

NO2in − (2 − 3
2
S)αNCH4in

)
sign(S) (6.47f)

NN2 = NN2in (6.47g)

A plot of products calculated from Equations (6.47), assuming no inlet N2 and H2O, is shown in
Figure 6.7, which matches with the theoretical results in [113]. The mass flow rate of each species
leaving the CPOX is W cpox

i = MiNi. The mass conservation property of chemical reactions ensures
that the total mass flow across the CPOX is conserved, i.e.,

∑
W cpox

i = W cpox.
The temperature dynamic equation (6.21) can now be expanded. The enthalpy of the gas flow

depends on the flow rate, the flow temperature, and the gas composition. Thus[ Enthalpy flow
in - out

]
= W cpox

(
Cmix

P (Tmix − Tref ) − Ccpox
P (Tcpox − Tref )

)
(6.48)
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Figure 6.7: Products of CPOX reaction per unit of CH4 entering CPOX

where Tref is the reference temperature (298 K). The gas specific heat Cmix
P and Ccpox

P (J/kg ·K) are
that of the gas in the mixer (gas before CPOX reaction) and the gas in the CPOX (after reaction),
respectively. They are functions of gas composition and gas temperature.

Cmix
P =

∑
xmix

i CPi
(Tmix) (6.49)

Cmix
P =

∑
xcpox

i CPi
(Tcpox) (6.50)

where i represents four species in the MIX (Equation (6.33)) and seven species in the CPOX (Equa-
tion (6.47)). The heat released from the reaction depends on the amount of reaction taking place.[ Heat from

reaction

]
= NCH4r

(
S · (−∆H0

pox) + (1 − S) · (−∆H0
tox)

)
+NO2rH2CO

(
β · (−∆H0

hox) + (1 − β) · (−∆H0
cox)

)
(6.51)

where −∆H0
pox, −∆H0

tox, −∆H0
hox, and −∆H0

cox (J/mol) are the heat released from POX, TOX,
HOX, and COX reactions, respectively. Combining Equations (6.21), (6.48), and (6.51), the state
equation of the CPOX temperature can be written as

dTcpox

dt
=

1
mcpox

bed Ccpox
P,bed

[
W cpox

(
Cmix

P (Tmix − Tref ) − Ccpox
P (Tcpox − Tref )

)
+

NCH4r

(
S · (−∆H0

pox) + (1 − S) · (−∆H0
tox)

)
+NO2rH2CO

(
β · (−∆H0

hox) + (1 − β) · (−∆H0
cox)

)]
(6.52)

The values of −∆H0
pox, −∆H0

tox, −∆H0
hox, and −∆H0

cox are shown in Equations (6.22)-(6.25).

6.9 Water Gas Shift Converter and Preferential Oxidation
Reactor (WROX)

The water gas shift converter and the preferential oxidation reactor are lumped together as one volume,
denoted as WROX. Three flows entering the volume are H2-rich gas flow from the CPOX, W cpox,
water injection needed for WGS reaction, Wwgs

H2O
, and air injection required for PROX reaction, W prox

air .
The flow rates of water injected into WGSs are equal to the amount that is needed to cool down the
gas temperature to the desired WGS inlet temperatures [23, 37]. The amount of air supplied to the
PROX reactor is normally twice that required to oxidize the rest of the CO in the gas stream based
on the desired operating condition [23, 37]. The WROX model has two states: total pressure, pwrox,
and hydrogen pressure, pwrox

H2
. Since the amount of CO created in CPOX is proportional to the rate

of H2 created (POX reaction), it is assumed, in the WROX model, that the rate of H2 generated in
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the WGS is a fixed percentage (ηwrox) of the rate of hydrogen generated in the CPOX. The state
equations are

dpwrox

dt
=

RTwrox

MwroxVwrox

(
W cpox − Wwrox + Wwgs

H2O
+ W prox

air

)
(6.53)

dpwrox
H2

dt
=

RTwrox

M
H2

Vwrox

(
(1 + ηwrox)W cpox

H2
− xwrox

H2
Wwrox

)
(6.54)

where Mwrox is an average molecular weight of the gas in WROX, and Twrox is an average temperature
of WGSs and PROX. The WROX exit flow rate, Wwrox, is calculated using the nozzle equation (6.6)
based on the pressure drop between WROX and anode volume, pwrox − pan. The hydrogen mass
fraction in WROX, xwrox

H2
, can be determined from the two states by

xwrox
H2

=
M

H2

Mwrox

pwrox
H2

pwrox
(6.55)

The rate of water injected into WROX, Wwgs
H2O

, is equal to the amount that is required to cool the
gas from CPOX down to the desired WGSs inlet temperatures. There are two WGS reactors and thus
the total rate of water injected is Wwgs

H2O
= Wwgs1

H2O
+ Wwgs1

H2O
. The flow rate of water into each WGS is

calculated using energy balance between enthalpy of the gas flows, enthalpy of the flow at the desired
temperature, and the heat of water vaporization. It is assumed that PROX air injection, W prox

air , is
scheduled based on the stack current at the value twice needed [23, 37] at the designed operating
condition.

6.10 Anode (AN)

Mass conservation is used to model the pressure dynamic in the anode volume. To simplify the model,
only three mass flows are considered, including flows into and out of the anode volume and the rate
of hydrogen consumed in the fuel cell reaction. The dynamic equations are

dpan

dt
=

RTan

ManVan

(
Wwrox − W an − W

H2 ,react

)
(6.56)

dpan
H2

dt
=

RTan

M
H2

Van

(
xwrox

H2
Wwrox − xan

H2
W an − W

H2 ,react

)
(6.57)

where W an is calculated as a function of the anode pressure, pan, and the ambient pressure, pamb,
using Equation (6.6). The rate of hydrogen reacted is a function of stack current, Ist, through the
electrochemistry principle [69]

W
H2 ,react = M

H2

nIst

2F
(6.58)

where n is the number of fuel cells in the stack and F is the Faraday’s number.
Two meaningful variables which are hydrogen utilization, U

H2
, and stack H2 starvation or anode

hydrogen mole fraction, y
H2

, can be calculated by

U
H2

=
W

H2 ,react

xwrox
H2

Wwrox
(6.59)

and

y
H2

=
pan

H2

pan
(6.60)
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6.11 Simulation and Model Validation

The low-order (10 states) model described in the previous sections is parameterized and validated with
the results of a high-order (> 300 states) detailed model [40]. The detailed model includes spatial
variation and exact chemical reaction rates for all the species. The detailed model is developed using
the Dymola software [108] and is imported as an S-function in Simulink. The two models are compared
with the same inputs. The model parameters for a system designed to be used in a commercial vehicle
or a residential building are given in Table 6.3. The focus of our work is to capture the essential
dynamic input/output behaviors, and, thus our main concern is reasonable agreement of transient
responses. The FPS key performance variables are the O2C ratio, the CPOX temperature, the FPS
exit total flow rate, and the FPS exit hydrogen flow rate. Several parameters, such as the orifice
constants and the component volumes, are adjusted appropriately in order to obtain comparable
transient responses. Note that the model is expected to provide close prediction of the transient
response of the variables located upstream of the WGS inlet (WROX inlet). On the other hand, a
relatively large discrepancy is expected for the variables downstream from the CPOX since the WGS
and PROX reactors are approximately modeled as one lumped volume and are assumed perfectly
controlled, which is not the case for the Dymola model.

The operating point used in the validation is chosen at the oxygen to carbon ratio λ
O2C

= 0.6 and
the stack hydrogen utilization U

H2
= 80% [37]. The final results are shown in Figures 6.8 to 6.12.

Step changes of the three inputs: the stack current, Ist, the blower signal, ublo, and the fuel valve
signal, uvalve, are applied individually at time 400, 800, and 1200 seconds, respectively, followed by
the simultaneous step changes of all inputs at 1600 seconds (see top three plots of Figure 6.8). The
input uvalve has a value between 0 and 1 in these plots. Note here that, in practice, it is unlikely that
an input is applied individually. Often, the blower and the valve inputs are applied simultaneously
based on the changes in load current. It is therefore more critical to obtain good agreement on the
responses in the case of simultaneous inputs (at 1600 seconds).

The responses of the key variables are shown in Figure 6.8. In the right column is the zoom-in of
the response at 1600 seconds which represents the simultaneous input step increase. Various pressure
and flow responses are shown in Figure 6.9. It can be seen that, despite the offset, there is a good
agreement between the two models for most transient responses.

Small discrepancies can be spotted in the responses, for example, in the anode pressure. The
discrepancies come mostly from the results of the assumptions used to simplify the model. The main
assumption is that the WGS and PROX reactors are combined into one volume. This results in a
crude approximation of the pressure in the WGS and PROX, as can be seen in Figure 6.11.

Steady-state offsets of the model can also be reduced. For example, the CPOX temperature offset
shown in Figure 6.8 might be reduced if the enthalpy terms in the CPOX temperature equation (6.48)
are directly calculated from gas composition and temperature rather than from a lumped specific heat.

From the validation results in this section, it can be concluded that the low-order model can be
used to represent important dynamic behaviors that are relevant to the control study. A more accurate
model can be developed with the expense of extra complexity or higher system order.
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Figure 6.8: Model Validation Results: Inputs and Performance Variables. Blue (Dark) = high-order
model; green (light) = low-order model
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Figure 6.9: Model validation results: pressures (Pascal)
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Figure 6.11: Model validation results: WROX pressure
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Table 6.3: Typical model parameters for a 200kW system [23, 33, 36, 40, 92]
Parameter Typical Value

Thex 400-500 K
Vhex 0.05 m3

W0,hex 0.04 kg/s
∆p0,hex 450-500 Pa

Thds 350-400 ◦C
Vhds 0.3 m3

ptank 133 kPa
W0,valve 0.0075 kg/s
∆p0,valve 3600 Pa
W0,hds 0.0075 kg/s
∆p0,hds 100-110 Pa
Tmix 300 ◦C
Vmix 0.03 m3

Ccpox
P,bed 450 J/kg·K

mcpox
bed 2.8 kg

W0,cpox 0.05 kg/s
∆p0,cpox 3000 Pa
ηwrox 20-50 %
Twrox 500 K
Vwrox 0.45 m3

Mwrox 16 × 10−3 kg/mol
T des

wgs1,in 400 ◦C
T des

wgs2,in 200 ◦C
Twgs1 400 ◦C

W0,wrox 0.06 kg/s
∆p0,wrox 2000 Pa

Tan 65-80 ◦C
Van 0.0045 m3

Man 27.8 × 10−3 kg/mol
n 750-1000 Cells

W0,an 0.06 kg/s
∆p0,an 500-600 Pa





Chapter 7

Natural Gas Fuel Processor Control
Study

Accurate control and coordination of the fuel processor reactant flows can prevent both large deviation
of hydrogen concentration in the anode and large excursion of CPOX catalyst bed temperature. Good
regulation of the CPOX temperature prevents the catalyst bed from overheating and ensures high
conversion efficiency of the CPOX reaction, while accurate regulation of anode hydrogen concentration
prevents the fuel cell stack from hydrogen starvation and ensures high fuel cell hydrogen utilization,
i.e., low hydrogen waste. A control-oriented model of the natural gas fuel processing system developed
in the previous chapter is used in this chapter for real-time management of these two objectives. The
two main performance variables are the anode hydrogen mole fraction [99] and the CPOX catalyst bed
temperature [113] and the two control actuators are the fuel (CH4) valve command and the CPOX
air blower command.

Typical fuel processing systems rely on a decentralized (single-input single-output) control of the air
blower command to control CPOX temperature and of the fuel valve command to control the anode
hydrogen concentration. In Section 7.4, an analysis using the relative gain array method confirms
the appropriateness of input-output pairs for the decentralized control. The study also shows large
interactions between the two loops at high frequencies, which suggest significant degradation of control
performance during transient. Moreover, the magnitude of the interactions changes significantly at
different operating powers. Large plant interactions at low power can result in instability if the
decentralized controllers are designed separately with high bandwidth in both loops. Designing the
two decentralized control loops at different bandwidth can prevent instability. This indicates the need
to compromise one of the two objectives if a decentralized controller is used. Specifically, we show that
fast control of the fuel loop is necessary to minimize stack H2 starvation. The slow air flow loop is
needed to prevent large controller performance degradation, which is caused by the plant interactions,
and actuator saturation if a decentralized controller is used.

These interactions can be more efficiently handled with multivariable control which is studied in
Section 7.5. The multivariable controller is designed based on a linearized model of the plant. The
linear quadratic optimal control method is used to design the controller and the state estimator based
on perfect measurements of the performance variables: the CPOX temperature and the anode H2

mole fraction. An analysis of the controller and the closed loop performance shows that the model-
based multivariable controller gives a significant improvement in the CPOX temperature regulation as
compared to the decentralized controller. During load current changes, the regulation of the anode H2

mole fraction depends strongly on the speed of the fuel valve command while the CPOX temperature
regulation depends on the coordination of the two inputs.

An analysis of the multi-input multi-output controller, in Section 7.5.3, reveals one effective cross-
coupling element of the controller. This is useful when simplifying the controller for implementation.
The cross-coupling term from the anode H2 mole fraction to the blower command significantly con-

97
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tributes to the performance of the controller while the feedback term from the CPOX temperature to
the valve command can be ignored without any degradation in performance. With additional analy-
sis, the controller may be reduced further into a dynamic feedforward term from the valve command
to the blower command, which can counterbalance the effects of the valve command on the CPOX
temperature.

With realistic measurements where sensor lags are significant, the performance of the multivariable
controller can degrade. The analysis of observability gramian, presented in Section 7.5.4, can be used
to guide the control design and measurement selections. This observability analysis can also help in
assessing the relative cost-benefit ratio in adding extra sensors for the flow and pressure measurements
in the system.

7.1 Control Problem Formulation

As previously discussed, the main objectives of the FPS controller are (i) to protect the stack from
damage due to H2 starvation (ii) to protect CPOX from overheating and (iii) to keep overall system
efficiency high, which includes high stack H2 utilization and high FPS CH4-to-H2 conversion. Ob-
jectives (i) and (ii) are important during transient operations while objective (iii) can be viewed as
a steady-state goal. Objectives (ii) and (iii) are also related since maintaining the desired CPOX
temperature during steady-state implies proper regulation of the oxygen-to-carbon ratio which corre-
sponds to high FPS conversion efficiency. In this study, the desired steady-state is selected at stack
H2 utilization UH2=80% [37] and CPOX oxygen-to-carbon ratio λO2C = 0.6. This condition results in
the value of CPOX temperature, Tcpox = 972 K (corresponds to λO2C = 0.6), and the value of anode
hydrogen mole fraction, yan

H2
≈ 8% (corresponds to U

H2
= 80%). The control objective is therefore

to regulate Tcpox at 972 K and yan
H2

at 0.08. This desired value of Tcpox = 972K also agrees with the
value published in the literature [33].

The performance objectives are chosen based on the following rationale. High Tcpox can cause the
catalyst bed to be overheated and be permanently damaged. Low Tcpox results in a low CH4 reaction
rate in the CPOX [113]. Large deviations of yan

H2
are undesirable. On one hand, a low value of yan

H2

means anode H2 starvation [99, 97] which can permanently damage the fuel cell structure. On the
other hand, a high value of yan

H2
means small hydrogen utilization which results in a waste of hydrogen.

In this control study, we ignore the effect of temperature on the CH4 reaction rate. In other
words, it is assumed that all CH4 that enters the CPOX reacts. Note that these assumptions reduce
the validity of the model for large Tcpox deviations. The effect of the modeling error due to these
assumptions can degrade the performance of the model-based controller. However, achieving one of
the control goals, which is the regulation of Tcpox, will ensure that this modeling error remains small.

The actuator dynamics are ignored. The stack current, Ist, is considered as an exogenous input
that is measured. Since the exogenous input is measured, we consider a two degrees of freedom
(2DOF) controller based on feedforward and feedback, as shown in Figure 7.1. The control problem is
formulated using the general control configuration shown in Figure 7.2. The two control inputs, u, are

FF

uvalve

Tcpox
yH2

ublo

Ist

Fuel Cell
System+ +

++

Controller

Figure 7.1: Feedback control study

the air blower signal, ublo, and the fuel valve signal, uvalve. The feedforward terms that provide the
valve and the blower signals that reject the steady-state effect of current to the outputs are integrated
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in the plant:

u∗ =
[

u∗
blo

u∗
valve

]
= fI(Ist) (7.1)

The value of u∗ is obtained by the nonlinear simulation and can be implemented with a lookup table.
The performance variable, z, includes the CPOX temperature, Tcpox, and the anode exit hydrogen

w = z =

y =u =

Ist

ublo

Tcpox

Tcpox

Wair

Wfuel

uvalve

yH2

yH2

PLANT m

m

Figure 7.2: Control problem

mole fraction, yan
H2

.
Several sets of measured variables are considered. The variables that can be potentially measured

are the CPOX temperature, Tm
cpox, the hydrogen mole fraction, ym

H2
, the air flow rate through the

blower, Wair, and the fuel flow rate, Wfuel. The measured values, Tm
cpox and ym

H2
, are the values

obtained from realistic sensors, which are slow. The control objective is to reject or attenuate the
response of z to the disturbance w by controlling the input, u, based on the measurement, y. In the
transfer function form, we can represent the plant as[

z
y

]
= G

[
w
u

]
=
[

Gzw Gzu

Gyw Gyu

] [
w
u

]
(7.2)

In order to determine the fundamental limitations or issues that are related to the plant based on
the actuator topology and not the sensors, we first study the control design based on the perfect
measurements of the performance variables, i.e., perfect measurements of Tcpox and yan

H2
. Then, later

in this chapter, we analyze the effect of realistic measurements, with sensor lag and noise, on the
performance of the observer-based controller.

7.2 Analysis of Linearized Models

A linear model of the FPS is obtained by linearizing the nonlinear model developed in Chapter 6.
The operating point is set at λO2C = 0.6 and UH2 = 0.8 and static feedforward terms (illustrated in
Figure 7.1) are included in the linear plant. The linearization of the plant is denoted by

∆ẋ = A∆x + Bu∆u + Bw∆w

∆z = Cz∆x + Dzu∆u + Dzw∆w

where the state, x, input, u, disturbance, w, and performance variables, z, are

x =
[

Tcpox pan
H2

pan phex ωblo phds pmix
CH4

pmix
air pwrox

H2
pwrox

]T

w = Ist u =
[

ublo uvalve

]T
z =

[
Tcpox yan

H2

]T

(7.3)

For simplicity, the symbol ∆, which denotes the deviation of the variables from the nominal point,
will be dropped for the rest of the chapter. The specific set of matrices for a 50% current (load) level
is given in Table A.3. The units of states are pressure in kPa, temperature in Kelvin, and rotational
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speed in kRPM. The current input is in Ampere. The blower and the valve signals, ublo and uvalve,
vary between 0 and 100. The outputs are the CPOX temperature in Kelvin and the anode hydrogen
mole fraction in percent. The comparison of time responses between the nonlinear and the linear
models, in Figure A.2, shows acceptable agreements. The small offsets are the results of errors in
the linearization of feedforward terms. The eigenvalues and eigenvectors of the linear system are
shown in Table 7.1. It can be observed that the slow eigenvalue at -0.086 is associated with the
CPOX temperature and the other slow eigenvalues at -0.358 and -1.468 are related to the hydrogen
concentration in the stack anode volume and the WROX (water gas shift and preferential oxidation)
volume. The controllability and observability data will be used later in Sections 7.5.1 and 7.5.2.

Table 7.1: Eigenvalues and eigenvectors of FPS linear model
Eigenvalues

λ -1.4678 -0.3579 -660.66 -157.92 -89.097 -12.171 -2.7825+0.4612i -2.7825-0.4612i -0.085865 -3.3333

Eigenvectors

x1 0 0 -0.002922 -0.000033 0.035363 -0.248017 -0.7546 -0.7547 0.999908 0.699066

x2 1 0.917378 -0.000284 0.164391 0.000331 0.138515 0.1135-0.0268i 0.1135+0.0268i -0.006255 0.090218

x3 0 0 -0.000764 0.984706 -0.004846 -0.042203 -0.0024-0.0005i -0.0024+0.0005i 0.000506 0.001705

x4 0 0 0.283168 0.006251 0.367157 0.040987 0.0012-0.0072i 0.0012+0.0072i 0.001372 -0.007774

x5 0 0 0 0 0 0 0 0 0 0.000326

x6 0 0 0.069280 0.000478 -0.065690 0.065140 0.0013-0.0085i 0.0013+0.0085i 0.001513 -0.009961

x7 0 0 -0.733729 -0.001551 0.710624 -0.642110 -0.4437+0.0738 -0.4437-0.0739 0.003010 0.492812

x8 0 0 -0.613602 -0.000305 -0.595383 0.682953 -0.4449-0.0815i -0.4449+0.0815i -0.001495 -0.501783

x9 0 0.398016 0.003223 -0.013867 -0.006765 -0.013953 0.0991+0.0011i 0.0991-0.0011i -0.011143 -0.091075

x10 0 0 0.011485 -0.055638 -0.009657 -0.180758 -0.011-0.0024i -0.011+0.0024i 0.002347 0.007750

Controllability

cond(λI-A Bu) 5838.78 24130.73 12932.24 462598.60 5113.45 8426.44 5802.98 5803.98 5696.54 5800.03

Observability

cond(λI-A;Cz) 839.51 4245.69 275896.56 7375.08 17499.82 2539.83 924.46 924.46 2152.40 1000.53

Tcpox

pan

pan

phex

phds
ωblo

pmix

pmix

pwrox

pwrox

H2

H2

air

CH4

The nonlinear plant model is linearized at three different current (load) levels, 30%, 50%, and 80%,
which will be referred to as 30%, 50%, and 80% systems (or models), respectively. The Bode plots
and step responses of the linear plants that are obtained from different system power levels are shown
in Figures 7.3 and 7.4. For clarity, in these two figures, the units of current is (×10 Amp). Note first
that the static feedforward controller does well in rejecting the effect from Ist to yH2 in steady-state.
The H2 recovery using feedforward is, however, relatively slow. A feedback controller is, thus, needed
to speed up the system behavior and to reduce the sensitivity introduced by modeling uncertainties.

The responses of the output due to step changes in the actuator signals, in Figure 7.4, show a
strongly coupled system. The fuel dynamics are slower than the air dynamics, primarily due to the
large HDS volume. Note that a right half plane (RHP) zero exists in the path ublo → yH2 can be
easily detected from an initial inverse response of the yH2 due to a step change in ublo. Moreover, as
can be seen in the step responses from ublo to yH2 , the RHP zero that causes the non-minimum phase
behavior moves closer to the imaginary axis and causes larger initial inverse response at low power
level (30%). It can also be seen in the Bode plot that, at high frequencies, the disturbance, Ist, has
considerably more effect on the H2 mole fraction than CPOX temperature, as compared to that at
low frequencies. This is because the current has direct impact on the amount of hydrogen used in the
anode, which is coupled with the H2 mole fraction only through the fast dynamics of the gas in anode
volume.

Table 7.2: Gap between two linearized systems
Linearization Points Gap

(power level)
30% and 50% 0.3629
50% and 80% 0.3893
30% and 80% 0.6624
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The characteristics of the FPS plant can vary when operating at different load levels or operating
points. The distance between two system matrices is represented by the gap metric [50], which has
values between zero and one. More specifically, the gap metric represents the degradation of stability
margins when the first system is perturbed to become the second system [103]. A value closer to one
indicates a large distance between the two systems. The gap metrics of three linear models of the
plant, which are obtained by linearizing the nonlinear model at three different current (load) levels,
30%, 50%, and 80%, are presented in Table 7.2. MATLAB µ-Analysis Toolbox is used to calculate the
gap metrics. From the large value of the gap between 30% and 80% models, it is expected that there
will be a large degradation of control performance when a linear controller designed for one model is
used on the other. This suggests the need for gain scheduling that can be pursued in the future. The
linearization of the system at the 50% power level which is shown in Table A.3 is used in the control
study in the following sections.

7.3 Input-Output Pairing

One of the most common approaches to controlling a multi-input multi-output (MIMO) system is to
use a diagonal controller, which is often referred to as a decentralized controller. The decentralized
control works well if the plant is close to diagonal which means that the plant can be considered
as a collection of individual single-input single-output (SISO) sub-plants with no interaction among
them. In this case, the controller for each sub-plant can be designed independently. If an off-diagonal
element is large, then the performance of the decentralized controller may be poor.

The design of a decentralized controller involves two steps: input-output pairing and controller
tuning. Interactions in the plant must be considered as we choose input-output pairs. For example,
having a choice, one would drop the pairing between ublo and y

H2
due to the RHP non-minimum phase

relationship. One method used to measure the interactions and assess appropriate pairing is called
the Relative Gain Array (RGA) [22]. The RGA is a complex non-singular square matrix defined as

RGA(G) = G × (G−1)T (7.4)

where × denotes element by element multiplication. Each element of the RGA matrix indicates the
interaction between the corresponding input-output pair. It is preferred to have a pairing that gives
an RGA matrix close to an identity matrix. The useful rules for pairing are defined in [96]:

1. To avoid instability caused by interactions at low frequencies one should avoid pairings with
negative steady-state RGA elements.
2. To avoid instability caused by interactions in the crossover region one should prefer pairings for
which the RGA matrix in this frequency range is close to identity.

The 2×2 RGA matrices of Gzu defined in (7.2)-(7.3) and calculated for the 50% load in section 7.2
are given in (7.5) for different frequencies. According to the first rule, it is clear that the preferred
pairing choices are ublo → Tcpox pair and uvalve → yH2 pair to avoid instability at low frequencies.

RGA(0 rad/s) =
[

2.302 −1.302
−1.302 2.302

]

RGA(0.1 rad/s) =
[

2.1124 − 0.36663i −1.1124 + 0.36663i
−1.1124 + 0.36663i 2.1124 − 0.36663i

]
(7.5)

RGA(1 rad/s) =
[

1.1726 − 0.50797i −0.17264 + 0.50797i
−0.17264 + 0.50797i 1.1726 − 0.50797i

]

RGA(10 rad/s) =
[

0.24308 − 0.0021386i 0.75692 + 0.0021386i
0.75692 + 0.0021386i 0.24308 − 0.0021386i

]

However, it can be seen that at high frequencies, the diagonal and off-diagonal elements are closer,
which indicates more interactions. In fact, a plot of the magnitude difference between the diagonal and
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off-diagonal elements of the RGA matrices in Figure 7.5 shows that the interactions increase at high
frequencies [80, 96]. At low power levels, the values of the off-diagonal elements of the RGA matrix
are even higher than the diagonal elements (|RGA11| − |RGA12| < 0), indicating large coupling. At
these frequencies, we can expect poor performance from a decentralized controller.
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Figure 7.5: Difference between diagonal and off-diagonal elements of the RGA matrix at different
frequencies for three power setpoints

7.4 Decentralized Control

To illustrate the effect of the interactions, we design several PI controllers for the two single-input
single-output (SISO) systems that correspond to the diagonal subsystem of Gzu, i.e., ublo → Tcpox

(Gzu(1, 1)), and uvalve → yH2 (Gzu(2, 2)). The diagram in Figure 7.6 shows the decentralized con-
troller.

K11

K22
Gzu

Gzw

uvalve

Tcpox

yH2

ublo

Ist

Figure 7.6: Decentralized Control

Each controller gives different closed loop characteristics, as shown in Tables 7.3 and 7.4. The
closed loop bode plots and step responses of the system with different controllers are shown in Fig-
ures 7.7 to 7.12. Three responses are shown in each figure which are open loop or feedforward response
(solid), decentralized feedback response of the full plant (dashed), and the ideal decentralized control
response (dotted) which is the expected response if the off-diagonal elements of Gzu (see (7.2)) are
zero.

Relatively slow controllers (K11a and K22a) in both loops are used for the response in Figure 7.7. It
can be seen that the performance of the slow decentralized controller does not deteriorate significantly
when the cross-coupling interactions are introduced. Despite its robustness, the slow controller corre-
sponds to large y

H2
excursions during transient. Thus, a faster controller is needed. Figure 7.8 shows
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Table 7.3: Controller for Gzu(1, 1)

Controller Transfer Function Rise Time (s) Overshoot (%)

K11a 0.0389
(4.1s + 1)

s
3.14 11

K11b 0.0667
(4.3s + 1)

s
1.0 7

K11c 0.0135
(5.6s + 1)

s
6.58 12

Table 7.4: Controller for Gzu(2, 2)

Controller Transfer Function Rise Time (s) Overshoot (%)

K22a 0.268
(2.8s + 1)

s
3.95 6

K22b 0.165
(21s + 1)

s
1.33 10

the closed-loop response when faster controllers (K11b and K22b) are employed in both loops. The
control performance starts deteriorating due to system interactions. Moreover, since the interaction
is larger for the low power (30%) system, the performance of fast decentralized control deteriorates
significantly and can even destabilize the system as shown in Figure 7.9. To prevent the deteriorat-
ing effect of the interactions, it is possible to design the two controllers to have different bandwidth.
Figure 7.10 shows the response when using slow controller in the fuel loop (K22a) and fast controller
in the air loop (K11b). It can be observed here that the recovery speed of y

H2
mainly depends on the

speed of the fuel valve, or fuel flow, and thus fast H2-valve loop is necessary. Therefore, we tune the PI
controller K22 of the uvalve → yH2 subsystem to achieve the desired yH2 response (|yH2 | < 0.08). To
get fast y

H2
response while avoiding the effect of the interactions, the Tcpox-air loop needs to be much

slower or faster than the uvalve → yH2 closed loop subsystem. Unfortunately, faster ublo → Tcpox is
not feasible due to actual magnitude constraints. Thus K11 = K11c is selected, which slows down
the first subsystem loop compromising the Tcpox response, as shown in Figures 7.11 and 7.12. These
two figures show that large time scale separation is needed in order to use the decentralized control
method. In the following sections, for comparison with other controllers, the PI controllers K11c and
K22b are used.

The gains of the PI controllers (Tables 7.3 and 7.4) used in this study are obtained by trial and error
to match the desired speed and overshoot of each controller. These gains are used only to illustrate
the effect of plant interactions and difficulties in tuning the PI controllers without systematic MIMO
control tools. The conclusion from this section is that the large plant interactions illustrated by
Figure 7.5 must be considered in the control design.

7.5 Multivariable Control

We show in the previous section that the interactions in the plant limit the performance of the de-
centralized controller. In this section, we determine the improvement that can be gained by using
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Figure 7.7: Bode magnitude and unit step response of 50% model with controllers K11a and K22a
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Figure 7.8: Bode magnitude and unit step response of 50% model with controllers K11b and K22b
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Figure 7.9: Bode magnitude and unit step response of 30% model with controllers K11b and K22b
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Figure 7.10: Bode magnitude and unit step response of 30% model with controllers K11b and K22a
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Figure 7.11: Bode magnitude and unit step response of 30% model with controllers K11a and K22b
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Figure 7.12: Bode magnitude and unit step response of 30% model with controllers K11c and K22b
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a multi-input multi-output (MIMO) controller and model-based control design techniques. The con-
troller is designed using the linear quadratic (LQ) method. The control development consists of two
steps. First, a full state feedback controller is designed using linear quadratic optimization for the
controller gains. Since the plant states can not be practically measured, the second step is to build a
state observer or state estimator based on the measurement of the performance variables.

7.5.1 Full State Feedback with Integral Control

To eliminate steady-state error, we add to the controller the integrators on the two performance
variables, Tcpox and yH2 . Note that in this section, we assume that these two variables can be directly
and instantaneously measured. The state equations of the integrators are

d

dt

[
q1

q2

]
=
[

T ref
cpox − Tcpox

yref
H2

− y
H2

]
(7.6)

where T ref
cpox = 972 K and yref

H2
= 8.8 % are the desired values of Tcpox and yH2 , respectively. In the

linear domain, the desired deviation from the reference values is thus zero for all current commands.
The augmented plant, which combines the original states, x, and the integrator states, q, is represented
by

ẋa =
[

ẋ
q̇

]
=
[

A 0
Cz 0

] [
x
q

]
+
[

Bu

Dzu

]
u = Aaxa + Bau (7.7)

The controller is designed with the objective of minimizing the cost function

J =
∫ ∞

0

zT Qzz + uT Ru + qT QIq dt (7.8)

where u = [ublo uvalve]T and Qz, R, and QI are weighting matrices on the performance variables, z,
control input, u, and integrator state, q, respectively. The cost function can be written in the linear
quadratic form of the augmented states, xa, as

J =
∫ ∞

0

xT
a

[
CT

z QzCz 0
0 QI

]
xa + uT Ru dt =

∫ ∞

0

xT
a Qxa + uT Ru dt (7.9)

The control law that minimizes (7.9) is in the form

u = −KP (x − xd) − KIq = −K

[
(x − xd)

q

]
= −R−1BT

a P

[
(x − xd)

q

]
(7.10)

where P is the solution to the Algebraic Riccati Equation (ARE)

PAa + AT
a P + Q − PBaR−1BT

a P = 0 (7.11)

which can be solved using MATLAB. Variable xd in (7.10) can be viewed as the desired value of the
states (as a function of w) that gives the desired value of z = 0. In other words, the term Kpxd is an
additional feedforward term that compensates for the changes in the output steady-state value due
to the feedback. As a result, this additional feedforward term is a function of the feedback gain, Kp.
The value of xd can be found by simulation or by the linear plant matrices, i.e.,

xd =
[
A−1Bw

]
w (7.12)

which results in

xT
d = 10−3 × [

0 0.67 7.538 84.148 7.941 79.219 18.197 59.761 8.9 35.72
]
w (7.13)

As it is based on the linear model, the value of xd calculated in (7.12) will be different from the actual
desired state in the nonlinear plant. The error in xd definitely influences the steady-state error of
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the performance variables, Tcpox and yH2 . The integral control implemented through the augmented
integrators (7.6) then becomes more critical. The fact that xd is not accurate must be taken into
account when choosing the weighting between Qz and QI . Large integrator gain slows down the
response, thus relatively small QI shows a better (faster) performance in the linear design. However,
the response in nonlinear simulation with small QI gives poor steady-state performance since the
performance is based heavily on the proportional part of the controller and therefore suffers from the
error in xd. Thus, if a more accurate value of xd can not be obtained, the transient performance must
be compromised in order to get satisfactory steady-state performance of the controller through the
integral part. Alternatively, a more accurate xd can be obtained by numerically solving the nonlinear
simulation and stored in a lookup table.

Figures 7.13 and 7.14 show the closed-loop responses when different weighting matrices are used
in the LQ design. The effect of varying uvalve, while constraining the magnitude of ublo, is shown in
Figure 7.13. When the magnitude of uvalve increases, a faster response of yH2 can be achieved with a
small degradation of the Tcpox response. On the other hand, Figure 7.14 shows large tradeoff between
two performance variables when the magnitude of ublo is varied while maintaining the magnitude
of uvalve. It can be seen that a small improvement in yH2 can be obtained using ublo. However,
there is a large degradation in Tcpox response because large ublo is needed to improve yH2 (due to
the non-minimum phase relation) and, thus significantly affects Tcpox. These two figures imply that
the improvement in H2 starvation (yH2) mainly depends on the speed and magnitude of the valve
command, uvalve. The blower command, ublo, has little impact on yH2 , but if well coordinated with
the valve command, it can provide a large improvement in Tcpox regulation.
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Figure 7.13: Tradeoff between two performance variables, Tcpox and y
H2

, with respect to magnitude
of uvalve

The final design of the controller gives the response shown in Figure 7.15. The controller gains are
obtained by using the weighting matrices

Qz =
[

80 0
0 1100

]
QI =

[
150 0
0 100

]
R =

[
100 0
0 120

]
(7.14)
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which results in the gains

KP =
[

1.405 0.182 0.029 1.066 39.04 −6.611 −0.705 0.604 0.767 0.939
−0.130 1.150 −0.132 −0.244 −8.422 6.111 0.618 −0.139 3.787 0.127

]

KI =
[ −1.207 −0.169

0.189 −0.9

]
(7.15)

The closed loop eigenvalues are given in the Appendix (Equation A.5).
There are a few slow closed loop eigenvalues which may be the result of the weakly controllable

mode associated with the plant eigenvalue λ2 = −0.3579, as suggested by the large condition number
of [λ2I−A Bu] in Table 7.1.

A comparison of the decentralized controller, explained in Section 7.4, and the full state feedback
controller in nonlinear simulation is shown in Figure 7.16. The significant improvements in both Tcpox

and yH2 regulation when using MIMO controller are the result of considering system interactions via
the model-based state feedback design. To be able to implement the MIMO controller, in the next sec-
tion, the full state feedback controller is converted into output feedback using available measurements.
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Figure 7.16: Comparison of decentralized control and full state feedback control in nonlinear simulation

7.5.2 State Estimator

The plant states can be estimated using the dynamic model of the plant together with available
measurements. It is assumed here that perfect measurement of Tcpox and yH2 can be obtained. The
observer state equations are

˙̂x = Ax̂ + Buu + Bww + L(z − ẑ)
ẑ = Czx̂ + Dzuu + Dzww (7.16)

where x̂ is the estimator state vector and L is the estimator gain. The observability gramian, Qobs,
i.e. solution of

AT Qobs + QobsA = −CT
z Cz, (7.17)

has full rank but the condition number of the observability gramian is high, indicating rank deficiency,
i.e., weak observability. Sometimes, this result arises because of poor selection of units of the model
states (scaling). Thus, to better evaluate system observability, we normalize the condition number of
the observability gramian (cN

obs) by the value when all the states are measured, Cx = I.

cN
obs =

cond
(
Qobs, {C=Cz}

)
cond

(
Qobs, {C=I}

) = 2 × 105 (7.18)



7.5 Multivariable Control 111

Large normalized observability gramian implies that the pair (A,Cz) is weakly observable.
The L gain in (7.16) is used to place the observer eigenvalue at the desired points, which is

normally at least twice as fast as the dominant closed loop eigenvalues. Since the plant has several
fast eigenvalues (Table 7.1) that do not need to be moved using output feedback, the reduced-order
observer can be applied to simplify the observer. This can be done by first transforming the system
matrices into the modal canonical form [26], x1 = Tx, such that the new system matrices are

A1 = TAT−1 =




λ1 0
. . .

0 λ10


 (7.19)

C1 = CzT
−1 B1 = [ B1w B1u ] = T [ Bw Bu ] D1 = [Dzw Dzu ] (7.20)

Note the special structure of the matrix A1 which has eigenvalues on the diagnonal. The system
matrices in the new coordinates are shown in Table A.4. The matrices are then partitioned into

[
A1ō 0
0 A1o

]
,

[
B1ō

B1o

]
,

[
C2ō C2o

]
(7.21)

where

A1o =




−3.333 0 0 0 0 0
0 −2.782 0.4612 0 0 0
0 −0.4612−2.782 0 0 0
0 0 0 −1.468 0 0
0 0 0 0 −0.358 0
0 0 0 0 0 −0.086




(7.22)

which contains the slow eigenvalues of the plant. The reduced-order observer gain, L1, is then designed
for the set A1x = A1o+αI, B1o and C1o. The modification of A1o to A1x follows the method described
in [7] to guide the observer pole placement for fast response as prescribed by the constant α. Using the
Kalman filter method, the observer gain, L1, is determined by solving the optimal quadratic problem

L1 := SCT
1oW

−1
y (7.23)

0 = SAT
1o + A1oS + Vx + SCT

1oW
−1
y C1oS (7.24)

The weighting matrices, V and W , represent the process noise and measurement noise, respectively.
The weighting matrices chosen are

Vx = 100 diag[ 10 200 200 20 50 80 ] + B1o BT
1o (7.25)

Wy = 1×10−6 diag
[

0.1 0.01
]

(7.26)

The reduced-order observer gain, L1, is then transformed to the original coordinate, L,

L = T−1

[
04×2

L1

]
(7.27)

which results in the gain given in Equation A.6. Figure 7.17 shows the response of the observer error
(x−x̂) in linear simulation. The initial errors of all states are set at 1% of the maximum deviation from
the nominal point. It can be seen that most states stabilize within 1 second. The nonlinear simulation
of the system with full state feedback and with output observer feedback is shown in Figure 7.18. The
output feedback gives satisfactory performance in both yH2 and Tcpox regulations.
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7.5.3 Insight into a Better Performance of MIMO Controller

The combination of the state feedback control and the state observer results in a model-based mul-
tivariable output-feedback controller. The state space representation of the controller can be written
as [ ˙̂x

q̇

]
=
[

A − BuK − LCz −BuKI

0 0

] [
x̂
q

]
+
[

Bw + BuKP αd L
0 −I

] [
w
z

]

u =
[ −Kp − KI

] [ x̂
q

]
+
[

Kpαd 0
] [ w

z

]
(7.28)

where the output of the controller is the plant input, u = [ ublo uvalve ]T . Variable αd is equal to
the coefficient of xd in Equation (7.13). Note that Equation (7.28) is formed taking into account that
Dzu = Dzw = 0. In transfer function form, the controller can be written as

u = Cuww + Cuzz =
[

Cw1

Cw2

]
w +

[
C11 C12

C21 C22

]
z (7.29)

The Bode plot of each element of the controller, C, is shown in Figure 7.19. The Cuw term is an
additional dynamic feedforward that is superimposed on the original static feedforward u∗ in (7.1).
The term Cuz is the feedback part of the controller.
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Figure 7.19: Frequency response of the controller

In an effort to simplify the feedback controller for gain scheduling and implementation purposes, we
investigate which cross-coupling term of the feedback contributes to the improvement by the MIMO
controller. By zeroing out the cross-coupling term and plotting the closed loop frequency and time
responses in Figures 7.20 and 7.21, we can see that the performance of the full controller is maintained
when C21 = 0. However, the performance degrades when C12 = 0 and thus it is clear that the C12 term
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is the critical cross-coupling term that provides the MIMO control improvement. This analysis gives a
different result, however, if the blower bandwidth is allowed to be higher as shown in Figures 7.22 and
7.23. These plots are generated by lowering the LQ weight on ublo in the state feedback design, i.e.,
R(1,1) = 1 in (7.14). There is more actuator activity (high bandwidth controller) of ublo, as shown in
Figure 7.22, and the diagonal controller (C12 = C21 = 0) performs similarly to the full multivariable
controller.
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Figure 7.20: Closed-loop frequency response for analysis of elements in the feedback controllers
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Figure 7.21: Closed-loop time response for analysis of elements in the feedback controllers

The importance of C12 when high control bandwidth in ublo is not feasible is interpreted as follows.
Following Figure 7.25, the current disturbance, Ist, almost instantaneously affects yH2 during fast
transient as can be seen by the large high-frequency magnitude of the transfer function from Ist to
yH2 (Figure 7.24) for the plant with feedforward control:

G̃zw = Gzw + GzuCuw (7.30)

On the contrary, the magnitude of the Ist to Tcpox transfer function is very low at high frequencies.
The valve signal, uvalve, tries to reject the effect of G̃w2 × w to yH2 (see Figure 7.25) by using the
feedback C22 term through G22. The blower signal, on the other hand, cannot help reject the G̃w2×w
to yH2 through the G21 × C12 because of the non-minimum phase zero of the G21. Meanwhile, the
valve that tries hard to reject the G̃w2 ×w to yH2 causes disturbances to Tcpox through the G12 cross-
coupling term. The controller cross-coupling term C12 is thus needed to compensate for the effect of
uvalve to Tcpox. If the blower has high bandwidth, the G11 × C11 term can reject the disturbance by
itself. Thus, controller C12 is not needed to cancel the G12 × C22 effect.
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Figure 7.22: Closed-loop time response for analysis of elements in the feedback controllers assuming
high-bandwidth blower
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Figure 7.23: Closed-loop frequency response for analysis of elements in the feedback controllers as-
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7.5.4 Effect of Measurements

In practice, the CPOX temperature measurement and anode hydrogen mole fraction can not be
instantaneously measured. The temperature and hydrogen sensors are normally slow, with time
constants of approximately 40 seconds and 10 seconds [54], respectively. In this section, we show that
the lag in the measurements can potentially degrade the estimator performance, and thus the feedback
bandwidth must be detuned in favor of robustness. For fast response, the system has to rely more
on feedforward control of the fuel valve and the blower command based on the measured exogenous
input, Ist. The feedforward controller, in turn, depends on the actuator response and reliability. A
common method to speed up and robustify actuator performance is a cascade configuration of a 2DOF
controller for each actuator based on measurement of the air flowrate, Wair, and the fuel flowrate,
Wfuel (both in g/sec). The cascade controller architecture in Figure 7.26 shows a decentralized version
of the cascade controller. The decentralized version, which is very popular in industrial settings [85],
uses feedforward and PI controllers to achieve the desired fuel and air flows.
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Figure 7.26: Typical FPS control configuration
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Two additional dynamic states are added to the plant when we consider the dynamics of the
sensors. Two sensor state equations that are augmented to the plant (Equation (7.3)) are[

˙sT

˙sH

]
=
[ −0.025 0

0 −0.01

] [
sT

sH

]
+
[

0.025 0
0 0.01

] [
Tcpox

y
H2

]
(7.31)

where ST is the CPOX temperature sensor state and SH is the hydrogen sensor state. The order of
the plant and sensor dynamics is 12 (10 for the plant and 2 for the sensors).

xs =
[

xT sT sH

]T (7.32)

where x is from Equation (7.3). The measurements are

y =
[

Tm
cpox ym

H2
Wair Wfuel

]T

= Cyx1 + Dyuu + Dyww (7.33)

where Tm
cpox and ym

H2
are the measured value of Tcpox and y

H2
, respectively. The matrices in (7.33)

are shown in Equation A.7 in the Appendix.
Each set of measurements provides a different degree of observability as can be seen by comparing

the normalized condition number of the observability gramian in Table 7.5. The lag contributed by
the sensors significantly degrades the system observability. However, adding the fuel and air flow
measurements lowers the observability condition number to a value lower than the one obtained with
perfect measurement of Tcpox and y

H2
. We can, thus, expect a better estimation performance. Even

better estimation can be expected if additional measurements such as mixer pressure are available,
as shown in the table below. More work is needed to define the critical measurements that will be
beneficial for the observer-based controller.

Table 7.5: Normalized condition number of observability gramian
Measurements Condition Number

Tcpox, y
H2

2 × 105

Tm
cpox, ym

H2
1.348 × 1010

Tm
cpox, ym

H2
, Wair, Wfuel 3672.7

Tm
cpox, ym

H2
, Wair, Wfuel, pmix 1928.8





Chapter 8

Conclusions

A satisfactory transient behavior is one of the critical requirements of the fuel cell system for both
automotive and residential applications. A well-designed control system is needed in order to provide
fast and consistent transient behavior of the fuel cell system. The system consists of four main sub-
systems, namely, reactant supply, heat and temperature, water management, and power management
subsystems. Additional complexities arise for the system with a hydrogen fuel processor that con-
verts carbon-based fuel into hydrogen. Interactions among the subsystems lead to a complex control
problem.

Two control problems related to the fuel cell system are presented in this thesis. The first problem is
the control of the cathode oxygen reactant for a high-pressure direct hydrogen fuel cell system (FCS).
The control goal is to effectively regulate the oxygen concentration in the cathode by replenishing
fast and accurately the oxygen depleted during power generation. The second problem is the multi-
input multi-output control of a low-pressure partial-oxidation based natural gas fuel processor system
(FPS). The control objectives are to regulate both catalytic partial oxidation (CPOX) temperature
and anode hydrogen concentration. System dynamic analysis and control design are carried out using
the model-based linear control approach.

A control oriented nonlinear dynamic model suitable for each control problem is developed from
physics-based principles. Not only are they easily scalable and expandable, but the system level
dynamic models built from physics-based component models are also very useful in understanding
system behaviors and interactions and in designing the model-based controller. The models of the
FCS and FPS are developed using physical principles such as chemical reaction, electrochemistry,
thermodynamics, mechanics, and lumped parameter fluid dynamic principles. The transient behaviors
captured in the model include flow characteristics, inertia dynamics, manifold filling dynamics, time
evolving reactant pressure or mole fraction, membrane humidity, and the relevant CPOX converter
temperature.

8.1 Fuel Cell Stack System

The stack voltage is calculated based on time varying load current, cell temperature, air pressure,
oxygen and hydrogen partial pressure, and membrane humidity. The fuel cell voltage is determined
using a polarization curve based on the reversible cell voltage, activation losses, ohmic losses, and
concentration losses. Flow equations, mass conservation, and electrochemical relations were used to
calculate changes in partial pressures and the humidity of the gas in the fuel cell stack flow channels.
The FCS model contains nine states representing the masses of various gases inside the component
volumes.

In this study, we focus on the control of the cathode oxygen supply. For this purpose, a proportional
controller for the hydrogen flow and an ideal controller for the humidifier are incorporated into the
FCS model. The hydrogen flow control ensures a minimum pressure difference between the anode
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and the cathode channels while the humidifier control ensures a fixed humidity of the air entering the
stack. Furthermore, perfect conditions of temperature and humidity are assumed at several places in
the model, for example, the temperature and humidity of the inlet air, of the inlet hydrogen, and of
the cell membrane. The control input is the compressor command. The performance variable is the
oxygen excess ratio, which is defined as the ratio between oxygen supplied to the cathode and oxygen
used in the reaction.

The steady-state optimal value of the oxygen excess ratio is around 2 for the FCS considered in
this study. The value is obtained from a steady-state analysis of the nonlinear FCS model. Operating
the system at the optimal value ensures that the maximum net power is achieved for a specific current
load. This value also agrees with the fuel cell specification and its desired operating point given in
the literature, thus validating indirectly the accuracy of our model.

Features and properties of different control configurations such as dynamic feedforward, observer
feedback, and proportional plus integral are presented. The advantages and disadvantages, such as
simplicity and robustness, of each configuration are succinctly explained. Depending on the character-
istics of the fuel cell system and the system model, such as source of unknown disturbance, degree of
parameter variations, and/or model accuracy, a control engineer can select the most suitable control
configuration.

Control performance limitations due to sensor availability are also illustrated. The performance
variable, i.e., the oxygen excess ratio, λO2 , itself, cannot be measured. The compressor flow rate,
which is located upstream of the λO2 location is used. The fact that Wcp is measured instead of λO2

limits the uses of integral control. The two main reasons are as follows: First, the reference value
needs to be calculated from a known atmospheric condition, which in reality varies. Second, a large
integral gain cannot be used as it enforces a fast compressor response to the setpoint upstream of the
manifold filling volume, and thus slows down the λO2 response.

Using the stack voltage measurement as one of the feedback signals to the controller increases the
system observability. Voltage is currently used for monitoring, diagnostic, and emergency shut-down
procedures. The observability analysis presented suggests that the voltage should be used in the
feedback, especially for estimation purposes.

There is a tradeoff between fast regulation of the oxygen excess ratio and fast delivery of the
desired net power during transient operations. The conflict arises from the fact that the compressor
is using part of the stack power to accelerate. The tradeoff is shown to be associated with frequencies
between 0.11 to 3.2 Hz for the FCS in this study. One way to resolve this conflict is to augment
the FCS with an auxiliary battery or an ultra-capacitor that can drive the auxiliary devices or can
potentially filter current demand to frequencies lower than 0.11 Hz.

8.2 Natural Gas Fuel Processor System

A low-order (10 states) model of the FPS is developed with a focus on the dynamic behavior associated
with the flow and the pressures in the FPS and the temperature of the CPOX. The effects of both
CPOX temperature and O2 to CH4 ratio on the CPOX reaction are included. The FPS model is
parameterized and validated with a high-order detailed fuel cell system model. The model allows
us to analyze the FPS control problem. Specifically, the FPS two-input two-output (TITO) control
problem has the air blower and the fuel valve as inputs and the CPOX temperature and the anode
hydrogen mole fraction as performance variables.

A typical control configuration for the FPS system is a decentralized control where the air blower
is paired with the CPOX temperature and the fuel valve command is paired with the anode hydrogen
mole fraction. A relative gain array (RGA) analysis justifies this pairing for the decentralized control.
However, the study shows large plant interactions at high frequencies, which degrade the decentralized
control performance during transient. Moreover, plant interactions measured by the RGA increase
when the system is operated at low power. The effects of interactions are illustrated by implementing
simple PI controllers for each decentralized loop.

The model-based multivariable controller designed using the linear quadratic (LQ) optimal method
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gives a significant improvement in the CPOX temperature regulation as compared to the decentralized
controller. During load (current) changes, the regulation of the anode H2 mole fraction depends
strongly on the speed and the magnitude of the fuel valve command, while the CPOX temperature
regulation depends on the coordination of the two inputs.

Analysis of the MIMO control architecture shows that the controller can be simplified into a
triangular controller. One of the controller cross-coupling terms is found to be effective and contributes
largely to the performance of the MIMO controller. The controller cross-coupling term from the anode
H2 mole fraction to the blower command significantly contributes to the performance of the controller.
This result is very useful for implementation purposes. Moreover, we also provide physical insights
into the reasons for the multivariable controller performance superiority.

Additional measurements are needed if the MIMO controller is to be implemented with realistic
sensors that have slow dynamics. The observability analysis can help in assessing the relative cost-
benefit ratio for adding extra sensors in the system.

8.3 Future Study

Modeling: Even though the FCS model behavior agrees with several experimental results published in
the literature, the model and its parameters have not yet been verified with experimental data from an
actual fuel cell system. An extensive model validation is needed to increase the model fidelity. Each
component model, such as the compressor, the blower, or the manifolds, can be validated with the
actual component separately. A considerable amount of validation is also needed for the stack model,
especially for the parameters related to the humidity, for example, those used to calculate the water
transfer rate across the membrane and those used to calculate the effects of membrane humidity on
the cell voltage. These parameters can be validated with an experiment on a single cell or a single
membrane. Other parameters, such as the orifice constant, need to be obtained from a stack level
experiment.

The fuel cell voltage also depends on the liquid water residing in the fuel cell stack. Accumulation
of liquid water in the fuel cell, also know as a “flooding phenomenon” needs to be included in the
model. Several publications [13, 15, 76] suggested that cathode water flooding can significantly reduce
the fuel cell performance since it decreases the porosity of the electrode, which affects the diffusion
ability of the gas. Temperature changes also have a significant impact on the humidity of the gases
and the membrane. The temperature effects need to be taken into account in the model by either
developing dynamic models of the gas and stack temperatures or, if the temperature dynamics is
considered slow, analyzing the system behavior at different temperature setpoints.

A substantial amount of information is lost when using the lumped parameter models. Important
fuel cell variables such as partial pressures and temperature are, in fact, spatially distributed along
the flow channel. As a result, the current density is not uniformly distributed over the fuel cell area.
The effect of spatial variation needs to be included in the model especially if the model is to be used
for estimation purposes. Flow pattern must also be incorporated to improve estimation accuracy.

FC stack control: Several interesting control problems can be addressed using the existing model.
In a typical fuel cell operation, extra hydrogen is supplied to the stack in order to avoid hydrogen
starvation at the end of the anode channel. Thus, there is always unused hydrogen leaving the stack.
To make use of the remaining hydrogen, the anode re-circulation, in which the exit hydrogen flow
is re-routed to the anode inlet flow, is implemented similarly to that in the P2000 system [1]. This
re-circulation improves the steady-state hydrogen utilization, thus system efficiency. However, the
re-circulation may magnify the difficulties in controlling the anode hydrogen concentration during
transient. This is due to the additional volume associated with the re-circulation. It might be
interesting to analyze the dynamic behavior of the anode re-circulation process and the tradeoffs
associated with the steady-state and transient operations.

The problem of finding a steady-state optimal oxygen excess ratio will be useful in enhancing the
efficiency of the fuel cell system. The optimal value of the excess ratio varies with different operating
loads and may change depending on system age and environmental conditions. Extremum-seeking or
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other maximum-finding techniques can be used to search online for the optimum excess ratio levels.
FPS control: The two main assumptions of the FPS model used in the control study are: 1) full

conversion of CH4 and 2) a combined lumped volume of the water gas shift (WGS) and preferential
oxidation (PROX) reactors. It is desirable to eliminate these FPS assumptions in order to improve the
fidelity of the model. However, if the first assumption is relaxed, the FPS model will become highly
nonlinear with respect to the O2 to CH4 ratio and the CPOX temperature. Thus, nonlinear techniques
are needed to analyze and design the controller for the system. The assumption on the WGS and the
PROX volume may result in erroneous predictions of the anode variables. Separate dynamic models
of the two reactors can be integrated into the current FPS model, which will result in additional model
complexity. The FPS control problem will become more complicated with additional control inputs
(WGS water and PROX air flow). Furthermore, the problem becomes even more challenging if the
supply of PROX air flow is shared with that of the CPOX air flow, which represents a system with
space and cost limitations, typical in mobile applications.



Appendix A

Miscellaneous Equations, Tables,
and Figures

A.1 FCS Air Flow Control Design

This section presents the tables, figures, and equations related to the FCS control design presented in
Chapter 5. Tables A.1 and A.2 show the system matrices obtained by linearizing the FCS nonlinear
model with and without static feedforward. Figure A.1 shows that the responses from nonlinear and
linearized models agree very well.

Table A.1: Linearization results without static feedforward

-6.30908 0 -10.9544 0 83.74458 0 0 24.05866 0 -0.03159

0 -161.083 0 0 51.52923 0 -18.0261 0 0 -0.00398

-18.7858 0 -46.3136 0 275.6592 0 0 158.3741 0 0

0 0 0 -17.3506 193.9373 0 0 0 3.946683 0

1.299576 0 2.969317 0.3977 -38.7024 0.105748 0 0 0 0

16.64244 0 38.02522 5.066579 -479.384 0 0 0 0 0

0 -450.386 0 0 142.2084 0 -80.9472 0 0 -0.05242

2.02257 0 4.621237 0 0 0 0 -51.2108 0 0

-2.48373 -1.9773 0.109013 -0.21897 0 0 0 0 0.169141 -0.0108

-0.63477 0 -1.45035 0 13.84308 0 0 0 0 -0.01041

0 0 0 5.066579 -116.446 0 0 0 0 0

0 0 0 0 1 0 0 0 0 0

12.96989 10.32532 -0.56926 0 0 0 0 0 0 -0.29656

A Bu Bw

Cz Dzu Dzw

Dyu DywCy

The eigenvalues of the FCS linear plant are

λ =
[ −219.63 −89.485 −46.177 −22.404 −18.265 −2.9161 −1.6474 −1.4038

]
(A.1)

The required compressor flow rate that satisfy the desired oxygen excess ratio can be calculated
from

Wcp = (1 + ωatm) Wair (A.2)

=
(

1 +
Mv

Ma

psat(Tatm)
patm − psat(Tatm)

)
1

xO2

λO2MO2

nI

4F
(A.3)

where ωatm is the humidity ratio of the atmospheric air, Wair is the required mass flow rate of dry air,
Ma is the dry air molar mass, xO2 is the oxygen mass fraction in dry air. If the mole fraction of oxygen
in the dry air is 0.21, the value of Ma and xO2 are 28.84 × 10−3 kg/mol and 0.23301, respectively.
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Table A.2: Linearization results including static feedforward

-6.30908 0 -10.9544 0 83.74458 0 0 24.05866 0 -0.03159

0 -161.083 0 0 51.52923 0 -18.0261 0 0 -0.00398

-18.7858 0 -46.3136 0 275.6592 0 0 158.3741 0 0

0 0 0 -17.3506 193.9373 0 0 0 3.942897 2.681436

1.299576 0 2.969317 0.3977 -38.7024 0.105748 0 0 0 0

16.64244 0 38.02522 5.066579 -479.384 0 0 0 0 0

0 -450.386 0 0 142.2084 0 -80.9472 0 0 -0.05242

2.02257 0 4.621237 0 0 0 0 -51.2108 0 0

-2.48373 -1.9773 0.109013 -0.21897 0 0 0 0 0.168979 0.104116

-0.63477 0 -1.45035 0 13.84308 0 0 0 0 -0.01041

0 0 0 5.066579 -116.446 0 0 0 0 0

0 0 0 0 1 0 0 0 0 0

12.96989 10.32532 -0.56926 0 0 0 0 0 0 -0.29656

A Bu Bw

Cz Dzu Dzw

Dyu DywCy
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Figure A.1: Comparison of FCS responses between nonlinear and linear models
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The observer gain here is used in (5.25) for the FCS system observer.

L =




17.667 −0.31359 2785.1
−9.1023 5.9184 20.78
23.741 99.245 −247.9
8159.8 446.15 1496
−20.122 19.43 54.645
−155.13 265.91 1057
−72.553 5.7114 −31.406
7.2343 6.6423 65.186




(A.4)

A.2 FPS Control Design

Table A.3 shows the matrices of the linearized FPS model with static feedforward included and
Figure A.2 shows the responses from both linear and nonlinear model.

Table A.3: FPS linear model system matrices

-0.074 0 0 0 0 0 -3.53 1.0748 0 1E-06 0 0 0

0 -1.468 -25.3 0 0 0 0 0 2.5582 13.911 0 0 -0.328

0 0 -156 0 0 0 0 0 0 33.586 0 0 -0.024

0 0 0 -124.5 212.63 0 112.69 112.69 0 0 0 0 0

0 0 0 0 -3.333 0 0 0 0 0 0.12 0 0.0265

0 0 0 0 0 -32.43 32.304 32.304 0 0 0 0.1834 0.0504

0 0 0 0 0 331.8 -344 -341 0 9.9042 0 0 0

0 0 0 221.97 0 0 -253.2 -254.9 0 32.526 0 0 0

0 0 2.0354 0 0 0 1.8309 1.214 -0.358 -3.304 0 0 0

0.0188 0 8.1642 0 0 0 5.6043 5.3994 0 -13.61 0 0 0

1 0 0 0 0 0 0 0 0 0 0 0 0

0 0.994 -0.088 0 0 0 0 0 0 0 0 0 0
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Figure A.2: Comparison of FPS responses between nonlinear and linear models
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The closed loop eigenvalues of the FPS system in Section 7.5.1 are

λ(Aa − BaK) =




−660.66
−157.92
−89.097
−12.174
−5.8954
−3.0122 + 3.8238i
−3.0122 − 3.8238i
−1.3514 + 0.6979i
−1.3514 − 0.6979i
−1.3578
−0.27348
−0.35855




(A.5)

Table A.4 shows the FPS system matrices after the state is transformed to the modal canonical
form.

Table A.4: FPS linear model system matrices in modal canonical form

-660.7 0 0 0 0 0 0 0 0 0 -0.011 0.0646 0.0154

0 -89.1 0 0 0 0 0 0 0 0 -0.661 -0.386 -0.251

0 0 -157.9 0 0 0 0 0 0 0 -0.001 0.0004 -0.024

0 0 0 -12.17 0 0 0 0 0 0 -0.155 0.4411 0.0937

0 0 0 0 -3.333 0 0 0 0 0 368.64 0 81.314

0 0 0 0 0 -2.782 0.4612 0 0 0 345.79 -4.027 75.166

0 0 0 0 0 -0.461 -2.782 0 0 0 -378.3 -15.9 -87.76

0 0 0 0 0 0 0 -1.468 0 0 -3.555 -1.855 -1.618

0 0 0 0 0 0 0 0 -0.358 0 -0.568 0.9745 0.1421

0 0 0 0 0 0 0 0 0 -0.086 3.2203 -2.916 -0.09

-0.003 0.0354 -3E-05 -0.248 0.6991 -0.755 0 0 0 0.9999 0 0 0

-2E-04 0.0008 0.0764 0.1414 0.0895 -0.113 -0.027 0.994 0.9119 -0.006 0 0 0

C1z

B1uA1

D1zu

B1w

D1zw

The observer gain for the FPS estimator with perfect measurements in Section 7.5.2 is

L =




469.67 138.59
5.6245 818.34
−93.622 −12.759
−742.29 −99.077
−30.245 −4.7928
−795.89 −104.2
−2149.2 −392.69
1400.7 294.09
1559.8 3547.1
−430.89 −58.728




(A.6)

The C and D matrices for the FPS system with realistic measurements are given in (A.7).

Cy =




0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 −4.274 77.17 0 0 0 0
0 0 0 0 0 0 0 −0.135 0 0 0 0


 (A.7)

Dyu =




0 0
0 0
0 0
0 0.202


 Dyw =




0
0
0

0.0555



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