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. INTRODUCTION Fig. 1. Schematic of the input and output signals of the hykuwig cell

power system model with power generation subsystem (leétkpland power
UEL cells are considered to be an alternative powé&gnversion and storage subsystem (right block).
source for automotive propulsion, electricity generation

and back-up power supplies. Their high specific power, low
operating temperature characteristics, and ability tpaed to has to be extended with the other relevant components of the
rapid load changes make the polymer electrolyte membragstem, specifically, the coolant loop, the battery, thelzny
(PEM) fuel cells preferable for applications charactetipy heater, and a power converter.
highly dynamic operating conditions. A particularly otai In the first part of this paper the mathematical model of the
task, even for low-temperature fuel cell systems, is to -ovetybrid fuel cell power system is described. The model is thase
come the transient power limitations during warm-up. Then physical first principles and considers the relevantgner
time needed to warm up the fuel cell system is of promineffid mass flows. Sub-freezing conditions are not captured.
importance. For example, customers of fuel cell vehiclds wirhe model assumes high-level supervisory power control
expect to start the vehicle and drive away almost immediate@nd low-level control for each component. Where necessary,
A popular solution to this problem is the system hybridiaati parameters of the model are identified experimentally, aed t
The basic idea of a hybrid setup is to combine the primatjermal part is validated against measurement data. At the
energy conversion device with an energy storage systeroyasénd of the modeling section, a model with reduced order and
instance an electrochemical battery. In the case of cold, stgomplexity is proposed. This simpler model serves as a basis
the energy storage system can thus be used to guaranteef@héhe subsequent controller development. The derivadibn
power output demanded throughout this phase and, preferaliie optimal warm-up controller is the focus of the second. par
in combination with an auxiliary heating device, to accaler Therein, an optimal control problem is stated first. Appdyin
the system warm-up. Pontryagin’s Minimum Principle, then, results in a set of

A question emerging with the hybridization is the appropriecessary conditions for the optimality of a solution. On
ate power management of the system’s main components thﬁ basis of these conditions, a feedback control law for
der transient temperature conditions. Many publicatiomeeh the optimal power management is derived. Implementation
discussed the importance of a well-designed power contr@gpects for the real-time usage of the controller are also
for example, see [1]-[3]. But the developed solutions exelu addressed. Moreover, the power controller is augmenteld wit
the warm-up issues and thus are designed for station@ngoolant mass flow controller. In the third part of the paper
temperature conditions only. The objective of the prestmtys a direct feedforward optimization environment is introedc
is to find an optimal power control strategy for the fuel ceilhe direct feedforward optimization serves as a perforreanc
stack and an auxiliary coolant heater during the tempezatuPenchmark for the controller and it is also used to inves-
transient phase after a cold start. As the system should #tta tigate the effects on the warm-up time of various system
operating temperature as fast as possible, the elapseshsygtonfigurations (e. g. without auxiliary heater). In the Ipatt,
warm-up time is defined to be the measure of optimalitgh optimally controlled system warm-up is analyzed in the
Preferably, the time-optimal control strategy developeaisd simulation and the functionality of the controller deveddpis
be implementable as a feedback controller to allow a read-ti verified.
optimization of the power management.

In order to systemati_cally develop a controller for the |. MODEL OF THEHYBRID FUEL CELL POWER SYSTEM
power management during the system warm-up, a control-
oriented mathematical model of the system'’s transientieha  The model of the hybrid fuel cell power system consists of
is required. Recently, several approaches of various devel power generation subsystem (power section, humidifier, an
of complexity have been proposed to predict the thermebolant loop) and a power conversion and storage subsystem
characteristics of a fuel cell stack, for example, see Bll[Hh (power converter and battery). A causality diagram of the
the present study a modified and extended version of the fuebdel is shown in Fig. 1. The controllable inputs are the
cell stack model developed in [8] is employed. This modelesired stack currenf,de*, the desired air excess ratiddes,
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HZ}% Electric load differential equation:
I dTps

: ‘rEvap PS ‘rPS
IS 4{:)—. mps Cps - dt = HReac - HH2O + AHmAir Exs
Ho Air rPS NPS2HM YPS2Amb
! + AHC’t - QCond — w Conv
o v 2 PS2Amb
—QRaq " — Pst- 1)

This equation states that the rate of change of energy inside
Coolant the control volume is equal to the reaction enthalpy rate (fo
liquid product water), minus the evaporation enthalpy flater
of water inside the power section, plus the enthalpy flow rate
difference of the moist excess air, plus the enthalpy flow rat
= - difference of the coolant, minus the energy rate conducted
% """ ' to the adjacent humidification section, minus the rate of
convective and radiative heat transfer to the environment,

HX and fan . . R . .
minus the electric power. Kinetic and potential energies of
cpP the mass streams are neglected, as they are small compared to
HT the other contributions. Mass storage effects and the pairgi
NNNNNNN1 - and leakage of hydrogen are not considered either. A ddtaile
vrvvvvuy discussion of the relevant contributions to the power eacti

. . - . . energy balance can be found in [8]. For the calculation of
Fig. 2. Schematic of the fuel cell stack with integrated hufigdtion section the heat t fer to th | FPS d of th lant
and of the coolant circuit layout. (PS: power section, HMmiifier, R: e heat transfer to the coolanh ct» and o € coolan

reservoir, CP: coolant pump, HT: heater, HX: heat exchanger) temperaturergf Out " a quasi-static, internal-flow, convective
heat transfer with constant surface temperature is assumed
The air excess ratio is assumed to be perfectly controlled,

the coolant mass flow rateric;, and the actuator signals ofhence, to follow exactly the desired value,

the heater and the famyr andug,,. The demanded system Mo — \des )
output power,Po,;, the ambient temperaturéy,,;, the air Air Aur

inlet temperaturel’ /4L In and the hydrogen inlet temperature, Similarly to the energy balance (1), the energy balance for
TP, are uncontrollable but measurable input signals. Thiee humidification section yields

output signals of the system are the state of charge of the dT
battery, SOC, the battery current/z,;, the stack current MEHEM CHM AM

 AfrHM _ yEvap HM S HM
=AHg" —Hy,o + AH . 4ir

and voltage,Is; and Vs;, the components’ temperatures, dt CPSOHM A HM2Amb
Tps, Tun, andTcs, and the coolant temperaturéghs ©ut, +Qcond” — Q@ony
THM Out andTSS O, The main component of the system is ~ Qfiag ™. ®3)

the fuel cell unit. In this project a 1.25kW, 24-cell PEM fuel o o _
cell stack with an integrated membrane-type humidification As shown in Fig. 2, the coolant circuit consists of a

section is considered. Detailed specifications of the fedil creservoir, the coolant pump, an electrical heater as heatsp
unit can be found in [8]. and a heat exchanger with a fan to remove heat. In favor of

a low-order model, the coolant system was lumped into one
thermal mass of uniform temperature. The differential ¢iqna

. . defining the cooling system temperature dynamics is given
A. Modeling of the Power Generation Subsystem 9 9 sy P y g

below.
A schematic overview of the power generation subsystem S dTcs s (THM Out _ )
is depicted in Fig. 2. The power generation subsystem can be CSEOS Ty T ettt s o8
divided into two parts: the thermal part and the electrid.par + Qur — Qux 4)

1) Thermal Dynamics:The thermal dynamics module of i .
the model predicts the temperatures of the main systeTrﬂe f|rst term c_o-n3|ders the enthalpy flovys of the coolant
ntering and exiting the coolant loo@)x7 is the thermal

components (fuel cell stack, humidifier, and cooling sy3te H ower supplied to the system by heating, @y represents

and the relevant coolant inlet and outlet temperaturesrdero . -
o capure the temperare aynamics of he sysems mdf %% ST at he et cranger Ae e e o
components, the first law of thermodynamics is applied {0 plicitly '

three separate control volumes, one for each component. & ted as a temperature disturbance. Due to the pipe volume

the power section, the energy balance yields the followirfht'me Ie_lg has to be considered for th_e cqolant tempgrature at
e cooling system outlet (power section inlet). This tirag |

was approximated by a first-order delay,
10n the test station the coolant flow rate is controlled thtpagmanual CS Out
valve. Therefore, instead of a coolant pump control sigr, doolant flow dT'gy =

_ CS Out
rate ¢ is used as input signal. TCs dt =Tes — T (5)
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with a time constant of | T —
Tos = m_ (6) comente [
M L Battery
2) Stack Voltage and Auxiliary Poweln order to predict Fuel cell stack
the voltage output of the fuel cells, a quasi-static elexttemni- Load

cal model was implemented. This static voltage model ptedic
the cell voltage as a function of the relevant influencing-var_. ) ) ) ) )

bl It considers the thermodvnamic equilibrium pognti Fl_g. 3. Schematic of the electric system layout (hybrid systenfiguration)
anies. - _' Yy I qui .' lum po&Nt yith the PEM fuel cell stack as energy source, a DC/DC powewexder,
E, the activation overvoltage,s .., and the ohmic overvoltage, and a battery as energy storage system.
YOhm»

Veen = E — Vact — Vonm- (7) . .
) ) low-level controlled system was assumed, implying that the

Mass concentration effects were not considered. The ovggy,al stack current equals the desired stack current,

voltages were expressed as a combination of physical and J
empirical relationships. The stack voltage was then defined Ise =I5 (11)

as the S(;Jm (t))f the 'n?'V'dual cell voltages, all of which WErfh order to take into account the losses, a constant effigienc
assumed to be equal. npc for the power conversion was presumed.

Vor = neeis Veell (8) 2) Battery: In the battery module the amount of energy

) N buffered is calculated. The level variable of the storedgne
For the operation of a fuel cell system, auxiliary power ig the state of charge of the batte8f)C.
needed. The main power consumers of the fuel cell system JSOC

investigated are the coolant pump, the air compressor, and QBat——— = —Ipa (12)
the electrical heater. Since the power consumption of tisé fir dt

two is two to three orders of magnitude smaller than thdhe capacity of the battery is denoted Q.:, and I, is
of the electrical heater, it was neglected\ccording to the the battery current. As the battery voltage is a functionhef t
correlations for the calculation of auxiliary componentyeo battery current,

given in [9], the power input of the coolant pump is estimated _ _

to stay below 20 W, and the power input of the air compressor Viat = Voe(SOC) = Ri(SOC, Ipat) Ipat (13)

is valued to be below 15W. The electric power of the he#lte battery current can only be inferred recursively froma th
tape is assumed to be linearly dependent on the controllsighattery power,

Pp,
UHT, - Igat = ——pat (14)
HT VBat(IBat)
PAum = UHT . (9) . .
NHT The valueV,.(SOC) denotes the open circuit voltage of the

The valueQ72" denotes the nominal thermal power of th&attery, while R;(SOC, I.) represents the internal resis-

heater andy 7 the heater efficiency, which are both assume@nce. The effect of any charge losses (coulomb efficiency)
to be constant. and the influence of temperature on the battery performance

were not taken into consideration for this model.

B. Modeling of the Power Conversion and Storage Subsystem

- . . C. Parametrization and Validation
The existing power generation module was notionally aug-

mented with a power conversion module (DC/DC power con- AS the model established is a control-oriented lumped-
verter) and a power storage module (electrochemical lyatteParameter model, and as the formulation of the model is
to form a hybrid power system. A schematic of the proposéﬁam'y based on phy5|.cal first principles, the model is rela-
electric layout is shown in Fig. 3. The battery and the eiectrtiVely €asy to parametrize. Where necessary and feasible, pa
load are connected in parallel to the main bus of the powr@rmetervalues were identified with measurement data redord
converter. on the test bench. Many parameters are geometrical pan@mnete
1) Power ConverterThe power converter module serves t@nd can thus be determined in a straightforward fashioneiOth

determine the additionally required power from the batwry Parameters (e.g. heat transfer coefficients) were caémllat
the surplus power, respectively, to provide the desireghuut based on known convection correlations, and a few parameter
power. values were estimated. The parameters and charactelistics

Piat = Pow + Pave — npc Ist Vse (10) the battery were taken from a public database [10]. The
_ _ battery was assumed to be a stack of ten modules, each of
The model also allows for negative values .. Negative which consisting of six nickel metal hydride (NiMH) cells.
power demands may, for example, occur when considering teharacteristic parameters of the model are summarized in
generative braking in a hybrid vehicle application. A petfg  Table |.
) _ _ _ _ The power generation module was extensively validated
Consider that the system investigated is a low-pressuréersysThe . . .
inclusion of a current-dependent air-compressor load ismegended when agams? exper.|mental data. In Ord_er to be ajble to _esumae th
dealing with higher-pressure systems. dynamic quality of the model, the important input signalseve
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TABLE | 60 ‘ ‘ 30
MAIN PARAMETERS OF THEHYBRID FUEL CELL POWERSYSTEMMODEL |\ m———— ... =
< 40]J T | 120 3
Parameter Symbol Value P | e ‘ &
Y | TH 201 — [gtes Y- -~--=—10 E
Rated fuel cell stack output power Pg’™ 1.25kW -- e
0 T 1 1 1 I
Number of fuel cells nCells 24 0 500 1000 1500 2000 2500 3000
Cell active area A pctive 296 cn? 15 15
Nominal battery voltage Vo 2V 1 |/ uar . Y
Battery capacity (@ 6.5A) QBat 6 Ah & ! ) Sl D ! } 1 | g
Power converter efficiency npc 0.95 § 0.5 : : | | : | ! | | 1 0.5 é‘
Nominal thermal power of the HT| Q}}";’L 600 W 0—-- — T il
] _O-E 1 1 1 1 I — 5
Efficiency of the HT MHT 08 0 500 1000 1500 2000 2500 300
Thermal capacity of the PS mpgcpgs 12460J/K Time (s)
Thermal capacity of the HM MYMCHM 5460 J/K @
Thermal capacity of the CS moscos 12000 J/K
Volume of the CS Volcs 0.75L 60

al
o

varied during the experiments. Figure 4(a) shows the disirx., 40
stack current, the coolant mass flow rate, and the heater :
fan control signals. The desired air excess ratio was set t 0
constant valueX4<:. = 2). The predicted coolant temperature 60
at the cooling system outlet (power section inlet) and < 50
the humidifier outlet, and the predicted stack voltage wegs
compared with the corresponding measurement data to rg. 40n
the quality of the model. As shown in Fig. 4(b), the predictio & 5, :
accuracy is excellent for the temperatures and adequatkeor 0
stack voltage. The good agreement between the experime

data and the simulation, even during heavy transientsateve < »q
that the model derived captures the main static and dynar};
properties of the system as expected. > 18

TC;;S Out (o C)

1000 1500 2000 2500 3000

1000 1500 2000 2500 3000

1500 2000 2500

Time (s)

D. Reduced-Order Model 1000 3000

The detailed, fifth-order model derived above was used )
to verify the functionality of the controller. However, it i
too complex to be used for the development of an optimBib. 4. Validation of the model: (a) input signals (thg A;elrfmﬂiinputs
controller. Therefore, a model of reduced complexity was e#ere assumed to be constanfiss = 2, Tymp = 25°C, Ty, = 20°C,

PSIn — i i icti
tablished. This reduced-order model results from thealg  oda wmperaiures o the conling Systom sutit and atdmiifer oot
simplifications: and of the stack voltage.
« Combination of the temperature variabl&%ss, Twy,
Tcs, and TSP O into one lumped state variable de-
scribing a mean system temperature.
« Modeling of the enthalpy rate of reaction independent

The dynamics of the mean system temperatlig,, are
&e\lculated as

reactant and product temperatures. Msys csys% = Hpeae — ngaop
« Neglect of the enthalpy flow difference of the excess air. dt - Sys2Amb  \Sys2Amb
« Usage of average (constant) values for the battery open- —Qtonv  — QRad

circuit voltage and the battery internal resistance.

o . : +Qur — Qux — Pst. (17)
These simplifications yield a nonlinear, second order syste ) ) )
of ordinary differential equations, A slack variable,s, was introduced for the adjustment of the

thermal capacity of the system,

dTSyS _ des des

dt - fl(TSyS7ISt ’uHTquan>>‘Air7TAmb) (15) MGys CSys = S E ke[ PS.HM,CS) mig C. (18)
dsocC des , . , . .
— = [2Lsys, 15" unr, wran, Pout) (16) The state of charge of the battery is still determined thhoug

with state variabled’s,, (mean system temperature) &HAC (12) as a function of the battery current. But, by virtue of th

(state of charge of the battery). The variableg®, A%,
ugr, andug,, are controllable input signals, where®&g,,;

and T4,,, denote the uncontrollable external variables of the

simplified system model.

constant open-circuit voltage and constant internal taste

assumption, (14) can be solved for the battery current,

Vo%v - \/(VO%U)Q - 4R'Z'WPBM
2 R¢Y '

IBat = (19)
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o

80 temperature valug” .
- 40 @
20 E”G/ Warm-up completeds T, (ty) = TV (21)
[ I €S
- nftm 19 £ The controller operates the system to heat up within minimal
50 200 200 500 300 1008° tlmg while taking into account energy and temperatu_re con-
15 ‘ ‘ ‘ ‘ 15 straints. The energy constraint enables the charge-irgjai
1 —ugr | : operation and predefines the value of the battery’s terminal
- - UFan ! f i
& | g state of charge5OC’. The temperature constraint ensures that
T 0.5 | 105 £ . . i
3 | s the spacial temperature gradient of the system is bounded.
S 0 The controller is divided into two sub-controllers: an epti
0.5 200 400_ 600 800 1009 mal warm-up power controller and a warm-up cooling system
Time (s) controller. For the optimal warm-up power controller two

control variables are considered, namely, the desiredk stac
current, 7¢¢5, and the heater control signakyr. As the
current density of the fuel cells is limited, the allowedcta
current is bounded in magnitude,

Ides < o, (22)

TMean, (O C)

It is possible to consider a temperature dependency in the
current density restriction to take into account the valitgb
of the membrane performance. The output powe&s,,;, the

8 | | ambient temperaturel4,,;,, and the desired air excess ratio,
2 — Detailed model Mdes | were treated as external variables, since they are not

- - Reduced mode| controllable or are assumed to be controlled on a different

0'40 200 400 600 800 1000 level of the control hierarchy. The coolant mass flow ratey,
Time (s) which was shown to have no influence on the systems’s mean

() temperature, is regulated by the cooling system contrdHer

obvious reasons, the heat exchanger fan is assumed to be off

Fig. 5.  \Verification of the simplified system model: (a) inpugrsls ; ; _ ;
(the remaining inputs were set to be constat,; = 500W, A4% = 2, during the entire warm-up period,

Tamy = 25°C, THII" = 20°C, TL9/I" = 40°C, (b) comparison between
the detailed model and the reduced-order model.

Upan = 0. (23)

o i o ) A. Statement of the Optimal Warm-up Control Problem
1) Verification: In Fig. 5(b) the simplified model is com-

pared with the detailed model for a set of arbitrarily chosen 1N€ Problem of minimizing the system warm-up time con-
input signals. A weighted mean temperature stitutes a minimum-time optimal control problem. In order t

simplify the notation during the subsequent optimizatiantp

- S ke(ps.mm.osy Mk b TEC™ 20) the following substitutions are introduced:
Mean —
2 ke {Ps,HM,CS} Tk Ch x = [21,22)" = [Tsys, SOC]” (24)
was defined as a reference signal for the temperdigye The o T I‘éfs T
slack variable was set to = 1.15. Apparently, the reduced- u=fu,w] = [Ig;‘“”’uHT} (25)

order model can be applied to predict accurately the mean v = [o1, 03, 03] = [Pouts Tamps M) T . (26)
temperature of the system and the state of charge of thepatte

as the results of Fig. 5(b) demonstrate. This validates tfi&e optimal control problem is stated as follows:
simplifications introduced. Additionally, the results peothe Let zo be a given initial state of the system. Find an optimal
fact that the coolant mass flow rate has no influence on thentrol vectoru* : [to, tf] — £ C R?, such that the following
mean temperature (but only on the spreading of the componeaunditions are met:

temperatures).

z*(tg) = 2° (27)
£ (t) = (), u" (¢ for all ¢ € [to,t 28
I1l. DEVELOPMENT OF THEOPTIMAL SUPERVISORY f ® fﬁx (1), (), ), €lto.ts] (28
CONTROLLER z*(tf) = @ (29)
A feedback controller was developed based on the simplifi@@d the performance index
model equations (15) and (16) for the optimal supervisory co ts
trol during the transient warm-up phase. The warm-up phfse o J(u) = / 1dt =ty — to, ty free (30)

the hybrid fuel cell system is defined as the time period leefor “to
the mean system temperature reaches a predefined operasinginimized.
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The condition (29) constrains the components of the stale; = Ps:(Is:). At this point, usually, substitutions for the co-

vector at terminal time to have the prescribed values, efficients of the control components are introduced (switgh
o — [Tf,SOCf]. (31) functions).
The components of the control vector are constrained in hi(@1, A A2) = Au Bi(@1) + Az Di(a1) (41)
magnitude by the relation ha(A1,A2) = A\ By + Ay Do (42)
ur(t), ua(t) € [0,1]. (32) The H-minimal control thus can be expressed as

The uncontrollable input signalsappear as disturbances. As 1 it bt <0

they are generally not known in advance, they are assumed to, 0 i hi 0 for i — 1.2, (43

be constant for the formulation of the optimal control peshl AR _ : Y =Y orj=12 (43)
This idea will become clearer later on. The Hamiltonian indeterminate  ifh} = 0

H :R? x QO x R?> — R associated with this (time-invariant)

. e In a normal optimal control problem, by definition, the
optimal control problem is given by

functions h* can be zero only at isolated instants of time.
H(x(t),u(t), A1) = 1+ X (t) f(z(t),u(t),v) (33) Hence, the time-optimal controls consist of piecewise tants
functions (of value 0 or 1) with simple jumps.

where(t) denotes the costate vector. 2) Elimination of the Costate Vectotnder the restriction

B. Necessary Conditions for the Optimality of a Solution 7 ~ A(x]) + Bi(x])ul + Baus #0 (44)

If u*: [to, 7] — 2 is an optimal control vector, the follow-

ing necessary conditions hold [11] the necessary condition (38) can be transformed into an

equation for the costatg?,

(1) = VA H (& (). 0° (). (1) (34) L Ol Dyt 4 D]
" (to) = 2 (39) ML= A(x}) + Bi(z}) uf + Baub (45)
! (36)

" (

T (ty) =z S _ :

' After the multiplication with the denominator of (45) the
(

A*(t) = =V H(z*(t),u*(t), A" (t)) (37) substitution of (45) into the switching functions (41) ad@)
ields the modified switching functior’s; and ho,

H(a" (0), 0 (), A" (1) = 0 @8 tied swiiching functiont: andhz

H (2™ (t),u” (t), A\ (t)) < H(z™(t),u, \*(t)), hi(21, Az, u2) = A2 Di(x1) A(z1)

(39) — A2 Bi(x1) C(x1) — Bi(z1)
+ A2 [D1(21) By — Bi(x1) D2] us (46)

for all uw € Q, t € [to, t7].

%

Below, the explicit statement of the time dependency as well

as the indication of) are omitted for the sake of brevity. = a(x1, A2) +¥(21, A2) u2 (47)
C. Derivation of the Optimal Feedback Control L ha(a1; Az, ) =Xz Da (o) = 22 B2 Clan) — By
. Derivation of the Optimal Feedback Control Law \a Dy () Ba — B (1) D] ur (48)

For the solution of the optimal control problem stated above — Blx1, Ae) — (21, A) u (49)
it is assumed that the optimal control problem is nofnal 1, A2) T TEL A2) -
Hence, the derivation of the feedback control law consits g order to prevent sign changes in the conditions of the
two consecutive steps. First, tit&-minimal control is derived F-minimizing control (43), the following restriction is re-
from (39). This preliminary control law relates the controfyired:
signalu to the stater and to the costat@. In a second step,
two equations are deduced from the necessary conditiois (34 2] ~ A(x}) + B1(z7) u] + Bauj > 0. (50)
(38) to eliminate the costatk. ) _

1) H-minimal Control: In order to avoid the need for anyDue to the fact that the signs of the linear parts of the
second-order conditions for the derivation of tHeminimal ~affine switching functions (47) and (49) are different, the i

control, the Hamiltonian is linearized in the control vegtoPlicit relations uj = ui (27, A3, u3) and uj = us (27, A3, uj)
yielding following from (43), (47), and (49) can uniquely be solved to

determineu} anduj, as can be shown.
H(x,u, )\) ~1+)\N A(Jil) + Ao C(l’l)

+[)\1 B1(1'1)+)\2 Dl(ﬁl)] (75} ’ZLT :'I.Ll(l'){,)\;) (51)
+ [A1 By + A2 Do) ug. (40) uj = uz(ay, A3) (52)
Physically interpreted, this step corresponds to linear alprom the necessary condition (37) it is deduced that theateost

proximations of the equation for the battery current)2 has to be constant on an optimal trajectoryrasioes not
Igat = Ipat(Ppat), and of the equation for the stack powergmerge in the Hamiltonian (33),

3The optimal solution contains no singular arc. A3 =0 = \j = constant (53)
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By integrating the system dynamics (34) and considering thel) Determine the low-pass-filtered signal of the power

boundary constraints (35) and (36), the following necegssar
conditions for the optimal trajectory are obtained:

ty

fi(xy, ul, ul)de 0

= 1’{ —x3 (54)
Jto
ty

folat,ut,ul) dt = af, — 9

2- (55)

to

These conditions can be transformed to

f
“1 fQ(mlaul(mla)\S);UQ(:L‘17A§))
20 fi(zr,u (T, A3), uz (21, A3))

by substituting

dry + 9 — xé =0 (56)

o dl‘l
f1(l‘1,u17u2)

into (55), adapting the integration limits, and replacirjgand

us with the control laws (51) and (52). The integral equation

(56) defines implicitly the optimal (constant) value of the
second costate componexy,

dt (57)

(58)

The substitution (57) holds fof; # 0. Substituting (58) into
(51) and (52) eventually yields the desired feedback contro
law,

/\S = )‘2('r(1)7x(2)7x{vx£)'

ux{ :ul(mlax(l)7x(2)7x{7xj2c) (59)
us :uQ(xl,x?,xg,w{,a:’;). (60)

D. Remarks Concerning the Existence of Optimal and Ex-
tremal Controls

In general, the questions about the existence of opti-
mal controls from any initial state to any target set are
extremely difficult to answer and the proper treatment of
singular solutions is very complex. Therefore, motivated
from an engineering point of view, the optimal control law
derived was extended with a heuristic control law. The
heuristic control law comes into operation if no zehd
of the integral equation (56) is found under the restric-
tion fi (1, uy(1,A3), ua(x1, A)) > 0,V z; € [29,27]. The

question about the existence of only locally optimal solusi N

demand at time&;, wheret;_; =t; — At,,
(t;) = ¢~ 7r P, (t;-1)
+ (1= e 7 ) Poult;)
and assign the input signals,
29 = Thtean (t;)
z9 = SOC(t)
v = PG, (t;)
vo = Tams(t;)
G (t5)-

Air
2) Calculate (iteratively) a constant,

POut
(61)

(feedback signal)

(feedback signal)
(low-pass-filtered external signal)

(external signal)

vz = A (external signal)

0 0 f
AQ - AQ(ID To, I{, I£7 U1, V2, ’Ug)
subject to

filzr,ui(z, A2), us(x1,A2)) >0,V a1 € [iﬂ(l)affﬁ

with
az{ =77 (desired terminal temperature)
z’; =soc/. (desired terminal state of charge)

3) If an admissible value for\; is found, calculate the
optimal control signals,

_ 0
uy = ul(xla A271]171}277)3)
0
U2 = u2(x17 A271)171)27/0:1‘\)'

Else (if no admissible value fox, is found), determine
heuristically motivated control signals,

(s, ua]T = { [0,0]"

1,07
4) Assign the output signals,
L4 (6) = wy - I

'I.LHT(t) = Uy

if 20 f
if zg > o,

if 20 f-
if x5 <

(stack control signal)
(heater control signal)

for t; + At, <t < tiv1 + At,, andtj+1 =t; + At,.
the following, the different steps of the control algbrit

is transferred to the question about the number of zeroseof @€ elaborated.

integral equation (56). The optimal control law can potahti

1) Input Signals: The controller features two feedback

signals: the mean system temperatlifg;.,.,,, and the esti-
mated state of charge of the battes)C. The mean system
temperature can be obtained from measurements of the ¢oolan
temperatures, according to (20), whereas the state of €harg
While the previous section shows the procedure to derit@s to be inferred through estimation. The details on the
the optimal control signals, this sections details how th@mocess of estimating the state of charge of a battery are
equations derived are implemented in a feedback controlleutside the scope of this article and, therefore, not censdt
which optimizes the operation of the system on-line. Theere. For reference, see for example [12].
controller is assumed to work with a sample time &f, The optimal feedback control law (model predictive control
and to require a computation time dfz.. The predefined determines the control signals under the assumption tleat th
terminal temperature/, the predefined state of charge of thexternal variables (26) are constant, whereas in pradtiesg
battery,SOC/, and a filter time constant;, are the only free signals vary with time. Therefore, aside from the state feed
parameters of the controller. The controller works aceuydi back signals, a controller suitable for practical impletaéon
to the iteration scheme outlined below. has to possess the additional input signBls,;, T4, and

yield a locally optimal solution.

E. Optimal Warm-up Power Controller Implementation
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Pouyt TaAmp Tg AA{ ’{‘n T,,ESILIZL

Ades. Repeatedly applying the control scheme with varying ]f
external signals thus means to repeatedly optimize thersyst
assuming the future external conditions to be constant for

. . des

the rest of the warm-up. Unlike the ambient temperature, Optimal I5i
Tams, and the air excess ratiafffij;, which do not vary much warm-up
; power upT Trean
in general, the demanded output pow#,,;, can fluctuate controller Hvbrid
rapidly. In order to improve the prediction, therefore, fosver s I fuZI ::'e” S0C
signal is low-pass filtered at the input of the controllernkie, oA power
the estimation of the averaged load conditions ahead ir@de . system AT
f ; . Warm-up | 7Ct PSs
rom the past power demand. The time constant of the filter, cooling
717, IS @ free parameter of the controller. system UFan

2) lterative Calculation of\s: As the conditional equation controller | (= )

(56) for the costate componehs is an integral equation, the
zero finding is performed iteratively. The iteration teraties
if a given function tolerance is met and aborts if a maximum
number of iterations is reached or if the constraint foris Fig. 6. Schematic of the control system structure for an ogiyncantrolled
violated. If the algorithm fails in finding a zero, the coritep ~ System warm-up with the optimal warm-up power controller arechtiarm-up
switches to the heuristic control law. The optimal valueldf t cooling system controller.

costate component, would be constant for an entire warm-up

if the real system behaved exactly like the model. In practicG control System Structure

obviously, this value has to be adapted while the warm-up
proceeds. As an initial guess, the value of the previouatitar
is taken.

3) Calculation of the Control SignalsThe optimal con-
trol signals are defined by the switching function coe
ficients a = a(x9, Ao, v1,v2,v3), B = B(2), A2, v1,v2), and
v =~(x, A2, v1,v3). Alternatively, if no value for ), is
available, the controls are defined by heuristic rules. T

A schematic of the control system structure for an optimally
controlled system warm-up is depicted in Fig. 6. The control
system features two controllers: the optimal warm-up power
fgontroller and the warm-up cooling system controller. The
optimal warm-up power controller computes the optimal lstac
current and the optimal heater control signal during thenwar
up period Cazear, < T7). The cooling system is controlled
o . .geparately. During the warm-up, the fan is off, and the adola
heuristic extension of the control law runs the fuel cellshwi ’ '

. . : ﬂpw controller ensures that the coolant does not exceed a
maximum power and switches the heater off if the current__. .

. . Hpximum temperature difference over the fuel cell staclotJp

state of charge of the battery is below the desired termina .

. ompletion of the warm-up, the fan has to be operated to
state of charge. If the current state of charge is above tm%intain the desired svstem temperature
desired terminal state of charge, both the fuel cell stack an Y P '
the electrical heater are turned off.

4) Output Signals:The optimal control signals are com- _
puted every time step for the new initial condition® and  Besides the development of a feedback controller, the

external variables, and are applied during the time intervaPPtimal control problem considered was also solved by a
from ¢; + At, to ¢4 + Al,. direct trajectory optimization method in a feedforward mean

Therefore, the problem of minimizing the warm-up time was

implemented in GESOP a software system for numerical

i ) .. trajectory optimization of dynamic systems [13]. In order t
The function of the coolant flow controller is to maintairnyiscretize the optimal control problem and to transcrikiati

a uniform temperature distribution within the fuel cell dta a parametrized, finite-dimensional optimization problehe

to guarantee high conversion efficiency of the fuel cells gfitiple shooting method PROMiSwvas used. The standard

the one hand, and to avoid damage to the stack throughniinear program (NLP) solver SLLS®Rvas then applied

mechanical stress or hot spots, on the other hand. Thus, fhesove the resulting algebraic optimization problems for

coolant flow control maintains a minimum flow rate for l0Wqrioys operating conditions and parameter values. Theaion

power conditions, . o signals were approximated by piecewise linear functions. F

ey 2 mey” (62)  the problem at hand, the number of corresponding subirgerva

and ensures that a maximum temperature difference over Y¥S Set to 12, resulting in 11 internal nodes whose positions

power section is not exceeded during h|gh power demandé,urn are Subject to Optimization. Additional control refiment
points were defined where necessary.

S Ou S In maz . .. . .
TES O —TE ™ < AT (63) ' The direct optimization method was applied for two pur-

The temperature difference of the coolant over the powBPSeS- It was first used to quantify the influence on the warm-
section,ATpg, is the input signal and the coolant mass flolP time of the hybridization and the extension of the fuel
rate, mc, I the output _S|gnals of the controller. The COOlar_‘t 4Graphical Environment forSimulation andOptimization

flow Contm“er was realized as a PI controller with an anti- sparametrized TajectoryOptimization by DirectMultiple Shooting

reset windup addition. 6Sequentiallinear L eastSquaresQuadraticProgramming

IV. DIRECT FEEDFORWARDOPTIMIZATION

F. Coolant Flow Controller
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TABLE I TABLE IV
DEFINITION OF CONTROLLER PARAMETERS AND NOMINAL OPERATING BENCHMARK RESULTS FOR THECONTROLLER UNDER VARIOUS
CONDITIONS OPERATING CONDITIONS
Parameter/signal Symbol | Value Operating conditions | J*t (s) ’ 5J (%)
Terminal temperature Tf 50°C Nominal (Table II) 311.8 0.3
Terminal state of charge socf 0.7 Nominal (Table Il) butPo,; = 250 W 370.0 1.4
Input filter time constant TIF 60s Nominal (Table Il) butPo,; = 750 W 270.5 0.7
Power controller sample time Ats 3s Nominal (Table II) butPp,; = 1200 W 251.0 2.4
Power controller computation time At 0.05s Nominal (Table II) but/\j‘;: =3 335.8 0.1
Minimum coolant flow rate mE" 109/s Nominal (Table 1) butT'4,,, = Te(0) = 15°C 432.7 0.0
Maximum temperature gap over the RSATE* 10°C Nominal (Table 1) butSOC(0) = 0.65 260.6 0.4
Starting temperatures (PS, HM, CS) | T4 (0) 250G Nominal (Table 1) butSOC(0) = 0.8 415.0 1.7
Initial state of charge SOC(0) 07 11‘ Minimum warm-up time from the direct fee.dforward optimization.
Power demand Pous 500W ?;Iitl\(/‘e]‘performan%ﬁss o*f the controller:
= Controlled )/J .
Ambient temperature T amp 25°C
Desired air excess ratio Afffii 2
Air inlet temperature THMIn | 20°C The configuration with no battery nor heater serves as a
Hydrogen inlet temperature Th " 40°C basis for the comparison. For nominal operating conditions

it takes this system almost one hour (3487s) to reach the
operating temperature of 50. The hybridization can reduce

the elapsed warm-up time by 72% to 971s, provided that
optimal power management is applied. Another 68% reduction
to 312s can be gained by adding an (optimally controlled)

TABLE Il
OPTIMAL SYSTEM PERFORMANCE FORVARIOUS SYSTEM
CONFIGURATIONS UNDER NOMINAL OPERATING CONDITIONS

Battery  Heater I (1) wr() | J°6) [ 677 08) auxiliary heater. Hence, the combination of hybridizataord
No No 7 (Pour) ) 3487.0 0 auxiliary heating vyields a warm-up time of below one tenth
ves No optimized n 9714 :72 (9%) of the reference value. A system configuration with
No ves  f(Powunr) opiimized | 408.1 88 auxiliary heater but without battery has a warm-up period
Yes Yes optimized optimized 311.8 -91

reduced by 88% compared to the reference configuration.
The improvement achieved with the hybridization is ex-

plained by the additional degree of freedom. As a direct

consequence of the possibility to store energy, the fudl cel

cell system with an auxiliary heater. Second, the feedfaiwaStack can be operated over a shorter period of time with

optimized solutions were used as performance benchmarks fgher (maximum) power. This, in turn, results in reducesthe
the feedback-controlled system. losses to the environment. Similarly, the auxiliary heatdats a

degree of freedom to the system, too, but acts on the warm-up
twofold. Primarily, and analogously to the battery, it pésm
the fuel cell stack to be operated on a higher power level and,

As a basis for the evaluation which is the subject of theacondarily, it delivers energy to the system directly imis
subsequent sections, nominal operating conditions wefe @@ heat.

fined and parameter values for the controllers were proposed
These figures are given in Table II.

T Relative performance difference with respect to the conditiom without
battery nor heated J* = (J* — J*|xo Bat, No HT)/J ¥ |No Bat, No HT-

V. RESULTS AND DISCUSSION

B. Benchmark Tests for the Optimal Controller

o ) ] ) During the development of the optimal warm-up controller,

A. Investigation of Alternative System Configurations certain approximations or assumptions had to be made at some

In addition to the system configuration introduced in thpoints (e. g. model reduction, linearization of the Hanmitm).
modeling section, three alternative system configuratemes In order to quantify their impact and that of the discrete
proposed: a system without battery nor heater, a hybrigsystoperation of the controller on the performance of the system
without heater, and a system without energy storage unit libe performance values of the feedback controlled solstion
with an auxiliary heater. In Table 1ll these configuratioms a were compared with the optimal warm-up timds, emerging
compared with respect to their optimal performance valudspm the direct feedforward optimization. The parametdrs o
J*, i.e. their minimal warm-up times. The operating condithe controller were set to their nominal values (Table 11§l an
tions were chosen according to the definitions of Table ihe coolant controller was disabled (constant coolant mass
For simplification, the cooling system controller was disdb flow rate of i, = 359/s). In Table IV the results of the
and the coolant mass flow signal was set to a constdi@nchmark analysis are shown for various operating condi-
(moy = 3549/s). For configurations without an energy storag®ns. For the situations investigated, the relative genfnce
unit, the stack current/2¢, follows directly from the total loss of the controller with respect to the feedforward-mjzied
power demand, as the number of degrees of freedomsislution, §.J, is below 2.4%. This result indicates that the
diminished by one. assumptions and approximations made are feasible and thus
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Inside these areas, the controls are determined by thestieuri
rule: if SOC > SOC/, both control signals are set to zero,

CJu;=0
oy =1 u; = uy = 0, and if SOC < SOC/, the fuel cell stack is
0.75 | E‘]ﬁfg;ss“t;t‘;omm' turned on, and the heater off, = 1 andu, = 0, respectively.
o Target state Inside the upper regionSQC > SOCf), the heuristic rule
S om |+ State trajectory causes the system to enter into the control region wijtk= 0
2} - - Hysteresis limits

and u5 = 1, whereas inside the lower region, the heuristic
controls force the system trajectory to proceed paralléh&o
region boundary. Trajectories inside the lower heuristgion
can not reach the target state.

085 30 35 40 45 50 The operation of the controller for nominal operating con-
Tsys (°C) ditions and controller parameters (Table II), with a coblan
R ug mass flow rate ofrho; = 35¢/s is illustrated in Fig. 7(a)
08 Cub=0 and 7(b). Figure 7(a) shows the state trajectory of the opti-
B u; =1 mally controlled system in the state plane. In Fig. 7(b), the
0.75 | [ Heuristic control

SOC
o
=

o Initial state

o Target state
—— State trajectory
-'- Hysteresis limits

corresponding control signals are shown against time. The
state trajectory of the controlled system starts at thaainit
state {'s,s(0) = 25°C, SOC(0) = 0.7) and reaches a switch
curve for u, after approximately 75s. At that moment the
stack control signal changes fromy = 0 to u; = 1. The

0.65 % o e . :
= state trajectory then follows the switch curve for about 420
Due to model uncertainties the state trajectory crosses the
0"35 30 35 40 45 50 hysteresis limit at an elapsed time of approximately 195s.
Tsys (°C) This causes the controller to turn off the stack & 0). As a
@) consequence, the state trajectory crosses the hysteneisim|
T - the opposite direction. Soon after, when the trajectorisekie
' 1' hysteresis area (at the other boundary), the stack is tuned
““““““““““““““““““““““ . again (11 = 1). A similar control action can be observed just
508 T 1055 pefore the end of the warm-up, where a final control action
O+ e U2 10 is necessary to reach the target state. During almost tlire ent
-0.5 t0 100 150 200 250 300 3s¢’°  warm-up phase the heater is an = 1).
Time (s)
(b) D. Optimally Controlled System Warm-up Under Variable
Fig. 7. lllustration of the controller operation for nominaperating Operating Conditions

conditions and controller parameters: (a) state planetii#ition of the control
law and of the state trajectory of the optimally controlledsteyn, (b)
corresponding control signals.

A warm-up under variable power demands is used to
demonstrate the full functionality of the optimal feedback
control system developed. For this functionality analytie
power signal of Fig. 8(a) is used. Apart from the power
demand, the nominal operating values of Table Il are applied
to the system. Besides the power demand at the input of the
system, Fig. 8(a) also shows the low-pass-filtered sigtil,.

It can be shown that the choice of the time constaptof the
input filter (61) is not critical, i. e. the elapsed warm-updi is

In Figure 7(a) the switch curves of the optimal control arenly slightly affected byr;» over a broad range of values. The
illustrated in the state plane. For each control varialihe, ttime constant was set tgr = 60s. The first and the second
switch curves divide the state space into regions over wihieh subplots of Fig. 8(b) show the output signals of the optimal
corresponding control variable is constant (0 or 1). Thgpeba warm-up power controller. For the desired stack currégft,
of these switch curves, which are functions of the model ardtemperature-dependent upper limi** = 15" (Tasean ),
of the controller parameters (target state vector) as well was defined to take into account cold-start transient power
of the operating conditions, determine the charactesistic limitations (indicated by a dotted line). The normalizectes
the controller. The operation of the controller is addiitty signal, vy, is selected between 0 (off) and 1 (on with
affected by the value of the function tolerance used to termriominal power). The sample time of the power controller
nate the iterative calculation of;. The termination tolerance was set toAt, = 3s. The third subplot shows the mean
results in hystereses in the switching logic. In Fig. 7(agse system temperaturd,y;..., and the component temperatures
hystereses are indicated by dash-dotted lines along thehswil'cs, Tps, and Tyy. The state of charge of the battery,
curves. The blank regions in Fig. 7(a) represent the set HC, is shown in the fourth subplot. The terminal condi-
input state vectors for which the control law yields no solut  tions, Taseqn (tr) = T/ = 50°C andSOC(ty) = socf = 0.7,

legitimates the methods applied for the controller develept
and implementation.

C. lllustration in the State Plane
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ATpg® = 10°C, and the minimum coolant mass flow rate
was defined asi7%™ = 10g/s. The fan signal p,,, is equal to
zero. All controller parameters correspond to the valugsrgi
in Table II.

Despite the erratic power demand, the power controller
switches the output signals only a few times. This behavior
is a direct consequence of the averaging of the power demand

@) at the controller input and of the discrete controller ofiera
200 However, the predefined state of charge of the battery is

2150— 1 reached exactly at the end of the warm-up phase (charge
:100’ 7 sustainment), which is defined to be completed when the
T3 58’ terminal temperature is reached. In the example shown in

Fig. 8, a warm-up time of 437 s results (indicated by a dotted

[N

Pout (kW)

¢ o !
SRR RER RO

|
o

50 100 150 200 250 300 350 400 450
Time (s)

5% 50 100 150 200 250 300 350 400 450 vertical line). At the beginning of the warm-up, the heater i
15 ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ on and the power is drawn from the battery. Consequently,
1 1 the temperature of the system (specifically the temperature
S 05 1 of the cooling system) rises and the state of charge of the
s ok battery decreases. After approximately 170 s the fuel tatks
05 ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ is turned on to generate maximum electric power. The surplus
50 100 150 200 250 300 350 400 450 power recharges the battery and the waste heat of the stack
80— Pwtean causes an increased heat flow to the system. Towards the
5 T . “ end of the warm-up, the controller toggles the control signa
0: 40 Trum to compensate for prediction errors. The coolant controlle

regulates the coolant mass flow rate as expected. When the

‘ ‘ ‘ ‘ ‘ ‘ ‘ heat generation inside the power section is small, the obola
0 50 100 150 200 250 300 350 400 450 mass flow rate is at its minimum value. Once the maximum
tolerated temperature difference is reached, the coatroll

o 0.7 1 increases the mass flow rate accordingly. Temperaturet®ffse
Q0.65 1 of less than 0.5C are observed.

0.6
05%""50 100 150 200 250 300 350 400 450 VI. CONCLUSION
40 ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ A control-oriented mathematical model of the transient be-
< 20 ] havior of a hybrid fuel cell power system with auxiliary heat
3 or 1 has been introduced. On the thermal part, it differentitdas
=~ -20r 1 component temperatures, namely the temperature of therpowe
—400 50 100 150 200 250 300 350 400 450 section, the temperature qf the humidification sectioq,twmﬂ _
100 ‘ 15 temperatures of the coolmg_system. On the electric part, it
% 75— e e Sl © models the f.ueI cell polarization, the power convgrter, Hred
S -- ATpg s < battery with its state of charge. Due to the modeling apgroac
5 o0 S m\/\/\f 1° % basedon physical principles there are only a few experisnent
£ e 10 51 necessary for the parameter identification. Hence, the hi®de
0 50 100 150 200 250 300 350 400 4500 applicable to different systems with little effort. The theal

Time (s) part of the model and the polarization were validated agains
®) experimental data. Dynamic as well as static phenomena are
reproduced accurately. From this model, a simplified versio
Fig. 8.  Simulation results for an optimally controlled systevarm-up: was derived to be used for the controller design. The reduced
(@) power demand signal and output signal of the controllgutrfiter  order model constitutes a nonlinear, second-order system,
(the remaining inputs were set to be constaxﬁf;j = 2, Tamp = 25°C, .
TR = 20°C, T3 = 40°C), (b) control signals and resulting stateWhich was shown to properly reproduce the mean system
trajectories and output trajectories. temperature and the state of charge of the battery.
The aim of minimizing the system warm-up time subject
to a terminal state-of-charge constraint, which enables th
are each identified by a circle. In subplot 5 the battemgharge-sustaining operation, has been transcribed intmpan
current, I'g,, is plotted. Positive values mean dischargingimal control problem formulation. A solution to this preiph
of the battery, negative values indicate charging. The lasas derived from the necessary conditions of Pontryagin’s
subplot of Fig. 8(b) shows the input signATpg and the Minimum Principle. The careful statement of simplificaton
control signalr; of the coolant flow controller. The max-and assumptions and the appropriate combination of the con-

imum temperature gap over the power section was set ditions for optimality allowed the formulation of the optah
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solution in a feedback manner. Besides algebraic caloulsti

structure this controller is suited to be applied on-lineorist

[7]1 Y. J. Zhang, M. G. Ouyang, Q. C. Lu, J. X. Luo, and X. H. Li, “A
the controller has to compute the zero of an integral egnatio
to determine the optimal output signals. Due to its simple

(8]

over, its application to different systems should be fdasib
with minor effort, as its design is model-based. The optimal

power controller, which controls the heater operation drel t [9]

electrical current of the stack, was extended with a coolant

controller. The coolant controller limits the spatial tegngture

gradient of the power section.

(10]

For various operating conditions and a set of controller
parameters the optimal performance values of the condrolle

system has been compared with the solutions obtained wjith]
a direct feedforward method. The results confirmed the opEi-
mality of the control system derived. The relative perfonca

losses, which mainly originate from the simplifications mad

during the controller design, amount to less than 2.4%. A sirfd3]

ulated system warm-up demonstrated the functionality ef th

controller. As the optimal warm-up power controller accisun

for cold-start transient power limitations of the fuel csthck

and determines the control signals subject to the modelebas

prediction, the predefined terminal constraints are exaw#t.

Simultaneously, a short system warm-up time to full powse
results. Compared to a system without battery nor auxilia
heater, the simulation showed a warm-up time reduced by 9:

for the optimally controlled configuration proposed.

Further applications for the model and the optimizatio
results gained throughout the course of this project amylik |
The model should be readily employable for general thermal

transient simulations, parameter investigations, statena-

tion, or model-based temperature controller designs. Bgua
the direct feedforward optimization could be used for syste
parameter optimizations, as for example to determine t
optimal size of the battery or of cooling system components.
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