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#### Abstract

Prokhorov Andrei Ph.D., Purdue University, August 2019. Connection Problem for Painlevé Tau Functions. Major Professor: Alexander Its.

We derive the differential identities for isomonodromic tau functions, describing their monodromy dependence. For Painlevé equations we obtain them from the relation of tau function to classical action which is a consequence of quasihomogeneity of corresponding Hamiltonians. We use these identities to solve the connection problem for generic solution of Painlevé-III(D8) equation, and homogeneous Painlevé-II equation.

We formulate conjectures on Hamiltonian and symplectic structure of general isomonodromic deformations we obtained during our studies and check them for Painlevé equations.


## 1. INTRODUCTION

### 1.1 Painlevé equations

Differential equations are used to describe various phenomena in engineering, physics, economics and biology. Ordinary differential equations (ODE) describe functions depending only on one variable. The important question is description of singularities of solutions of differential equations. For linear ODEs with rational coefficients the singularities of solutions arise from singularities of coefficients. The local behavior of solutions near corresponding singularities can be described using recursive procedure (see [118]). The relations between behaviors near different singularities for global solution are called connection formulae. For classical special functions they can be obtained using contour integral representations (see [39]). The objective of our work is to find connection formulae in more complicated cases.

For nonlinear ODEs solution can have singularities different from singularities of the coefficients. If for the general solutions position of branching points does not depend on initial conditions, the ODE is said to satisfy Painlevé property. In the case of ODE

$$
\begin{equation*}
\frac{d^{2} u}{d x^{2}}=F\left(u, \frac{d u}{d x}, x\right) \tag{1.1}
\end{equation*}
$$

with right hand side rational in $u, \frac{d u}{d x}$ and $x$ Painlevé [105] and Gambier [58] listed all equations with Painlevé property (see [66] for detailed exposition of this list).

Only six of them can not be reduced to linear ODEs or solved in terms of elliptic functions. They were called later Painlevé equations. In standard form they are written as

$$
\begin{align*}
\frac{d^{2} u}{d x^{2}}= & 6 u^{2}+x,  \tag{PI}\\
\frac{d^{2} u}{d x^{2}}= & 2 u^{3}+x u+\alpha,  \tag{PII}\\
\frac{d^{2} u}{d x^{2}}= & \frac{1}{u}\left(\frac{d u}{d x}\right)^{2}-\frac{1}{x}\left(\frac{d u}{d x}\right)+\frac{\alpha u^{2}}{x}+\frac{\beta}{x}+\gamma u^{3}+\frac{\delta}{u},  \tag{PIII}\\
\frac{d^{2} u}{d x^{2}}= & \frac{1}{2 u}\left(\frac{d u}{d x}\right)^{2}+\frac{3}{2} u^{3}+4 x u^{2}+2\left(x^{2}-\alpha\right) u+\frac{\beta}{u},  \tag{PIV}\\
\frac{d^{2} u}{d x^{2}}= & \left(\frac{1}{2 u}+\frac{1}{u-1}\right)\left(\frac{d u}{d x}\right)^{2}-\frac{1}{x}\left(\frac{d u}{d x}\right) \\
& +\frac{(u-1)^{2}}{x^{2}}\left(\alpha u+\frac{\beta}{u}\right)+\frac{\gamma u}{x}+\frac{\delta u(u+1)}{u-1},  \tag{PV}\\
\frac{d^{2} u}{d x^{2}}= & \frac{1}{2}\left(\frac{1}{u}+\frac{1}{u-1}+\frac{1}{u-x}\right)\left(\frac{d u}{d x}\right)^{2}-\left(\frac{1}{x}+\frac{1}{x-1}+\frac{1}{u-x}\right) \frac{d u}{d x} \\
& +\frac{u(u-1)(u-x)}{x^{2}(x-1)^{2}}\left(\alpha+\frac{\beta x}{u^{2}}+\frac{\gamma(x-1)}{(u-1)^{2}}+\delta \frac{x(x-1)}{(u-x)^{2}}\right), \tag{PVI}
\end{align*}
$$

In PIII case one also distinguishes three sub-cases
$\gamma \delta \neq 0$
(PIII(D6))
$\gamma=0, \quad \alpha \delta \neq 0 \quad$ or $\quad \delta=0, \quad \beta \gamma \neq 0$
$\gamma=\delta=0$
(PIII(D8))

The $\operatorname{PIII}(\mathrm{D} 7)$ equation with $\gamma=0$ and $\delta=0$ are equivalent to each other through the change of variables (see [80]). Similarly PIII(D8) equation is equivalent to $\operatorname{PIII}(D 6)$ with $\alpha=0$ and $\beta=0$.

The list of necessary conditions required for Painlevé property is called Painlevé test. If the equation passes Painlevé test then the equation is expected to have Lax pair representation and admit explicit solutions. See [30] for Painlevé test applied to various ODEs and PDEs.

The discussion of current progress on analysis of higher degree and higher order analogs of (1.1) is also presented in [30].

The fact that Painlevé equations can not be reduced to previously known functions was shown rigorously. Umemura introduced in [113] the notion of classical function. They are obtained from the constant functions using the following operations

- integration
- differentiation
- sum, difference, product, quotient
- composition with Abelian function
- taking solutions of algebraic equations with coefficients classical functions
- taking solutions of linear differential equations with coefficients classical functions
- taking solutions of algebraic differential equation of first order with coefficients classical functions

Using differential Galois theory it was shown that generic solutions of Painlevé equations can not be expressed in terms of classical functions (see [102, 112, 114, 115, 116, 119, 120, 80]). Non generic solutions can be rational, algebraic or expressed in terms of classical special functions.

Airy functions
Bessel functions,
Parabolic cylinder functions and Hermite orthogonal polynomials,
Confluent hypergeometric functions
and associated Laguerre orthogonal polynomials,
Hypergeometric functions and Jacobi orthogonal polynomials,

Such solutions are presented in [97, 98, 47, 88, 92, 39].
The meromorphic nature of solutions of Painlevé equations is described in [59]: solutions of (PI), (PII) and (PIV) are meromorphic in complex plane, solutions of (PIII) are (PV) are meromorphic in complex plane in the variable $t=\ln x$, and solutions of (PVI) admit
meromorphic continuation along any path in $\mathbb{C} \backslash\{0,1\}$. One can think of these facts as rigorous statements of Painlevé property. The estimates on the Nevanlinna characteristic corresponding to solutions of (PI) - (PV) also can be found in [59].

Painlevé equations are self-similar reductions of various nonlinear integrable PDEs admitting soliton solutions and therefore they describe nonlinear wave phenomena [1]

Korteweg - de Vries equation,
modified Korteweg - de Vries equation,
Sine - Gordon equation,
nonlinear Schrödinger equation,
Ernst equation,
three wave resonant interaction equation,

Painlevé equations can be interpreted as Newton's law of motion of particle with timedependent acting force. Actually, if we make change of variables
$q(t)=u(t)$
$q(t)=\ln \left(u\left(e^{t}\right)\right)$
$q(t)=\sqrt{u(t)}$
$q(t)=\ln \left(\frac{\sqrt{u\left(e^{t}\right)}-1}{\sqrt{u\left(e^{t}\right)}+1}\right)$
$q(t)=\frac{F\left(\arcsin \left(\sqrt{u\left(k^{-2}\right)}\right), k\right)}{2 K(k)}, \quad k=\left(\frac{\theta_{2}\left(0, e^{-\pi t}\right)}{\theta_{3}\left(0, e^{-\pi t}\right)}\right)^{2}$,
with $K(k)$ and $F(\phi, k)$ complete and incomplete elliptic integrals of the first kind, then the equations of motion are given by

$$
\begin{align*}
& \frac{d^{2} q}{d t^{2}}=6 q^{2}+t  \tag{F}\\
& \frac{d^{2} q}{d t^{2}}=2 q^{3}+q t+\alpha,  \tag{F}\\
& \frac{d^{2} q}{d t^{2}}=\alpha e^{t+q}+\beta e^{t-q}+\gamma e^{2 t+2 q}+\delta e^{2 t-2 q},  \tag{F}\\
& \frac{d^{2} q}{d t^{2}}=\frac{3 q^{5}}{4}+2 t q^{3}+q\left(t^{2}-\alpha\right)+\frac{\beta}{2 q^{3}}  \tag{F}\\
& \frac{d^{2} q}{d t^{2}}=-\frac{\alpha \cosh \left(\frac{q}{2}\right)}{\sinh ^{3}\left(\frac{q}{2}\right)}-\frac{\beta \sinh \left(\frac{q}{2}\right)}{\cosh ^{3}\left(\frac{q}{2}\right)}-\frac{\gamma}{2} e^{t} \sinh (q)-\frac{\delta}{4} e^{2 t} \sinh (2 q),  \tag{F}\\
& \frac{d^{2} q}{d t^{2}}=\frac{4 K^{3}}{\pi^{2}}\left[\alpha k^{2} \operatorname{sn}(2 q K, k) \operatorname{cn}(2 q K, k) \operatorname{dn}(2 q K, k)+\beta \frac{\operatorname{cn}(2 q K, k) \operatorname{dn}(2 q K, k)}{(\operatorname{sn}(2 q K, k))^{3}}+\right. \\
& \left.+\gamma\left(1-k^{2}\right) \frac{\operatorname{sn}(2 q K, k) \operatorname{dn}(2 q K, k)}{(\operatorname{cn}(2 q K, k))^{3}}+\left(\delta-\frac{1}{2}\right) k^{2}\left(1-k^{2}\right) \frac{\operatorname{sn}(2 q K, k) \operatorname{cn}(2 q K, k)}{(\operatorname{dn}(2 q K, k))^{3}}\right] .
\end{align*}
$$

(PVI(F))
The changes of variables described above are mentioned in [109, 3, 90]. The interpretation as equation of motion helps better understand qualitatively the behavior of solutions, as we will see below.

The other physical and mathematical applications of Painlevé equations include backward Kolmogorov equation [107, 13, 29], nonintersecting particle systems [25], fluid dynamics [81, 57], wave scattering [99], black hole scattering [103], Rabi model [31], Hele-Shaw process [50], two-dimensional quantum gravity [60, 24, 41], quantum cohomology and topological quantum field theory [42, 61], conformal field theory [55, 56, 9, 100], gauge theory [19, 18], impenetrable Bose gas [77], holonomic quantum fields [108], Ising model [7], spin chains [111], Glauber-Ising chain [40], combinatorics [43, 5], topological recursion [74], orthogonal polynomials [117], differential geometry of surfaces [16], gap probabilities in random matrix theory [51].

Simultaneously with the appearance of the Painlevé transcendents in the numerous applications, their analytical theory has been dramatically developed during the last 40 year. One of the main reasons why Painlevé functions have been studied so well is that they describe isomonodromic deformations of the linear systems of ODEs with rational coefficients
and hence admit the so-called Riemann-Hilbert Representation. This allows, in particular, to perform global asymptotic analysis of the Painlevé transcendents including explicit evaluation of the connection formulae between the asymptotic parameters of the Painlevé functions at different relevant critical points. In the next two Sections we will outline the basic ideas and demonstrate the effectiveness of the Riemann-Hilbert method by presenting some of the known results concerning the Painlevé II and Painlevé VI equations.

### 1.1.1 Pure imaginary solution of homogeneous PII equation

Consider purely imaginary solutions of PII equation with $\alpha=0$. This equation is also called homogeneous PII equation. To describe it as isomonodromic deformation, consider the following $2 \times 2$ linear system of ODE's with one irregular singular point of Poincaré rank 3 at infinity

$$
\begin{gather*}
\frac{d \Phi}{d z}=A(z) \Phi, \quad A(z)=A_{-3} z^{2}+A_{-2} z+A_{-1}  \tag{1.2}\\
A_{-3}=-4 i \sigma_{3}, \quad A_{-2}=-4 q \sigma_{2}, \quad A_{-1}=\left(-i t-2 i q^{2}\right) \sigma_{3}-2 p \sigma_{1}
\end{gather*}
$$

where Pauli matrices $\sigma_{1}, \sigma_{2}, \sigma_{3}$ are given by

$$
\sigma_{1}=\left(\begin{array}{cc}
0 & 1 \\
1 & 0
\end{array}\right), \quad \sigma_{2}=\left(\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right), \quad \sigma_{3}=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right) .
$$

Seven canonical solutions of (1.2) are uniquely specified by the following asymptotic conditions

$$
\begin{equation*}
\Phi_{j}(z) \simeq\left(I+\sum_{m=1}^{\infty} g_{m} z^{-m}\right) e^{-\left(\frac{4 i}{3} z^{3}+i t z\right) \sigma_{3}}, \quad z \rightarrow \infty, \quad z \in \Omega_{j}, \quad j=1, \ldots, 7, \tag{1.3}
\end{equation*}
$$

where the Stokes sectors are given by

$$
\Omega_{j}=\left\{z: \frac{\pi(j-2)}{3}<\arg z<\frac{\pi j}{3}\right\} .
$$

There are six Stokes matrices $S_{1}, \ldots, S_{6}$ defined by the equations

$$
S_{j}=\Phi_{j}^{-1}(z) \Phi_{j+1}(z), \quad j=1, \ldots, 6 .
$$

These matrices have the familiar triangular structure (see [49, chapter 2, section 1.6]).

$$
S_{2 l+1}=\left(\begin{array}{cc}
1 & 0  \tag{1.4}\\
s_{2 l+1} & 1
\end{array}\right), \quad S_{2 l}=\left(\begin{array}{cc}
1 & s_{2 l} \\
0 & 1
\end{array}\right)
$$

For $j=1, \ldots, 6$, let $\Gamma_{j}$ denote the rays

$$
\Gamma_{j}=\left\{z \in \mathbb{C}: \arg z=\frac{\pi(2 j-1)}{6}\right\}
$$

oriented towards infinity, and let $\Omega_{j}^{(0)}$ be the sectors between the rays $\Gamma_{j-1}$ and $\Gamma_{j}$. Note that $\overline{\Omega_{j}^{(0)}} \subset \Omega_{j}$.

We can notice the symmetry

$$
-A(-z)=\sigma_{2} A(z) \sigma_{2}
$$

which implies

$$
\begin{equation*}
\Phi(-z)=\sigma_{2} \Phi(z) \sigma_{2}, \quad S_{n+3}=\sigma_{2} S_{n} \sigma_{2}, \quad s_{l+3}=-s_{l} . \tag{1.5}
\end{equation*}
$$

The fact that $q(t)$ is purely imaginary solution implies the symmetry

$$
\begin{equation*}
\overline{A(\bar{z})}=\sigma_{2} A(z) \sigma_{2} \tag{1.6}
\end{equation*}
$$

which gives

$$
\begin{equation*}
\overline{\Phi(\bar{z})}=\sigma_{2} \Phi(z) \sigma_{2}, \quad\left(\overline{S_{n}}\right)^{-1}=\sigma_{2} S_{7-n} \sigma_{2}, \quad s_{7-l}=\overline{s_{l}} . \tag{1.7}
\end{equation*}
$$

Canonical solutions satisfy monodromy condition

$$
\Phi_{7}(z)=\Phi_{1}(z) .
$$

It implies the cyclic relation

$$
\begin{equation*}
S_{1} S_{2} S_{3} S_{4} S_{5} S_{6}=I \tag{1.8}
\end{equation*}
$$

which can be written as scalar equation taking into account (1.5)

$$
\begin{equation*}
s_{1}-s_{2}+s_{3}+s_{1} s_{2} s_{3}=0 \tag{1.9}
\end{equation*}
$$

Using that and (1.7) we get

$$
s_{2}=\frac{2 i \operatorname{Im} s_{1}}{1+\left|s_{1}\right|^{2}}, \quad s_{3}=-\overline{s_{1}} .
$$

Therefore Stokes matrices corresponding to pure imaginary solutions $q(t)$ are parametrized by one complex parameter $s_{1}$.

Define a piecewise analytic function $\Psi(z)$ by the relations

$$
\begin{equation*}
\Psi(z)=\Phi_{j}(z) \quad \text { for } z \in \Omega_{j}^{(0)} \tag{1.10}
\end{equation*}
$$

The function $\Psi(z)$ satisfies the following Riemann-Hilbert problem posed on the contour $\Gamma=\bigcup_{j=1}^{6} \Gamma_{j}:$

## Riemann-Hilbert Problem 1.1.

- $\Psi(z)$ is analytic for $z \in \mathbb{C} \backslash \Gamma$,
- $\Psi_{+}(z)=\Psi_{-}(z) J(z)$ for $z \in \Gamma$,
- $\Psi(z)$ satisfies condition (1.3) at infinity.

The contour $\Gamma$ and the associated piecewise constant jump matrices $J(z)$ are depicted in Figure 1.1.

Here " + " refers to the boundary value from the left of the contour $\Gamma$ and " - " refers to the boundary value from the right of the contour $\Gamma$.


Figure 1.1. Contour $\Gamma$ and jump matrices $J(z)$ for the RHP 1.1

Solution of the Riemann-Hilbert problem is uniquely determined by the parameter $t$ and Stokes matrices. If we fix Stokes matrices, the dependence of $\Psi(z)$ on $t$ is describing isomonodromic deformation. We have the equation

$$
\begin{equation*}
\frac{d \Psi}{d t}=U(z) \Psi, \quad U(z)=-i z \sigma_{3}-q \sigma_{2} \tag{1.11}
\end{equation*}
$$

In the same time $\Psi(z)$ satisfies (1.2) since it is given by (1.10). The compatibility condition of (1.2) and (1.11) is given by

$$
\frac{d A}{d t}-\frac{d U}{d z}+[A, U]=0
$$

or in scalar form

$$
\frac{d p}{d t}=2 q^{3}+q t, \quad \frac{d q}{d t}=p
$$

This is equivalent to PII equation for $q(t)$. It also can be described by the formula,

$$
q=2\left(g_{1}\right)_{12}
$$

where $g_{1}$ is the first matrix coefficient in the asymptotic expansion (1.3).
We denote $q(t)=i y(t)$. The equation of motion for real valued solution $y(t)$ has acting force

$$
F(y, t)=-2 y^{3}+y t .
$$

We present the vector field graph of the acting force on Figure 1.2. We can see that there are two stable trajectories $y= \pm \sqrt{\frac{t}{2}}$ for positive time and trajectory $y=0$, which is stable for negative time and unstable for positive time.


Figure 1.2. Force field for pure imaginary solutions of homogeneous PII equation

Finding approximation for large $t \rightarrow \pm \infty$ for solutions $\Psi(z, t)$ of the Riemann-Hilbert problem allows to obtain the following description approximations for $y(t)$ (see [68], [38])

$$
\begin{aligned}
y(t) & =\frac{d}{(-t)^{\frac{1}{4}}} \sin \left(\frac{2}{3}(-t)^{\frac{3}{2}}+\frac{3}{4} d^{2} \ln (-t)+\phi\right)+O\left(\frac{1}{|t|}\right), \quad t \rightarrow-\infty \\
y(t) & =\sigma \sqrt{\frac{t}{2}}+\frac{\sigma \rho}{(2 t)^{\frac{1}{4}}} \cos \left(\frac{2 \sqrt{2}}{3} t^{\frac{3}{2}}-\frac{3}{2} \rho^{2} \ln t+\theta\right)+O\left(\frac{1}{t}\right), \quad t \rightarrow+\infty
\end{aligned}
$$

where

$$
\begin{gather*}
d=\sqrt{\frac{1}{\pi} \ln \left(1+\left|s_{1}\right|^{2}\right)}, \quad \phi=-\frac{\pi}{4}+\frac{3}{2} d^{2} \ln 2-\arg \left(\Gamma\left(i \frac{d^{2}}{2}\right)\right)-\arg \left(s_{1}\right) .  \tag{1.12}\\
\rho=\sqrt{\frac{1}{\pi} \ln \left(\frac{1+\left|s_{1}\right|^{2}}{2\left|\operatorname{Im}\left(s_{1}\right)\right|}\right)}, \quad \sigma=-\operatorname{sign}\left(\operatorname{Im}\left(s_{1}\right)\right)  \tag{1.13}\\
\theta=-\frac{3 \pi}{4}-\frac{7}{2} \rho^{2} \ln 2+\arg \left(\Gamma\left(i \rho^{2}\right)\right)+\arg \left(1+s_{1}^{2}\right) \tag{1.14}
\end{gather*}
$$

The formula at $t \rightarrow+\infty$ is valid for $\operatorname{Im}\left(s_{1}\right) \neq 0$. If $s_{1}= \pm i$ then $\rho=0$ and the asymptotic has form of power series. The values $\operatorname{Im}\left(s_{1}\right)=0$ correspond to the separatrix case - the Ablowitz-Segur solution, whose behavior at $t \rightarrow+\infty$ is replaced by

$$
y(t)=\frac{s_{1}}{2 \sqrt{\pi} t^{\frac{1}{4}}} e^{-\frac{2}{3} t^{\frac{3}{2}}}\left(1+O\left(\frac{1}{t^{\frac{3}{4}}}\right)\right), \quad t \rightarrow+\infty .
$$

One can solve equations (1.12) for $s_{1}$,

$$
\left|s_{1}\right|=\left(e^{\pi d^{2}}-1\right)^{1 / 2}, \quad \arg s_{1}=-\phi-\frac{\pi}{4}+\frac{3}{2} d^{2} \ln 2-\arg \left(\Gamma\left(i \frac{d^{2}}{2}\right)\right)
$$

and then equations $(1.13)$, (1.14) gives the explicit connection formulae between the asymptotic parameters $(d, \phi)$ at $t=-\infty$ and the asymptotic parameters $(\rho, \theta, \sigma)$ at $t=+\infty$.

The connection formulae allow to determine if the particle at positive time will end up near trajectory $y=\sqrt{\frac{t}{2}}, y=-\sqrt{\frac{t}{2}}$ or $y=0$ based on the phase of particle oscillation at negative time. It turns out that smallest change in phase oscillation at negative infinity can change trajectory at positive infinity drastically (see Figure 1.3). Explicit description of such global properties of solutions is usually available for equations coming from integrable systems and not for general ODEs.


Figure 1.3. Different behaviors of pure imaginary solutions of homogeneous PII equation

### 1.1.2 General solution of PVI equation

Consider another example of general solution of Painlevé VI equation. We look at the Fuchsian system with 4 regular singularities at $0,1, x$ and $\infty$

$$
\begin{equation*}
\frac{d \Phi}{d z}=A(z) \Phi, \quad A(z)=\frac{A_{0}}{z}+\frac{A_{x}}{z-x}+\frac{A_{1}}{z-1} \tag{1.15}
\end{equation*}
$$

Assume that

$$
A_{0}+A_{x}+A_{1}=-\frac{\theta_{\infty}}{2} \sigma_{3}, \quad \pm \frac{\theta_{\nu}}{2}-\text { eigenvalues of } A_{\nu}, \quad \nu=0, x, 1
$$

Relation between parameters $\theta_{0}, \theta_{1}, \theta_{x}, \theta_{\infty}$ and $\alpha, \beta, \gamma, \delta$ is given by

$$
\begin{gathered}
\alpha=\frac{\left(\theta_{\infty}-1\right)^{2}}{2}, \quad \beta=-\frac{\theta_{0}^{2}}{2}, \quad \gamma=\frac{\theta_{1}^{2}}{2}, \quad \delta=\frac{1-\theta_{x}^{2}}{2}, \\
\operatorname{Re} \theta_{\nu} \geq 0, \quad \nu=0,1, x, \quad \operatorname{Re} \theta_{\infty} \geq 1 .
\end{gathered}
$$

We have four solutions of (1.15) described by convergent series

$$
\begin{gather*}
\Phi^{(\nu)}(z)=G_{\nu}\left[I+\sum_{m=1}^{\infty} g_{\nu, m}(z-\nu)^{m}\right](z-\nu)^{\frac{\theta_{\nu}}{2} \sigma_{3}}(z-\nu)^{R_{\nu}}, \quad|z-\nu|<r  \tag{1.16}\\
\Phi^{(\infty)}(z)=\left[I+\sum_{m=1}^{\infty} g_{\infty, m} z^{-m}\right] z^{-\frac{\theta_{\infty}}{2} \sigma_{3}} z^{-R_{\infty}}, \quad|z|>R .
\end{gather*}
$$

Here matrices $G_{\nu}$ are matrices putting $A_{\nu}$ in Jordan form. Matrices $R_{\nu}$ are given by

$$
R_{\nu}= \begin{cases}\left(\begin{array}{ll}
0 & r_{\nu} \\
0 & 0
\end{array}\right), & \text { if } \theta_{\nu}>0, \theta_{\nu} \in \mathbb{Z}, \\
\left(\begin{array}{ll}
0 & 0 \\
r_{\nu} & 0
\end{array}\right), & \text { if } \theta_{\nu}<0, \theta_{\nu} \in \mathbb{Z}, \\
\left(\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right), \quad \text { if } \theta_{\nu}=0, \\
0, & \quad \text { otherwise },\end{cases}
$$

The solutions $\Phi^{(\nu)}$ are related to each other using connection matrices $C_{\nu}$.

$$
\Phi^{(\infty)}(z)=\Phi^{(\nu)}(z) C_{\nu}
$$

We introduce matrices $M_{\nu}$ by

$$
M_{\infty}=e^{i \pi \theta_{\infty} \sigma_{3}} e^{2 \pi i R_{\infty}}, \quad M_{\nu}=C_{\nu}^{-1} e^{i \pi \theta_{\nu} \sigma_{3}} e^{2 \pi i R_{\nu}} C_{\nu}, \quad \nu=0,1, x
$$

They are counterclockwise monodromy matrices around $\nu$ obtained along the loops on Figure 1.4 ( $z_{1}$ is the base point). They satisfy the condition

$$
\begin{equation*}
M_{1} M_{x} M_{0} M_{\infty}=I \tag{1.17}
\end{equation*}
$$



Figure 1.4. Choice of loops for counterclockwise monodromy matrices $M_{\nu}$ for PVI equation.

Using functions $\Phi^{(\nu)}$ we can construct solution of the following Riemann-Hilbert problem

## Riemann-Hilbert Problem 1.2.

- $\Psi(z)$ is analytic for $z \in \mathbb{C} \backslash \Gamma$;
- $\Psi_{+}(z)=\Psi_{-}(z) J(z)$ for $z \in \Gamma$,
- Near the points $0,1, x, \infty$ the behavior of $\Psi(z)$ is described by (1.16).

Contour $\Gamma$ and jump matrices $J(z)$ are shown on the Figure 1.5 ( $z_{0}$ is some reference point).


Figure 1.5. Contour $\Gamma$ and jump matrices $J(z)$ for the RHP 1.2

The solution $\Psi(z)$ is uniquely determined by $x, C_{\nu}, \theta_{\nu}, r_{\nu}$. If we fix $C_{\nu}, \theta_{\nu}, r_{\nu}$ and start changing $x$, then such deformation is called isomonodromic. In this case $\Psi(z)$ satisfies the equation.

$$
\frac{d \Psi}{d x}=-\frac{A_{x}}{z-x} \Psi .
$$

It implies the following equations

$$
\frac{d G_{0}}{d x}=\frac{A_{x}}{x} G_{0}, \quad \frac{d G_{1}}{d x}=\frac{A_{x}}{x-1} G_{1}, \quad \frac{d G_{x}}{d x}=\left(\frac{A_{0}}{x}+\frac{A_{1}}{x-1}\right) G_{x},
$$

Then the solution of PVI equation is given by

$$
u(x)=\frac{x\left(A_{0}\right)_{12}}{x\left(\left(A_{0}\right)_{12}+\left(A_{1}\right)_{12}\right)+\left(A_{0}\right)_{12}+\left(A_{x}\right)_{12}} .
$$

Consider the following trace functions

$$
p_{\nu}=\operatorname{Tr}\left(M_{\nu}\right), \quad p_{\mu \lambda}=\operatorname{Tr}\left(M_{\mu} M_{\lambda}\right), \quad \nu=0,1, x, \quad \mu, \lambda \in\{0,1, x\} .
$$

They satisfy the Jimbo-Fricke relation, which is the trace of (1.17)

$$
\begin{gather*}
p_{0 x}^{2}+p_{01}^{2}+p_{x 1}^{2}+p_{0 x} p_{01} p_{x 1}-\left(p_{0} p_{x}+p_{1} p_{\infty}\right) p_{0 x}-\left(p_{0} p_{1}+p_{x} p_{\infty}\right) p_{01}-\left(p_{x} p_{1}+p_{0} p_{\infty}\right) p_{x 1}+ \\
+p_{0}^{2}+p_{1}^{2}+p_{x}^{2}+p_{\infty}^{2}+p_{0} p_{x} p_{1} p_{\infty}-4=0 \tag{1.18}
\end{gather*}
$$

Now to describe all branches of solutions of PVI equation we need to consider two subsets of solutions.

If $M_{0}, M_{1}, M_{x}$ generate irreducible representation of $\pi_{1}(\mathbb{C} /\{0,1, x\})$ then it is shown in [75] that corresponding solutions of PVI equation are parametrized with coordinates

$$
\begin{equation*}
\left\{p_{0 x}, p_{01}, p_{x 1}:(1.18) \text { holds }\right\} \tag{1.19}
\end{equation*}
$$

If $M_{0}, M_{1}, M_{x}$ generate reducible representation of $\pi_{1}(\mathbb{C} /\{0,1, x\})$, then they correspond to critical points of (1.18) and it was shown in [64, 92] that in this case corresponding solutions of PVI equation are rational or expressed in terms of hypergeometric functions.

All asymptotic behaviors of PVI solutions as $x \rightarrow 0,1, \infty$ corresponding to all possible values of parameters (1.19), including the critical points, are described in [62].

The real solutions with no singularities on the interval $[1, \infty)$ was considered in [46]. Among the monodromy matrices $M_{\nu}$ in this case there are 2 matrices with common eigenvector. Up to bi-rational transformations, such solutions have asymptotics (41) - (46) in [62]. It should be also mentioned that the authors of [46] has developed an algorithm to compute the numbers of zeros, poles, 1-points and fixed points of a real solution of Painlevé VI equation on the interval $(1,+\infty)$. and their mutual position. This algorithm is based on a remarkable link, also discovered in [46], between the real solutions of Painlevé VI equations and a special geometric object, a one parameter family of circular pentagons.

### 1.2 The Painlevé tau functions

The notion of tau function was introduced in the theory of system of linear ordinary differential equations by Jimbo, Miwa, and Ueno in the 80s ([78]), and it has gradually become one of the central concepts not only in the theory of linear differential equations but in the whole general area of integrable systems and their applications, especially in the problems related to random matrices and statistical mechanics [52, 53, 54, 82, 34]. The exact definition of the object will be presented in Section 2.1. Here, we only mention that, in the case of Painlevé equations, a characteristic property of the tau function of a given Painlevé equation is that its logarithmic derivative is the Hamiltonian of the equation.

Usually, it is not the Painlevé functions per se but the related tau functions that are objects which actually appear in applications, notably in the description of the correlation functions of integrable statistical mechanics and quantum field models. The main analytic issue in these applications is the behavior of the tau functions near the relevant fixed critical points. Of the special importance is the evaluation of the connection formulae between the corresponding asymptotic parameters including the evaluation of the constant pre-factors appearing in the asymptotics. The latter, very often, contain the most important information of the models in question.

As it has already been indicated in the last paragraph before Section 1.1.1 of this introduction, one of the principal achievements of modern theory of the Painlevé transcendents is that it is possible to produce connection formulae for these functions in closed form. However, this fact by itself does not solve the connection problem for the associated tau functions. Indeed, as it was mentioned above, the defining property of the tau function of a given Painlevé equation is that its logarithmic derivative is the Hamiltonian of the equation. Hence, in order to obtain the full connection formulae for Painlevé tau functions one should be able to evaluate integrals of certain combinations of Painlevé transcendents and their derivatives - the combinations which make the corresponding Hamiltonians. In other words, a complete connection formula for a given tau function must include the precise information of certain constant of integrations (or, rather their ratios at different critical points) which manifest themselves as pre-factors in the tau function expansions. The evaluation of these
integration constants is often refer to as a "constant problem". After the development in the 90 s of the efficient techniques of the asymptotic evaluation of the Painlevé functions per se $([38,37])$, the constant problem has been a major challenge in the asymptotic study of Painlevé equations.

The first rigorous solution of a constant problem for Painlevé equations was obtained in the 1991 work of Tracy [110] where he studied a special solution of the third Painlevé equation in the context of the phase transition in the 2D Ising model. We describe the setting of this problem below.

### 1.2.1 Tau function for special solution of PIII(D8)(F) equation

Consider symmetric Ising model on $\mathbb{Z}^{2}$. It describes phase transition in ferromagnetism. The configuration $\sigma$ represents the spin orientation at every point on the integer lattice. It is given by the function

$$
\sigma: \mathbb{Z}^{2} \rightarrow\{1,-1\}
$$

Energy of configuration $\sigma$ restricted to $M \times N$ rectangle $\Lambda \in \mathbb{Z}^{2}$ is defined by the formula

$$
E_{\Lambda}(\sigma)=-J \sum_{j, k \in \Lambda}\left(\sigma_{j, k} \sigma_{j, k+1}+\sigma_{j, k} \sigma_{j+1, k}\right), \quad J>0
$$

Introduce spin correlation function along the row

$$
\left\langle\sigma_{1,1} \sigma_{1, n+1}\right\rangle=\lim _{|\Lambda| \rightarrow \infty} \frac{\sum_{\sigma} \sigma_{1,1} \sigma_{1, n+1} e^{-\frac{E_{\Lambda}(\sigma)}{k T}}}{\sum_{\sigma} e^{-\frac{E_{\Lambda}(\sigma)}{k T}}}
$$

Introduce the notation

$$
z=\tanh \left(\frac{J}{k T}\right) .
$$

The critical temperature $T_{c}$ corresponds to the value

$$
z_{c}=\sqrt{2}-1
$$

The following results one can find in [95]. For $T<T_{c}$ the correlation function exhibits long range interaction

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\langle\sigma_{1,1} \sigma_{1, n+1}\right\rangle=M_{0}=\left[\frac{\left(z^{2}+1\right)^{2}\left(4 z^{2}-\left(z^{2}-1\right)^{2}\right)}{16 z^{4}}\right]^{\frac{1}{4}} \tag{1.20}
\end{equation*}
$$

Parameter $M_{0}$ is called spontaneous magnetization. For $T=T_{c}$ the correlation function decays powerlike

$$
\begin{equation*}
\left\langle\sigma_{1,1} \sigma_{1, n+1}\right\rangle \simeq c_{1} n^{-\frac{1}{4}}, \quad n \rightarrow \infty, \quad c_{1}=e^{\frac{1}{4}} A^{-3} 2^{\frac{5}{24}} . \tag{1.21}
\end{equation*}
$$

For $T>T_{c}$ the correlation function decays exponentially

$$
\begin{align*}
\left\langle\sigma_{1,1} \sigma_{1, n+1}\right\rangle \simeq c_{2}\left(\frac{e^{-n \ln c_{3}}}{\sqrt{\pi n}}\right), & n \rightarrow \infty, \\
c_{2}= & {\left[\frac{\left(z^{2}-1-2 z\right)\left(z^{2}-1\right)^{2}}{\left(z^{2}-1+2 z\right) 16 z^{2}}\right]^{\frac{1}{4}}, } \tag{1.22}
\end{align*} \quad c_{3}=\frac{1-z}{z(1+z)} .
$$

We see that after the temperature surpasses critical value, the spins become much less correlated. To describe the phase transition between (1.20), (1.21), and (1.22) we introduce the correlation length $\zeta(T)$ by formula

$$
\zeta(T)=\frac{\sqrt{z\left(1-z^{2}\right)}}{\left|z^{2}+2 z-1\right|}
$$

When the temperature approaches critical value, the correlation length approaches to infinity and the correlation function approaches to zero

$$
\zeta(T) \simeq \frac{1}{2(\sqrt{2}+1)\left(z-z_{c}\right)}, \quad M_{0} \simeq 2^{\frac{5}{8}}(\sqrt{2}+1)^{\frac{1}{4}}\left(z-z_{c}\right)^{\frac{1}{4}}, \quad z \rightarrow z_{c}
$$

This behavior motivates to consider the following double-scaling limit

$$
T \rightarrow T_{c}, \quad n \rightarrow \infty, \quad \exp \left(\frac{t}{2}\right)=\frac{n}{\zeta(T)}-\text { fixed. }
$$

The following formula holds [6]

$$
\lim _{\substack{n \rightarrow \infty  \tag{1.23}\\
T \rightarrow T_{c} \pm 0}} n^{\frac{1}{4}}\left\langle\sigma_{1,1} \sigma_{1, n+1}\right\rangle=2^{\frac{3}{8}} e^{\frac{t}{8}} \exp \left(-\int_{t}^{+\infty}\left(\frac{H}{4}+\frac{e^{t}}{16}\right) d t\right)\left\{\begin{array}{l}
\sinh \left(\frac{q}{4}\right), T>T_{c}, \\
\cosh \left(\frac{q}{4}\right), T<T_{c} .
\end{array}\right.
$$

The Hamiltonian $H$ here is given by

$$
H(p, q, t)=\frac{p^{2}}{2}-\frac{e^{t} \cosh (q)}{4}, \quad p=\frac{d q}{d t} .
$$

The integral appearing in (1.23) is related to the tau function

$$
\begin{equation*}
\tau\left(t_{1}, t_{2}\right)=\exp \left(\int_{t_{1}}^{t_{2}} H d t\right) \tag{1.24}
\end{equation*}
$$

The function $q(t)$ solves $\operatorname{PIII}(\mathrm{D} 8)(\mathrm{F})$ equation with $\alpha=\frac{1}{8}, \quad \beta=-\frac{1}{8}, \quad \gamma=\delta=0$

$$
\begin{equation*}
\frac{d^{2} q}{d t^{2}}=\frac{1}{4} e^{t} \sinh q \tag{1.25}
\end{equation*}
$$

The plot of corresponding vector field is given on Figure 1.6.


Figure 1.6. Force field for $\operatorname{PIII}(\mathrm{D} 8)(\mathrm{F})$ equation (1.25)

We can express $q(t)$ in notations of $[6,94]$

$$
q(t)=2 \psi\left(\exp \left(\frac{t}{2}\right)\right)=-2 \ln \eta\left(\frac{1}{2} \exp \left(\frac{t}{2}\right)\right)
$$

and in notations of $[101,72]$

$$
q(t)=-i u\left(e^{\frac{t}{2}}\right)+i \pi
$$

The asymptotic of the solution $q(t)$ appearing in (1.23) is given by (see Figure 1.7)

$$
\begin{gather*}
q(t) \simeq-t+4 \ln (2)-2 \ln (6 \ln (2)-2 \gamma-t), \quad t \rightarrow-\infty  \tag{1.26}\\
q(t) \simeq 2 \sqrt{\frac{2}{\pi}} e^{-\frac{t}{4}} e^{-e^{\frac{t}{2}}}, \quad t \rightarrow+\infty \tag{1.27}
\end{gather*}
$$

where $\gamma$ is the Euler's constant. It was rigorously justified in [121, 101].


Figure 1.7. Solution of $\operatorname{PIII}(\mathrm{D} 8)(\mathrm{F})$ equation (1.25) with asymptotics (1.26), (1.27)

To solve the connection problem for tau function means to compute the asymptotic $t \rightarrow-\infty$ of the integral (1.23). As it was mentioned earlier, it was done by Tracy in [110] and the answer is

$$
\begin{equation*}
\exp \left(-\int_{t}^{+\infty}\left(\frac{H}{4}+\frac{e^{t}}{16}\right) d t\right) \frac{e^{\frac{q}{4}}}{2} \simeq e^{-\frac{t}{8}} A^{-3} e^{\frac{1}{4}} 2^{-\frac{1}{6}}, \quad t \rightarrow-\infty \tag{1.28}
\end{equation*}
$$

where $A$ is Glaisher-Kinkelin constant. Plugging it in (1.23) we get the correct value of constant $c_{1}$ in (1.21). That verifies that the description of transition between (1.20), (1.21), and (1.22) is given by tau function (1.24). The proof of (1.28) is based on approximation of the solution (1.26), (1.27) by family of solutions

$$
\begin{gather*}
q(t) \simeq a t-6 a \ln (2)+2 \ln \frac{\Gamma\left(\frac{1-a}{2}\right)}{\Gamma\left(\frac{1+a}{2}\right)}, \quad t \rightarrow-\infty  \tag{1.29}\\
q(t)=-2 \sin \left(\frac{\pi a}{2}\right) \sqrt{\frac{2}{\pi}} \exp \left(-\frac{t}{4}\right) \exp \left(-e^{\frac{t}{2}}\right)(1+0(1)), \quad t \rightarrow+\infty
\end{gather*}
$$

with $-1<a<0$.
Another approach using approximation of solutions of PIII(D8) equation with family of solutions PIII(D6) equations is presented in [94, 23]. The analysis of phase transition above in terms of appearance of Fisher-Hartwig singularity in Toeplitz determinant is given in [28].

### 1.3 The goals and the outline of the dissertation

A number of other constant problems for Painlevé tau functions were solved in recent years $[8,85,33,4,35,44,83,36,45]$. The tau functions that appeared in all these papers, however, corresponded to very special families of Painlevé functions with some extra, nongeneric properties which were "responsible" for the solution of the problem. The explicit evaluation of the constant pre-factors in the tau function expansions for generic Painlevé transcendents has been one of the top open questions in the area since the above mentioned paper of Craig Tracy [110]. Only very recently, due to the important works of Gamayun, Iorgov, Lisovyy on conformal field theory interpretation of the Painlevé tau-functions [55, 56], a progress in the "constant problem" began to appear. However, the results obtained in $[67,70]$ though very important have not been mathematically rigorous.

A main goal of this dissertation is the rigorous evaluation of the constant prefactors for generic families of tau functions for Painlevé II and III(D8)(F) equations following [72, 69, 73]. It boils down to Theorems 4.1 and 4.2. We shall conclude this introduction by outlining the content of the dissertation in more details.

We derive in Chapter 2 the differential identities for general isomonodromic tau function which allow to reduce the connection problem for tau function to the connection problem for solutions of isomonodromic deformation equations (see Theorem 2.1). For Painlevé equations they are the consequence of quasihomogeneity of Hamiltonians as we show in Chapter 3 (see Theorem 3.1). We use the identities from Chapter 3 to solve connection problem for tau function for generic solutions of $\operatorname{PIII}(\mathrm{D} 8)(\mathrm{F})$ equation in Section 4.1 and homogeneous PII equation in Section 4.2.

During the derivation of differential identities mentioned above we arrived to Conjectures 2.1, 2.2, 5.1, and 5.2 on the Hamiltonian and symplectic structure of general isomonodromic deformations. We formulate them in Chapters 2 and 5 and check for Painlevé equations in Chapter 6.

We also would like to mention recent works on connection problems for tau functions $[22,20,23,87,86,93,32]$ which appeared after $[72,69,73]$.

## 2. ISOOMONODROMIC TAU FUNCTION

### 2.1 Isomonodromic deformations

In this chapter we give the definition of isomonodromic tau function and derive the differential identities for it. Consider the system of linear differential equations with rational coefficients with $n+1$ singularities at $a_{1}, \ldots, a_{n}, a_{\infty}=\infty$ on $\hat{\mathbb{C}}$

$$
\begin{equation*}
\frac{d \Phi}{d z}=A(z) \Phi, \quad A(z)=\sum_{\nu=1}^{n} \sum_{k=1}^{r_{\nu}+1} \frac{A_{\nu,-k+1}}{\left(z-a_{\nu}\right)^{k}}-\sum_{k=0}^{r_{\infty}-1} z^{k} A_{\infty,-k-1} . \tag{2.1}
\end{equation*}
$$

Without loss of generality we assume that

$$
A_{\nu,-k+1}, A_{\infty,-j-1} \in \mathfrak{s l}_{N}(\mathbb{C}), \quad k=1 \ldots r_{\nu}+1, \quad j=0 \ldots r_{\infty}-1, \quad \nu=1 \ldots n
$$

We shall also assume that all highest order matrix coefficients $A_{\nu,-r_{\nu}}$ are diagonalizable

$$
A_{\nu,-r_{\nu}}=G_{\nu} \Theta_{\nu,-r_{\nu}} G_{\nu}^{-1} ; \quad \Theta_{\nu,-r_{\nu}}=\operatorname{diag}\left\{\theta_{\nu, 1}, \ldots \theta_{\nu, N}\right\}
$$

and that their eigenvalues are distinct and non-resonant:

$$
\begin{cases}\theta_{\nu, \alpha} \neq \theta_{\nu, \beta} & \text { if } \quad r_{\nu} \geq 1, \quad \alpha \neq \beta \\ \theta_{\nu, \alpha} \neq \theta_{\nu, \beta} \quad \bmod \mathbb{Z} & \text { if } \quad r_{\nu}=0, \quad \alpha \neq \beta\end{cases}
$$

Matrices $G_{\nu}$ are determined up to right multiplication by diagonal matrices. We make $\operatorname{det}\left(G_{\nu}\right)=1$ and keep other $N-1$ parameters free. Using the transformation $\Phi \rightarrow C \Phi$ with constant matrix $C$ we get $A_{\infty,-r_{\infty}}$ diagonal. If $r_{\infty}=0$, then we define

$$
A_{\infty, 0}=-\sum_{\nu=1}^{n} A_{\nu, 0}
$$

and make it diagonal. In other words, we assume $G_{\infty}=I$.

We introduce the space $\mathcal{A}$ of coefficients of (2.1).

$$
\begin{gathered}
\mathcal{A}=\left\{a_{\nu} \in \mathbb{C}, A_{\nu,-k+1}, A_{\infty,-j-1}, \Theta_{\nu,-r_{\nu}}, \Theta_{\infty,-r_{\infty}} \in \mathfrak{s l}_{N}(\mathbb{C}), G_{\nu} \in S L_{N}(\mathbb{C}),\right. \\
\left.k=1 \ldots r_{\nu}, j=0 \ldots r_{\infty}-2, \nu=1 \ldots n\right\} / \sim
\end{gathered}
$$

Two extra constraints are put using change of variable $z \rightarrow \alpha z+\beta$. As the result we have the following formula for dimension of $\mathcal{A}$

$$
\begin{align*}
& \operatorname{dim} \mathcal{A}=n+\left(N^{2}-1\right)\left(\sum_{\nu=1}^{n} r_{\nu}+r_{\infty}-1\right)+(N-1)(n+1)+n\left(N^{2}-1\right)-2  \tag{2.2}\\
& =\left(\sum_{\nu=1}^{n} r_{\nu}+r_{\infty}\right)\left(N^{2}-1\right)+(N-1)(n+1)+\left(N^{2}-1\right)(n-1)+n-2
\end{align*}
$$

If the Poincaré index $r_{\nu}$ of the pole $a_{\nu}$ is greater or equal to 1 , then the pole is called an irregular singular point of the system (2.1). In the neighborhood of such a point the asymptotic behavior of solution $\Phi(z)$ exhibits the Stokes Phenomenon which is described as follows.

Let $a_{\nu}$ be an irregular singular point of index $r_{\nu}$. For $j=1, \ldots, 2 r_{\nu}+1$, let

$$
\Omega_{j, \nu}=\left\{z: 0<\left|z-a_{\nu}\right|<\epsilon, \quad \theta_{j}^{(1)}<\arg \left(z-a_{\nu}\right)<\theta_{j}^{(2)}, \quad \theta_{j}^{(2)}-\theta_{j}^{(1)}=\frac{\pi}{r_{\nu}}+\delta\right\},
$$

be the Stokes sectors around $a_{\nu}$ (see, e.g., [49, Chapter 1] and [118] for more details). According to the general theory of linear systems, in each sector $\Omega_{j, \nu}$ there exists a unique canonical solution $\Phi_{j}^{(\nu)}(z)$ of (2.1) which satisfies the asymptotic condition

$$
\begin{equation*}
\Phi_{j}^{(\nu)}(z) \simeq \Phi_{\text {form }}^{(\nu)}(z) \quad \text { as } z \rightarrow a_{\nu}, \quad z \in \Omega_{j, \nu}, \quad j=1, \ldots, 2 r_{\nu}+1 \tag{2.3}
\end{equation*}
$$

where $\Phi_{\text {form }}^{(\nu)}(z)$ is the formal solution at the point $a_{\nu}$

$$
\begin{equation*}
\Phi_{\text {form }}^{(\nu)}(z)=G^{(\nu)}(z) e^{\Theta_{\nu}(z)}, \quad G^{(\nu)}(z)=G_{\nu} \hat{\Phi}^{(\nu)}(z) \tag{2.4}
\end{equation*}
$$

where

$$
\hat{\Phi}^{(\nu)}(z)= \begin{cases}I+\sum_{k=1}^{\infty} g_{\nu, k}\left(z-a_{\nu}\right)^{k}, & \nu=1, \ldots, n \\ I+\sum_{k=1}^{\infty} g_{\infty, k} z^{-k}, & \nu=\infty\end{cases}
$$

and $\Theta_{\nu}(z)$ are diagonal matrix-valued functions

$$
\Theta_{\nu}(z)= \begin{cases}\sum_{k=-r_{\nu}}^{-1} \frac{\Theta_{\nu, k}}{k}\left(z-a_{\nu}\right)^{k}+\Theta_{\nu, 0} \ln \left(z-a_{\nu}\right), & \nu=1, \ldots, n \\ -\sum_{k=1}^{r_{\infty}} \frac{\Theta_{\infty,-k}}{k} z^{k}-\Theta_{\infty, 0} \ln z, & \nu=\infty\end{cases}
$$

We emphasize, that in (2.4) we denoted constant matrices as $G_{\nu}$ and matrix functions as $G^{(\nu)}$. Among the identities that determine $\Theta_{\nu}(z), \hat{\Phi}^{(\nu)}(z)$ and $G^{(\nu)}(z)$ in terms of $A(z)$ and $G_{\nu}$ there is a particularly important family of relations that will be repeatedly used in what follows. Namely, the structure of the formal solution (2.4) implies that

$$
A(z)-G^{(\nu)}(z) \frac{d \Theta_{\nu}(z)}{d z} G^{(\nu)}(z)^{-1}= \begin{cases}O(1), & \nu=1, \ldots, n  \tag{2.5}\\ O\left(z^{-2}\right), & \nu=\infty\end{cases}
$$

The matrix $A(z)$ can thus be reconstructed by taking the sum of principal parts of Laurent series $G^{(\nu)} \Theta_{\nu}^{\prime} G^{(\nu)^{-1}}$ at $z=a_{\nu}$ (plus a constant part for the point at $\infty$ ). We also can notice that according to $(2.5) \operatorname{Tr}(A(z))=0$ implies $\operatorname{Tr}\left(\Theta_{\nu}(z)\right)=0$.

Stokes and connection matrices relate the canonical solutions $\Phi_{j}^{(\nu)}(z)$ in different Stokes sectors and at different singular points:

$$
\Phi_{j+1}^{(\nu)}=\Phi_{j}^{(\nu)} S_{j}^{(\nu)}, \quad j=1, \ldots, 2 r_{\nu}, \quad \Phi_{1}^{(\nu)}=\Phi_{1}^{(\infty)} C_{\nu}, \quad \nu=1, \ldots, n
$$

We can patch the Riemann-Hilbert problem from the canonical solutions $\Phi_{j}^{(\nu)}(z)$. Consider as an example the case with 4 singularities, $a_{1}=0, a_{2}=1, r_{1}=4, r_{2}=2, r_{3}=1, r_{\infty}=3$.

## Riemann-Hilbert Problem 2.1.

- $\Psi(z)$ is analytic for $z \in \mathbb{C} \backslash \Gamma$,
- $\Psi_{+}(z)=\Psi_{-}(z) J(z)$ for $z \in \Gamma$,
- $\Psi(z)$ satisfies condition (2.3) at singular points $0,1, a_{3}, \infty$.

The contour $\Gamma$ and the associated piecewise constant jump matrices $J(z)$ are depicted in Figure 2.1. $z_{0}$ is the reference point.

The general case can be treated in the similar way. The fact that $z_{0}$ is not singular point of $\Phi(z)$ implies the cyclic relation

$$
\begin{align*}
& S_{1}^{(\infty)} S_{2}^{(\infty)} \ldots S_{2 r_{\infty}}^{(\infty)} e^{2 \pi i \Theta_{\infty, 0}} C_{1} e^{2 \pi i \Theta_{1,0}}\left(S_{2 r_{1}}^{(1)}\right)^{-1}\left(S_{2 r_{1}-1}^{(1)}\right)^{-1} \ldots\left(S_{1}^{(1)}\right)^{-1} C_{1}^{-1} \\
& \times C_{2} e^{2 \pi i \Theta_{2,0}}\left(S_{2 r_{2}}^{(2)}\right)^{-1}\left(S_{2 r_{2}-1}^{(2)}\right)^{-1} \ldots\left(S_{1}^{(2)}\right)^{-1} C_{2}^{-1} \ldots  \tag{2.6}\\
& \times C_{n} e^{2 \pi i \Theta_{n, 0}}\left(S_{2 r_{n}}^{(n)}\right)^{-1}\left(S_{2 r_{n}-1}^{(n)}\right)^{-1} \ldots\left(S_{1}^{(n)}\right)^{-1} C_{n}^{-1}=I
\end{align*}
$$



Figure 2.1. Contour $\Gamma$ and jump matrices $J(z)$ for the RHP 2.1.

The identity $\operatorname{Tr}(A(z))=0$ implies that $\operatorname{det}\left(\Phi_{j}^{(\nu)}(z)\right)=$ const by Liousville's formula. Taking the limit to singular points since $\operatorname{det}\left(G_{\nu}\right)=1$ we get $\operatorname{det}\left(\Phi_{j}^{(\nu)}(z)\right)=1$. Therefore

$$
\operatorname{det}\left(C_{\nu}\right)=1
$$

The standard computation [118, 49] shows that Stokes matrices $S_{j}^{(\nu)}$ are upper or lower triangular with ones on the diagonal.

We introduce the space $\mathcal{M}$ of monodromy data of the system (2.1) which consists of formal monodromy exponents $\Theta_{\nu, 0}$, connection matrices $C_{\nu}$ and Stokes matrices $S_{j}^{(\nu)}$. More explicitly,

$$
\begin{gathered}
\mathcal{M}=\left\{S_{j}^{(\nu)}, \Theta_{\nu, 0} \in \mathfrak{s l}_{N}(\mathbb{C}), C_{\mu} \in S L_{N}(\mathbb{C}):(2.6) \text { holds, } j=1 \ldots 2 r_{\nu},\right. \\
\nu=1, \ldots, n, \infty ; \mu=1, \ldots, n\} / \sim
\end{gathered}
$$

The cyclic relation (2.6) puts extra $N^{2}-1$ constraints. As the result we have

$$
\begin{align*}
& \operatorname{dim} \mathcal{M}=\left(\sum_{\nu=1}^{n} 2 r_{\nu}+2 r_{\infty}\right) \frac{N(N-1)}{2}+(n+1)(N-1)+n\left(N^{2}-1\right)-\left(N^{2}-1\right) \\
& =\left(\sum_{\nu=1}^{n} r_{\nu}+r_{\infty}\right)\left(N^{2}-N\right)+(n+1)(N-1)+(n-1)\left(N^{2}-1\right) . \tag{2.7}
\end{align*}
$$

We can notice, that it is always even number and one can ask about symplectic form on $\mathcal{M}$, see Conjecture 2.1 below. We denote $M=\left(m_{1}, \ldots, m_{2 d}\right) \in \mathcal{M}, \quad 2 d=\operatorname{dim} \mathcal{M}$.

Introduce now the set of times

$$
\mathcal{T}=\left\{a_{\mu}, \Theta_{\nu, k} \in \mathfrak{s l}_{N}(\mathbb{C}), k=-r_{\nu}, \ldots,-1 ; \nu=1, \ldots, n, \infty ; \mu=1, \ldots, n\right\} / \sim
$$

We put two constraints on this set using change of variable $z \rightarrow \alpha z+\beta$ (they are the same as for $\mathcal{A}$ ). We can write

$$
\begin{equation*}
\operatorname{dim} \mathcal{T}=n+\left(\sum_{\nu=1}^{n} r_{\nu}+r_{\infty}\right)(N-1)-2 \tag{2.8}
\end{equation*}
$$

All possible cases with $N=2$ and $\operatorname{dim} \mathcal{T}=1$ appear in the framework of Painlevé equations (see Chapter 6).
$n=0, \quad r_{\infty}=3$,
$n=1, \quad r_{1}=1, \quad r_{\infty}=1$,
$n=1, \quad r_{1}=0, \quad r_{\infty}=2$,
$n=2, \quad r_{1}=r_{2}=0, \quad r_{\infty}=1$,
$n=3, \quad r_{1}=r_{2}=r_{3}=r_{\infty}=0$,
We retain the notation $\vec{t}=\left(t_{1}, \ldots, t_{L}\right) \in \mathcal{T}, \quad L=\operatorname{dim} \mathcal{T}$.
The so-called Riemann-Hilbert correspondence states that, up to submanifolds where the inverse monodromy problem for (2.1) is not solvable, the space $\mathcal{A}$ can be identified with the product $\widetilde{\mathcal{T}} \times \mathcal{M}$, where $\widetilde{\mathcal{T}}$ denotes the universal covering of $\mathcal{T}$. We shall loosely write,

$$
\mathcal{A} \simeq \widetilde{\mathcal{T}} \times \mathcal{M}
$$

Comparing (2.2), (2.7), and (2.8) we can notice $\operatorname{dim} \mathcal{A}=\operatorname{dim} \mathcal{M}+\operatorname{dim} \mathcal{T}$ as the confirmation of this fact.

Consider the deformation of system (2.1). We denote by $A(z) \equiv A(z ; \overrightarrow{;} ; M), \quad G_{\nu}=$ $G_{\nu}(\vec{t} ; M)$ the isomonodromic family having the same set $M \in \mathcal{M}$ of monodromy data. The isomonodromy implies that the corresponding solution $\Phi(z) \equiv \Phi(z, \vec{t})$ satisfies an overdetermined system

$$
\left\{\begin{align*}
\frac{d \Phi}{d z} & =A(z, \vec{t}) \Phi(z, \vec{t})  \tag{2.9}\\
d_{\mathcal{T}} \Phi & =U(z, \vec{t}) \Phi(z, \vec{t})
\end{align*}\right.
$$

The coefficients of the matrix-valued differential form $U \equiv \sum_{k=1}^{L} U_{k}(z, \vec{t}) d t_{k}$ are rational in z. Their explicit form may be algorithmically deduced from the expression for $A(z)$. The compatibility of the system (2.9) implies the monodromy preserving deformation equation:

$$
\begin{equation*}
d_{\mathcal{T}} A=\frac{d U}{d z}+[U, A] . \tag{2.10}
\end{equation*}
$$

Writing the second equation in (2.9) near singular points $a_{\nu}$ we also get

$$
\begin{equation*}
d_{\mathcal{T}} G_{\nu}=V(\vec{t}) G_{\nu}(\vec{t}) \tag{2.11}
\end{equation*}
$$

Let us recall now the standard definition of the Jimbo-Miwa-Ueno differential [78, equation (5.1)],

$$
\begin{equation*}
\omega_{\mathrm{JMU}}=-\sum_{\nu=1, \ldots, n, \infty} \operatorname{res}_{z=a_{\nu}} \operatorname{Tr}\left(\hat{\Phi}^{(\nu)}(z)^{-1} \frac{d \hat{\Phi}^{(\nu)}(z)}{d z} d_{\mathcal{T}} \Theta_{\nu}(z)\right) \tag{2.12}
\end{equation*}
$$

It was shown in [78] that this 1 -form is closed on solutions of the isomonodromy equation (2.10):

$$
d_{\mathcal{T}} \omega_{\mathrm{JMU}}=0 .
$$

Therefore one can integrate it and define Jimbo-Miwa-Ueno isomonodromic tau function by

$$
\begin{equation*}
\ln \tau\left(\overrightarrow{t_{1}}, \overrightarrow{t_{2}}, M\right)=\int_{\overrightarrow{t_{1}}}^{\overrightarrow{t_{2}}} \omega_{\mathrm{JMU}} \tag{2.13}
\end{equation*}
$$

Besides the applications mentioned in the introduction, a remarkable property of this tau function $\tau\left(\overrightarrow{t_{1}}, \overrightarrow{t_{2}} ; M\right)$, which was established in [96] is that it admits analytic continuation as an entire function to the whole universal covering $\widetilde{\mathcal{T}}$ of the parameter space $\mathcal{T}$. Furthermore, zeros of $\tau\left(\overrightarrow{t_{1}}, \overrightarrow{t_{2}} ; M\right)$ as function of $\overrightarrow{t_{2}}$ correspond to the points in $\mathcal{T}$ where the
inverse monodromy problem for (2.1) is not solvable for a given set $M$ of monodromy data [89, 106] (or, equivalently, where a certain holomorphic vector bundle over $\hat{\mathbb{C}}$ determined by $M$ becomes nontrivial). Hence the tau function plays a central role in the monodromy theory of systems of linear differential equations.

Consider the quotient space

$$
\begin{equation*}
\mathcal{A}_{0}=\mathcal{A} /\{\mathcal{T}=\text { const }\} \tag{2.14}
\end{equation*}
$$

It is known that system $(2.10),(2.11)$ can be written as Hamiltonian system on space $\mathcal{A}_{0}$ (see [122]). In examples tau function turns out to be generating functions for the Hamiltonians or in other words

$$
\omega_{\mathrm{JMU}}=\sum_{k=1}^{L} H_{k} d t_{k}
$$

This precise statement depends on the choice of symplectic structure on $\mathcal{A}_{0}$ and on choice of Darboux coordinates and might not be true, as we will see in Chapter 6. We discuss the explicit formulas for Hamiltonians and symplectic structure for isomonodromic deformations in next section and in Chapter 5.

### 2.2 Extension of Jimbo-Miwa-Ueno differential form

To describe dependence of tau function on monodromy we would like to use natural extension of form $\omega_{\text {JMU }}$ on the whole space $\mathcal{A} \simeq \widetilde{\mathcal{T}} \times \mathcal{M}$ which would coincide with (2.12) when restricted to $\mathcal{T}$. Such extension was described in [89, 11]. It has been defined for solution $\Psi(z)$ of a general Riemann-Hilbert problem with contour $\Gamma$ and jump matrix $J(z)$ as an integral

$$
\begin{equation*}
\omega_{\mathrm{MB}}(\partial)=\frac{1}{4 \pi i} \int_{\Gamma} \operatorname{Tr}\left(\Psi_{-}^{-1} \Psi_{-}^{\prime} \partial J J^{-1}+\Psi_{+}^{-1} \Psi_{+}^{\prime} J^{-1} \partial J\right) d z \tag{2.15}
\end{equation*}
$$

The fact that in the isomonodromic setting this Malgrange-Bertola form could localize (i.e. the integral can be evaluated in terms of $\Psi$ and its derivatives with respect to times and monodromy parameters) and become our form $\omega$ was first realized in the paper [72] by two of the authors in the context of Painlevé III $\left(D_{8}\right)$. Shortly after M. Bertola pointed out how the localization should be carried out for general systems (2.1), see [72, Remark 3]. The result is 1-form $\omega \in \Lambda^{1}(\widetilde{\mathcal{T}} \times \mathcal{M})$ given by

$$
\begin{equation*}
\omega=\sum_{\nu=1, \ldots, n, \infty} \operatorname{res}_{z=a_{\nu}} \operatorname{Tr}\left(A(z) d G^{(\nu)}(z) G^{(\nu)}(z)^{-1}\right) \tag{2.16}
\end{equation*}
$$

where $d=d_{\mathcal{T}}+d_{\mathcal{M}}$.
The fact that restriction of (2.16) on isomonodromic times coincides with the form (2.12) was noticed by Jimbo, Miwa and Ueno themselves, cf. [78, Remark 5.2]. We provide the proof here.

Lemma 2.1 ([69]). The restriction of the 1-form (2.16) on isomonodromic times coincides with form (2.12)

$$
\begin{equation*}
\omega_{\mathrm{JMU}}=\sum_{k=1}^{L} \sum_{\nu=1, \ldots, n, \infty} \operatorname{res}_{z=a_{\nu}} \operatorname{Tr}\left(A \frac{d G^{(\nu)}}{d t_{k}}\left(G^{(\nu)}\right)^{-1}\right) d t_{k} \tag{2.17}
\end{equation*}
$$

Proof. First of all we can see

$$
\left(\hat{\Phi}^{(\nu)}\right)^{-1} \frac{d \hat{\Phi}^{(\nu)}}{d z}=\left(G^{(\nu)}\right)^{-1} \frac{d G^{(\nu)}}{d z}
$$

Then noticing that (2.4) and (2.1) imply

$$
\begin{equation*}
\left(G^{(\nu)}\right)^{-1} \frac{d G^{(\nu)}}{d z}=\left(G^{(\nu)}\right)^{-1} A G^{(\nu)}-\frac{d \Theta_{\nu}}{d z} \tag{2.18}
\end{equation*}
$$

and plugging this into the right hand side of (2.12), we have,

$$
\begin{align*}
& \omega_{\mathrm{JMU}}=-\sum_{k=1}^{L} \sum_{\nu=1, \ldots, n, \infty} \operatorname{res}_{z=a_{\nu}} \operatorname{Tr}\left(\left(G^{(\nu)}\right)^{-1} A G^{(\nu)} \frac{d \Theta_{\nu}}{d t_{k}}\right) d t_{k} \\
& +\sum_{k=1}^{L} \sum_{\nu=1, \ldots, n, \infty} \operatorname{res}_{z=a_{\nu}} \operatorname{Tr}\left(\frac{d \Theta_{\nu}}{d z} \frac{d \Theta_{\nu}}{d t_{k}}\right) d t_{k} . \tag{2.19}
\end{align*}
$$

The expression $\frac{d \Theta_{\nu}}{d z} \frac{d \Theta_{\nu}}{d t_{k}}$ has poles of order at least 2 , so it does not have residues and hence the second sum in (2.19) vanishes. We also have (2.4) and (2.9) implying

$$
\begin{equation*}
\frac{d \Theta_{\nu}}{d t_{k}}=\left(G^{(\nu)}\right)^{-1} U_{k} G^{(\nu)}-\left(G^{(\nu)}\right)^{-1} \frac{d G^{(\nu)}}{d t_{k}} . \tag{2.20}
\end{equation*}
$$

Substituting (2.20) into (2.19) we transform it to the equation
$\omega_{\mathrm{JMU}}=-\sum_{k=1}^{L} \sum_{\nu=1, \ldots, n, \infty} \operatorname{res}_{z=a_{\nu}} \operatorname{Tr}\left(A U_{k}\right) d t_{k}+\sum_{k=1}^{L} \sum_{\nu=1, \ldots, n, \infty} \operatorname{res}_{z=a_{\nu}} \operatorname{Tr}\left(A \frac{d G^{(\nu)}}{d t_{k}}\left(G^{(\nu)}\right)^{-1}\right) d t_{k}$.
The function $\operatorname{Tr}\left(A U_{k}\right)$ is rational, therefore the sum of its residues is zero. So we get (2.17).

The expression (2.16) has the important property.
Lemma 2.2 ([69]). The form $d \omega$ has no cross terms of the kind $d t_{k} \wedge d m_{j}$, $k=1, \ldots, L, \quad j=1, \ldots, 2 d$.

Proof. Denote

$$
I=\sum_{\nu, k, j} \operatorname{res}_{z=a_{\nu}} \operatorname{Tr}\left(\frac{\partial}{\partial m_{j}}\left(A \frac{d G^{(\nu)}}{d t_{k}}\left(G^{(\nu)}\right)^{-1}\right)-\frac{d}{d t_{k}}\left(A \frac{\partial G^{(\nu)}}{\partial m_{j}}\left(G^{(\nu)}\right)^{-1}\right)\right) .
$$

We have

$$
\begin{aligned}
I & =\sum_{\nu, k, j} \operatorname{res}_{z=a_{\nu}} \operatorname{Tr}\left(\frac{\partial A}{\partial m_{j}} \frac{d G^{(\nu)}}{d t_{k}}\left(G^{(\nu)}\right)^{-1}-A \frac{d G^{(\nu)}}{d t_{k}}\left(G^{(\nu)}\right)^{-1} \frac{\partial G^{(\nu)}}{\partial m_{j}}\left(G^{(\nu)}\right)^{-1}\right) \\
& +\sum_{\nu, k, j} \operatorname{res}_{z=a_{\nu}} \operatorname{Tr}\left(A \frac{\partial G^{(\nu)}}{\partial m_{j}}\left(G^{(\nu)}\right)^{-1} \frac{d G^{(\nu)}}{d t_{k}}\left(G^{(\nu)}\right)^{-1}-\frac{d A}{d t_{k}} \frac{\partial G^{(\nu)}}{\partial m_{j}}\left(G^{(\nu)}\right)^{-1}\right)
\end{aligned}
$$

We use the formula (2.20) to get rid of $\frac{d G^{(\nu)}}{d t_{k}}$ and equation (2.10) to replace $\frac{d A}{d t_{k}}$. The expression $\operatorname{Tr}\left(\frac{\partial A}{\partial m_{j}} U_{k}\right)$ is rational function and some of its residues is zero. After some cancellations we have

$$
I=\sum_{\nu, k, j} \operatorname{res}_{z=a_{\nu}} \operatorname{Tr}\left(-\frac{\partial A}{\partial m_{j}} G^{(\nu)} \frac{d \Theta_{\nu}}{d t_{k}}\left(G^{(\nu)}\right)^{-1}+A G^{(\nu)} \frac{d \Theta_{\nu}}{d t_{k}}\left(G^{(\nu)}\right)^{-1} \frac{\partial G^{(\nu)}}{\partial m_{j}}\left(G^{(\nu)}\right)^{-1}\right)
$$

$$
-\sum_{\nu, k, j} \operatorname{res}_{z=a_{\nu}} \operatorname{Tr}\left(\frac{d U_{k}}{d z} \frac{\partial G^{(\nu)}}{\partial m_{j}}\left(G^{(\nu)}\right)^{-1}+A \frac{\partial G^{(\nu)}}{\partial m_{j}} \frac{d \Theta_{\nu}}{d t_{k}}\left(G^{(\nu)}\right)^{-1}\right)
$$

We replace $U_{k}$ using again formula (2.20).

$$
\begin{gather*}
I=\sum_{\nu, k, j} \operatorname{res}_{z=a_{\nu}} \operatorname{Tr}\left(-\frac{\partial A}{\partial m_{j}} G^{(\nu)} \frac{d \Theta_{\nu}}{d t_{k}}\left(G^{(\nu)}\right)^{-1}+A G^{(\nu)} \frac{d \Theta_{\nu}}{d t_{k}}\left(G^{(\nu)}\right)^{-1} \frac{\partial G^{(\nu)}}{\partial m_{j}}\left(G^{(\nu)}\right)^{-1}\right) \\
\quad-\sum_{\nu, k, j} \operatorname{res}_{z=a_{\nu}} \operatorname{Tr}\left(\frac{d}{d z}\left(G^{(\nu)} \frac{d \Theta_{\nu}}{d t_{k}}\left(G^{(\nu)}\right)^{-1}\right) \frac{\partial G^{(\nu)}}{\partial m_{j}}\left(G^{(\nu)}\right)^{-1}\right)  \tag{2.21}\\
- \\
\quad \sum_{\nu, k, j} \operatorname{res}_{z=a_{\nu}} \operatorname{Tr}\left(\frac{d}{d z}\left(\frac{d G^{(\nu)}}{d t_{k}}\left(G^{(\nu)}\right)^{-1}\right) \frac{\partial G^{(\nu)}}{\partial m_{j}}\left(G^{(\nu)}\right)^{-1}+A \frac{\partial G^{(\nu)}}{\partial m_{j}} \frac{d \Theta_{\nu}}{d t_{k}}\left(G^{(\nu)}\right)^{-1}\right) .
\end{gather*}
$$

The fourth term is regular near $z=a_{\nu}$, therefore its residue is zero. Now we notice the important fact that the residue of the derivative with respect to z of formal series is zero. Therefore we can "integrate by parts", moving the derivative from one term to another

$$
\begin{equation*}
0=\operatorname{res}_{z=a_{\nu}}(f g)^{\prime}=\operatorname{res}_{z=a_{\nu}} f^{\prime} g+\operatorname{res}_{z=a_{\nu}} f g^{\prime} . \tag{2.22}
\end{equation*}
$$

We do that with the third term in (2.21).

$$
\begin{gathered}
I=\sum_{\nu, k, j} \operatorname{res}_{z=a_{\nu}} \operatorname{Tr}\left(-\frac{\partial A}{\partial m_{j}} G^{(\nu)} \frac{d \Theta_{\nu}}{d t_{k}}\left(G^{(\nu)}\right)^{-1}+A G^{(\nu)} \frac{d \Theta_{\nu}}{d t_{k}}\left(G^{(\nu)}\right)^{-1} \frac{d G^{(\nu)}}{\partial m_{j}}\left(G^{(\nu)}\right)^{-1}\right) \\
+\sum_{\nu, k, j} \operatorname{res}_{z=a_{\nu}} \operatorname{Tr}\left(-A \frac{\partial G^{(\nu)}}{\partial m_{j}} \frac{d \Theta_{\nu}}{d t_{k}}\left(G^{(\nu)}\right)^{-1}+G^{(\nu)} \frac{d \Theta_{\nu}}{d t_{k}}\left(G^{(\nu)}\right)^{-1} \frac{\partial}{\partial m_{j}}\left(\frac{d G^{(\nu)}}{d z}\right)\left(G^{(\nu)}\right)^{-1}\right) \\
-\sum_{\nu, k, j} \operatorname{res}_{z=a_{\nu}} \operatorname{Tr}\left(\frac{d \Theta_{\nu}}{d t_{k}}\left(G^{(\nu)}\right)^{-1} \frac{\partial G^{(\nu)}}{\partial m_{j}}\left(G^{(\nu)}\right)^{-1} \frac{\partial G^{(\nu)}}{\partial z}\right) .
\end{gathered}
$$

Using (2.18) to replace $\frac{\partial G^{(\nu)}}{\partial z}$, we have

$$
\begin{gathered}
I=\sum_{\nu, k, j} \operatorname{res}_{z=a_{\nu}} \operatorname{Tr}\left(-\frac{\partial A}{\partial m_{j}} G^{(\nu)} \frac{d \Theta_{\nu}}{d t_{k}}\left(G^{(\nu)}\right)^{-1}-A \frac{\partial G^{(\nu)}}{\partial m_{j}} \frac{d \Theta_{\nu}}{d t_{k}}\left(G^{(\nu)}\right)^{-1}\right) \\
+\sum_{\nu, k, j} \operatorname{res}_{z=a_{\nu}} \operatorname{Tr}\left(G^{(\nu)} \frac{d \Theta_{\nu}}{d t_{k}}\left(G^{(\nu)}\right)^{-1} \frac{\partial}{\partial m_{j}}\left(\frac{d G^{(\nu)}}{d z}\right)\left(G^{(\nu)}\right)^{-1}+\frac{d \Theta_{\nu}}{d t_{k}}\left(G^{(\nu)}\right)^{-1} \frac{\partial G^{(\nu)}}{\partial m_{j}} \frac{\partial \Theta_{\nu}}{\partial z}\right)
\end{gathered}
$$

Finally using (2.18) one more time we get

$$
\frac{\partial}{\partial m_{j}}\left(\frac{d G^{(\nu)}}{d z}\right)=\frac{\partial A}{\partial m_{j}} G^{(\nu)}+A \frac{\partial G^{(\nu)}}{\partial m_{j}}-\frac{\partial G^{(\nu)}}{\partial m_{j}} \frac{\partial \Theta_{\nu}}{\partial z}-G^{(\nu)} \frac{\partial}{\partial m_{j}}\left(\frac{d \Theta_{\nu}}{d z}\right)
$$

Since $\operatorname{Tr}\left(\frac{d \Theta_{\nu}}{d t_{k}} \frac{\partial}{\partial m_{j}}\left(\frac{d \Theta_{\nu}}{d z}\right)\right)$ has pole at least of order 2 , we get $I=0$.
We have the following corollary of Lemma 2.2.

Corollary 2.1 ([69]). Form $d \omega$ is closed form on $\mathcal{M}$ independent on $\mathcal{T}$.
Proof. We notice that

$$
0=d(d \omega)=d_{\mathcal{T}}(d \omega)+d_{\mathcal{M}}(d \omega)
$$

Since $\omega_{J M U}$ is closed form and $d \omega$ has no cross terms by Lemma 2.2, form $d \omega$ contains only differentials with respect to $m_{j}$. Therefore we have separately

$$
d_{\mathcal{T}}(d \omega)=0, \quad d_{\mathcal{M}}(d \omega)=0
$$

Therefore the claim follows.
Form $d \omega$ can be computed in terms of monodromy data using the relation with form (2.15) and results of [10]. We arrive to the following conjecture.

Conjecture 2.1 ([73, 69]). Form $d \omega$ is nondegenerate form on $\mathcal{M}$.
If it is true, then form $d \omega$ gives symplectic structure on $\mathcal{M}$. The examples, when Conjecture 2.1 holds are provided in Remark 4.2, Remark 4.4.

Lemma 2.2 also plays a crucial role in rigorous solution of connection problem. Indeed, a direct corollary of Lemma 2.1 is the following integral formula for the tau function (2.13),

$$
\begin{equation*}
\ln \tau\left(\overrightarrow{t_{1}}, \overrightarrow{t_{2}}, M\right)=\int_{\overrightarrow{t_{1}}}^{\overrightarrow{t_{2}}} \sum_{k=1}^{L} \sum_{\nu=1, \ldots, n, \infty} \operatorname{res}_{z=a_{\nu}} \operatorname{Tr}\left(A \frac{d G^{(\nu)}}{d t_{k}}\left(G^{(\nu)}\right)^{-1}\right) d t_{k} \tag{2.23}
\end{equation*}
$$

A key issue in the determining of the monodromy dependence of the tau function is the possibility of the effective evaluation of the derivative of the integral (2.23) with respect to the monodromy parameters $m_{j}$. Lemma 2.2 implies that

$$
\frac{\partial}{\partial m_{j}} \sum_{\nu} \operatorname{res}_{z=a_{\nu}} \operatorname{Tr}\left(A \frac{d G^{(\nu)}}{d t_{k}}\left(G^{(\nu)}\right)^{-1}\right)=\frac{d}{d t_{k}} \sum_{\nu} \operatorname{res}_{z=a_{\nu}} \operatorname{Tr}\left(A \frac{\partial G^{(\nu)}}{\partial m_{j}}\left(G^{(\nu)}\right)^{-1}\right)
$$

Therefore,

$$
\begin{align*}
& \frac{\partial \ln \tau}{\partial m_{j}}=\int_{\overrightarrow{t_{1}}}^{\overrightarrow{t_{2}}} \sum_{k=1}^{L} \frac{\partial}{\partial m_{j}} \sum_{\nu=1, \ldots, n, \infty} \operatorname{res}_{z=a_{\nu}} \operatorname{Tr}\left(A \frac{d G^{(\nu)}}{d t_{k}}\left(G^{(\nu)}\right)^{-1}\right) d t_{k} \\
& =\sum_{k=1}^{L} \int_{\overrightarrow{t_{1}}}^{t_{2}} \frac{d}{d t_{k}} \sum_{\nu=1, \ldots, n, \infty} \operatorname{res}_{z=a_{\nu}} \operatorname{Tr}\left(A \frac{\partial G^{(\nu)}}{\partial m_{j}}\left(G^{(\nu)}\right)^{-1}\right) d t_{k}  \tag{2.24}\\
& =\left.\sum_{\nu=1, \ldots, n, \infty} \operatorname{res}_{z=a_{\nu}} \operatorname{Tr}\left(A \frac{\partial G^{(\nu)}}{\partial m_{j}}\left(G^{(\nu)}\right)^{-1}\right)\right|_{\overrightarrow{t_{1}}} ^{\overrightarrow{t_{2}}}
\end{align*}
$$

In other words, we conclude that in addition to the differential relation

$$
d_{\mathcal{T}} \ln \tau=\sum_{\nu=1, \ldots, n, \infty} \operatorname{res}_{z=a_{\nu}} \operatorname{Tr}\left(G^{(\nu)}(z)^{-1} A(z) d_{\mathcal{T}} G^{(\nu)}(z)\right)
$$

the tau function satisfies the differential relation,

$$
d_{\mathcal{M}} \ln \tau=\sum_{\nu=1, \ldots, n, \infty} \operatorname{res}_{z=a_{\nu}} \operatorname{Tr}\left(G^{(\nu)}(z)^{-1} A(z) d_{\mathcal{M}} G^{(\nu)}(z)\right)
$$

These two differential identities allow to evaluate the asymptotic connection formulae up to the numerical constants. Integrating (2.24) with respect to monodromy we can sum up the above discussion in the following way

Theorem 2.1 ([73]). The tau function (2.13) can be evaluated alternatively as

$$
\begin{equation*}
\ln \tau\left(\overrightarrow{t_{1}}, \overrightarrow{t_{2}}, M\right)=\ln \tau\left(\overrightarrow{t_{1}}, \overrightarrow{t_{2}}, M_{0}\right)+\left.\int_{M_{0}}^{M} \sum_{\nu, j} \operatorname{res}_{a_{\nu}} \operatorname{Tr}\left(A \frac{\partial G^{(\nu)}}{\partial m_{j}}\left(G^{(\nu)}\right)^{-1}\right)\right|_{\overrightarrow{t_{1}}} ^{\overrightarrow{t_{2}}} d m_{j} . \tag{2.25}
\end{equation*}
$$

The arguments which led to the representation (2.24) for the logarithmic derivative of the tau function with respect to $m_{j}$ are reminiscent to the variational equations for the classical action. Let us assume that we can identify the classical Darboux coordinates ${ }^{1}$,

$$
\vec{p}=\left(p_{1}, \ldots, p_{d}\right), \quad \vec{q}=\left(q_{1}, \ldots, q_{d}\right)
$$

on the space $\mathcal{A}_{0}$ (given by (2.14)) so that the isomonodromic deformation equations (2.10), (2.11) can be written as the commuting system of Hamiltonian dynamical equations,

$$
\begin{equation*}
\frac{d q_{j}}{d t_{k}}=\frac{\partial H_{k}}{\partial p_{j}}, \quad \frac{d p_{j}}{d t_{k}}=-\frac{\partial H_{k}}{\partial q_{j}}, \quad k=1, \ldots, L, \quad j=1, \ldots, d \tag{2.26}
\end{equation*}
$$

The compatibility of the system (2.26) means (see, e.g., [2]) that all

$$
c_{k l}:=2\left\{H_{k}, H_{l}\right\}+\frac{\partial H_{k}}{\partial t_{l}}-\frac{\partial H_{l}}{\partial t_{k}}, \quad k, l=1, \ldots, L
$$

are the Casimir functions ${ }^{2}$ (maybe depending on the times $t_{k}$ ), that is

$$
\begin{equation*}
\left\{c_{k l}, f\right\}=0, \quad \text { for any function } \quad f=f(\vec{q}, \vec{p}) \tag{2.27}
\end{equation*}
$$

${ }^{1}$ The Darboux coordinates on the phase spaces $\mathcal{A}_{0}$ corresponding to Painlevé equations are introduced in [63], [2];
${ }^{2}$ Warning: here,

$$
\frac{\partial H_{k}}{\partial t_{l}}=\frac{\partial}{\partial t_{l}}\left(\left.H_{k}(\vec{p}, \vec{q}, \vec{t})\right|_{\vec{p}, \vec{q} \equiv \mathrm{const}}\right) .
$$

The classical action differential can be defined as the differential form on $\widetilde{\mathcal{T}} \times \mathcal{M}$,

$$
\omega_{\text {cla }}=\sum_{j} p_{j} d q_{j}-\sum_{k} H_{k} d t_{k} \equiv \sum_{k}\left(\sum_{j} p_{j} \frac{d q_{j}}{d t_{k}}-H_{k}\right) d t_{k}+\sum_{k}\left(\sum_{j} p_{j} \frac{\partial q_{j}}{\partial m_{k}}\right) d m_{k}
$$

We shall assume that

$$
\begin{equation*}
\left\{H_{k}, H_{l}\right\}+\frac{\partial H_{k}}{\partial t_{l}}-\frac{\partial H_{l}}{\partial t_{k}}=0 \quad k, l=1, \ldots, L . \tag{2.28}
\end{equation*}
$$

Using (2.27), (2.28) it is easy to check that it is closed on the trajectories of the dynamical system (2.26), i.e.,

$$
d_{\mathcal{T}}\left(\left.\omega_{\text {cla }}\right|_{M \equiv \text { const }}\right)=0
$$

Note that in those cases when the logarithm of the tau function is the generating function for the Hamiltonians $H_{k}$, the Jimbo-Miwa-Ueno differential form is

$$
\omega_{\mathrm{JMU}}=\sum_{k} H_{k} d t_{k},
$$

so that the integral (2.23) is the truncated action integral,

$$
\ln \tau=\int_{\overrightarrow{t_{1}}}^{\overrightarrow{t_{2}}} \sum_{k} H_{k} d t_{k}
$$

Suppose that instead of this integral we need to study the complete action, i.e. the integral,

$$
S \equiv S\left(\overrightarrow{t_{1}}, \overrightarrow{t_{2}}, M\right)=\int_{\overrightarrow{t_{1}}}^{\overrightarrow{t_{2}}} \omega_{\mathrm{cla}}(M) \equiv \int_{\overrightarrow{t_{1}}}^{\overrightarrow{t_{2}}} \sum_{k}\left(\sum_{j} p_{j} \frac{d q_{j}}{d t_{k}}-H_{k}\right) d t_{k}
$$

Then, the usual variational calculus arguments show that in any $m_{j}$-derivative of $S$ the integral terms would disappear. In fact, assume that Hamiltonians $H_{k}$ do not depend explicitly on $m_{j}$. We have,

$$
\begin{gather*}
\frac{\partial S}{\partial m_{j_{0}}}=\int_{\overrightarrow{t_{1}}}^{\overrightarrow{t_{2}}} \sum_{k}\left(\sum_{j} \frac{\partial p_{j}}{\partial m_{j_{0}}} \frac{d q_{j}}{d t_{k}}+p_{j} \frac{\partial}{\partial m_{j_{0}}}\left(\frac{d q_{j}}{d t_{k}}\right)-\frac{\partial H_{k}}{\partial p_{j}} \frac{\partial p_{j}}{\partial m_{j_{0}}}-\frac{\partial H_{k}}{\partial q_{j}} \frac{\partial q_{j}}{\partial m_{j_{0}}}\right) d t_{k} \\
=\left.\sum_{j} p_{j} \frac{\partial q_{j}}{\partial m_{j_{0}}}\right|_{\overrightarrow{t_{1}}} ^{\overrightarrow{t_{2}}}+\int_{\overrightarrow{t_{1}}}^{\overrightarrow{t_{2}}} \sum_{k}\left(\sum_{j} \frac{\partial p_{j}}{\partial m_{j_{0}}} \frac{d q_{j}}{d t_{k}}-\frac{\partial q_{j}}{\partial m_{j_{0}}} \frac{d p_{j}}{d t_{k}}-\frac{\partial H_{k}}{\partial p_{j}} \frac{\partial p_{j}}{\partial m_{j_{0}}}-\frac{\partial H_{k}}{\partial q_{j}} \frac{\partial q_{j}}{\partial m_{j_{0}}}\right) d t_{k}  \tag{2.29}\\
=\left.\sum_{j} p_{j} \frac{\partial q_{j}}{\partial m_{j_{0}}}\right|_{\overrightarrow{t_{1}}} ^{\overrightarrow{t_{2}}}
\end{gather*}
$$

and the integral term vanishes because of the equations of motion (2.26). Comparison (2.24) and (2.29) makes one to suspect some deep connection between the tau function and the classical action. Indeed, taking the full exterior derivation of $\omega_{\text {cla }} \equiv \omega_{\text {cla }}(\vec{t}, M)$, one obtains,

$$
\begin{equation*}
d \omega_{\mathrm{cla}}=\sum_{j} d_{\mathcal{M}} p_{j} \wedge d_{\mathcal{M}} q_{j} \tag{2.30}
\end{equation*}
$$

Note, that both, the form $d \omega$ and the form $d \omega_{\text {cla }}$ are the closed $2-$ forms on $\mathcal{M}$ and they do not depend on the times $\mathcal{T}$. Therefore we can expect that the two 1 -forms, $\omega$ and $\omega_{\text {cla }}$, coincide up to the total differential. We formulate it as the conjecture.

Conjecture 2.2 ([73]). There exists a rational function $G(\vec{p}, \vec{q}, \vec{t})$ of $\vec{p}, \vec{q}, \vec{t}$ such that,

$$
\begin{equation*}
\omega=\omega_{c l a}+d G(\vec{p}, \vec{q}, \vec{t}) \tag{2.31}
\end{equation*}
$$

Moreover, the function $G(\vec{p}, \vec{q}, \vec{t})$ is explicitly computable.
Identity (2.30) means that Conjecture 2.2 implies Conjecture 2.1.
The statement of Conjecture 2.2 has been proven to be true in the case of the SineGordon reduction of Painlevé III equation [72], in the case of the (homogenous) Painlevé II equation [69], and in the case of the Painlevé I equation [87]. In the Chapter 6 of this paper we demonstrate the validity of this conjecture for the rest of the Painleve equations following [73].

Restricting (2.31) to the isomonodromic family $M \equiv$ const, one arrives to the identity

$$
\begin{align*}
\sum_{k} \frac{d \ln \tau}{d t_{k}} d t_{k}=\sum_{k} & \left(\sum_{j} p_{j}(\vec{t}, M) \frac{d q_{j}(\vec{t}, M)}{d t_{k}}-H_{k}(\vec{p}(\vec{t}, M), \vec{q}(\vec{t}, M), \vec{t})\right) d t_{k}  \tag{2.32}\\
& +\sum_{k} \frac{d}{d t_{k}} G(\vec{p}(\vec{t}, M), \vec{q}(\vec{t}, M), \vec{t}) d t_{k}
\end{align*}
$$

and hence,

$$
\begin{equation*}
\ln \tau\left(\overrightarrow{t_{1}}, \overrightarrow{t_{2}}, M\right)=S\left(\overrightarrow{t_{1}}, \overrightarrow{t_{2}}, M\right)+\left.G\left(\vec{p}(\vec{t}, M), \vec{q}(\vec{t}, M), \overrightarrow{t^{2}}\right)\right|_{\overrightarrow{t_{1}}} ^{\overrightarrow{t_{2}}} \tag{2.33}
\end{equation*}
$$

This, in turn, would produce, taking into account (2.29), the following, alternative to (2.24), formula for the $m_{j}$ - derivative of $\ln \tau$,

$$
\begin{equation*}
\frac{\partial \ln \tau}{\partial m_{j_{0}}}=\left.\sum_{j} p_{j} \frac{\partial q_{j}}{\partial m_{j_{0}}}\right|_{\overrightarrow{t_{1}}} ^{\overrightarrow{t_{2}}}+\left.\frac{\partial G}{\partial m_{j_{0}}}\right|_{\overrightarrow{t_{1}}} ^{\overrightarrow{t_{2}}} \tag{2.34}
\end{equation*}
$$

This version of the variational logarithmic derivatives of the tau functions turns out even more efficient then (2.24) in the concrete examples related to the "constant problem". Indeed, the particular cases of (2.34) have been used in [22] in evaluation of the constant terms in the asymptotics of the several basic distribution functions of random matrix theory expressible in terms of the Painlevé transcendents. We provide the derivation of identities similar to (2.33) for Painlevé equations in Chapter 3 and use them in Section 4.1 and Section 4.2 for solution of connection problems.

## 3. PROPERTY OF QUASIHOMOGENEOUS HAMILTONIANS

For the Painlevé equations identities (2.33), (2.34) can be obtained using the general property of their Hamiltonians. We start with the definition.

Definition 3.1. The function $f: \mathbb{C}^{n} \rightarrow \mathbb{C}$ is called quasihomogeneous if
$\exists w, w_{1}, w_{2}, \ldots w_{n} \in \mathbb{Z}$ such that $\forall \lambda \in \mathbb{R}, \lambda>0$

$$
\begin{equation*}
f\left(\lambda^{w_{1}} x_{1}, \lambda^{w_{2}} x_{2}, \ldots, \lambda^{w_{n}} x_{n}\right)=\lambda^{w} f\left(x_{1}, x_{2}, \ldots, x_{n}\right) \tag{3.1}
\end{equation*}
$$

Taking the derivative of (3.1) with respect to $\lambda$ at $\lambda=1$ we get

$$
\begin{equation*}
w_{1} x_{1} \frac{\partial f}{\partial x_{1}}+w_{2} x_{2} \frac{\partial f}{\partial x_{2}}+\ldots+w_{n} x_{n} \frac{\partial f}{\partial x_{n}}=w f \tag{3.2}
\end{equation*}
$$

The Hamiltonians for Painlevé equations are listed in [104, 80]. We write the version of them, corresponding to equations of motions $\mathrm{PI}(\mathrm{F})-\mathrm{PVI}(\mathrm{F})$

$$
\begin{align*}
& H=\frac{p^{2}}{2}-2 q^{3}-t q,  \tag{PI}\\
& H=\frac{p^{2}}{2}-\frac{q^{4}}{2}-\frac{q^{2} t}{2}-q \alpha,  \tag{PII}\\
& H=\frac{p^{2}}{2}-\alpha e^{t+q}+\beta e^{t-q}-\frac{\gamma}{2} e^{2 t+2 q}+\frac{\delta}{2} e^{2 t-2 q},  \tag{PIII}\\
& H=\frac{p^{2}}{2}-\frac{q^{6}}{8}-\frac{t q^{4}}{2}-\frac{q^{2}}{2}\left(t^{2}-\alpha\right)+\frac{\beta}{4 q^{2}},  \tag{PIV}\\
& H=\frac{p^{2}}{2}-\frac{\alpha}{\sinh ^{2}\left(\frac{q}{2}\right)}-\frac{\beta}{\cosh ^{2}\left(\frac{q}{2}\right)}+\frac{\gamma}{2} e^{t} \cosh (q)+\frac{\delta}{4} e^{2 t} \cosh (2 q),  \tag{PV}\\
& H=\frac{p^{2}}{2}-\frac{K^{2}}{\pi^{2}}\left[\alpha k^{2} \operatorname{sn}^{2}(2 q K, k)-\frac{\beta}{\operatorname{sn}^{2}(2 q K, k)}+\frac{\gamma\left(1-k^{2}\right)}{\operatorname{cn}^{2}(2 q K, k)}\right. \\
& \left.+\left(\delta-\frac{1}{2}\right) \frac{\left(1-k^{2}\right)}{\operatorname{dn}^{2}(2 q K, k)}\right], \tag{PVI}
\end{align*}
$$

We can notice the following properties
$H\left(\lambda^{3} p, \lambda^{2} q, \lambda^{4} t\right)=\lambda^{6} H(p, q, t)$,
$H\left(\lambda^{2} p, \lambda q, \lambda^{2} t, \lambda^{3} \alpha\right)=\lambda^{4} H(p, q, t, \alpha)$,
$H(\lambda p, q, t+\ln \lambda, \lambda \alpha, \lambda \beta)=\lambda^{2} H(p, q, t, \alpha, \beta)$,
$H\left(\lambda^{2} p, q-\ln \lambda, t+3 \ln \lambda, \lambda^{2} \alpha\right)=\lambda^{4} H(p, q, t, \alpha)$,
$H(\lambda p, q, t+2 \ln \lambda)=\lambda^{2} H(p, q, t)$,
$H\left(\lambda^{3} p, \lambda q, \lambda^{2} t, \lambda^{4} \alpha, \lambda^{8} \beta\right)=\lambda^{6} H(p, q, t, \alpha, \beta)$,
$H\left(\lambda p, q, t+\ln \lambda, \lambda^{2} \alpha, \lambda^{2} \beta, \lambda \gamma\right)=\lambda^{2} H(p, q, t, \alpha, \beta, \gamma)$,
$H\left(\lambda p, q, t, \lambda^{2} \alpha, \lambda^{2} \beta, \lambda^{2} \gamma, \frac{1}{2}+\lambda^{2}\left(\delta-\frac{1}{2}\right)\right)=\lambda^{2} H(p, q, t, \alpha, \beta, \gamma, \delta)$,
They mean that up to change of variables, the Hamiltonians are quasihomogeneous functions. The consequence of this fact is that Painlevé equations can be interpreted as dynamical system on weighted projective spaces [26, 27].

We use these properties to derive identities (3.2)
$3 p \frac{\partial H}{\partial p}+2 q \frac{\partial H}{\partial q}+4 t \frac{\partial H}{\partial t}=6 H$,
$2 p \frac{\partial H}{\partial p}+q \frac{\partial H}{\partial q}+2 t \frac{\partial H}{\partial t}+3 \alpha \frac{\partial H}{\partial \alpha}=4 H$,
$p \frac{\partial H}{\partial p}+\frac{\partial H}{\partial t}+\alpha \frac{\partial H}{\partial \alpha}+\beta \frac{\partial H}{\partial \beta}=2 H$,
(PIII(D6))
$2 p \frac{\partial H}{\partial p}-\frac{\partial H}{\partial q}+3 \frac{\partial H}{\partial t}+2 \alpha \frac{\partial H}{\partial \alpha}=4 H$,
$p \frac{\partial H}{\partial p}+2 \frac{\partial H}{\partial t}=2 H$,
$3 p \frac{\partial H}{\partial p}+q \frac{\partial H}{\partial q}+2 t \frac{\partial H}{\partial t}+4 \alpha \frac{\partial H}{\partial \alpha}+8 \beta \frac{\partial H}{\partial \beta}=6 H$,
$p \frac{\partial H}{\partial p}+\frac{\partial H}{\partial t}+2 \alpha \frac{\partial H}{\partial \alpha}+2 \beta \frac{\partial H}{\partial \beta}+\gamma \frac{\partial H}{\partial \gamma}=2 H$,
$p \frac{\partial H}{\partial p}+2 \alpha \frac{\partial H}{\partial \alpha}+2 \beta \frac{\partial H}{\partial \beta}+2 \gamma \frac{\partial H}{\partial \gamma}+(2 \delta-1) \frac{\partial H}{\partial \delta}=2 H$,

Using the equations of motion we can rewrite them as

$$
\begin{align*}
5 H & =5\left(p \frac{d q}{d t}-H\right)+\frac{d}{d t}(4 t H-2 p q)  \tag{PI}\\
3 H & =3\left(p \frac{d q}{d t}-H\right)+\frac{d}{d t}(2 t H-p q)+3 \alpha \frac{\partial H}{\partial \alpha},  \tag{PII}\\
H & =\left(p \frac{d q}{d t}-H\right)+\frac{d H}{d t}+\alpha \frac{\partial H}{\partial \alpha}+\beta \frac{\partial H}{\partial \beta},  \tag{D6}\\
H & =\left(p \frac{d q}{d t}-H\right)+\frac{3}{2} \frac{d H}{d t}+\frac{1}{2} \frac{d p}{d t}+\alpha \frac{\partial H}{\partial \alpha},  \tag{D7}\\
H & =\left(p \frac{d q}{d t}-H\right)+2 \frac{d H}{d t},  \tag{D8}\\
4 H & =4\left(p \frac{d q}{d t}-H\right)+\frac{d}{d t}(2 t H-p q)+4 \alpha \frac{\partial H}{\partial \alpha}+8 \beta \frac{\partial H}{\partial \beta}  \tag{PIV}\\
H & =\left(p \frac{d q}{d t}-H\right)+\frac{d H}{d t}+2 \alpha \frac{\partial H}{\partial \alpha}+2 \beta \frac{\partial H}{\partial \beta}+\gamma \frac{\partial H}{\partial \gamma},  \tag{PV}\\
H & =\left(p \frac{d q}{d t}-H\right)+2 \alpha \frac{\partial H}{\partial \alpha}+2 \beta \frac{\partial H}{\partial \beta}+2 \gamma \frac{\partial H}{\partial \gamma}+(2 \delta-1) \frac{\partial H}{\partial \delta} . \tag{PVI}
\end{align*}
$$

We introduce the classical action by the formula

$$
\begin{equation*}
S\left(t_{1}, t_{2}\right)=\int_{t_{1}}^{t_{2}}\left(p \frac{d q}{d t}-H\right) d t \tag{3.3}
\end{equation*}
$$

and we remind that the tau function is given by

$$
\ln \tau\left(t_{1}, t_{2}\right)=\int_{t_{1}}^{t_{2}} H d t
$$

We can write the following formula for derivative of (3.3) with respect to parameter $\rho$ generalizing (2.29).

$$
\begin{gather*}
\frac{\partial S}{\partial \rho}=\int_{t_{1}}^{t_{2}}\left(\frac{\partial p}{\partial \rho} \frac{d q}{d t}+p \frac{d}{d t}\left(\frac{\partial q}{\partial \rho}\right)-\frac{\partial H}{\partial p} \frac{\partial p}{\partial \rho}-\frac{\partial H}{\partial q} \frac{\partial q}{\partial \rho}-\frac{\partial H}{\partial \rho}\right) d t \\
=\left.p \frac{\partial q}{\partial \rho}\right|_{t_{1}} ^{t_{2}}+\int_{t_{1}}^{t_{2}}\left(\frac{\partial p}{\partial \rho} \frac{d q}{d t}-\frac{\partial q}{\partial \rho} \frac{d p}{d t}-\frac{\partial H}{\partial p} \frac{\partial p}{\partial \rho}-\frac{\partial H}{\partial q} \frac{\partial q}{\partial \rho}-\frac{\partial H}{\partial \rho}\right) d t  \tag{3.4}\\
=\left.p \frac{\partial q}{\partial \rho}\right|_{t_{1}} ^{t_{2}}-\int_{t_{1}}^{t_{2}} \frac{\partial H}{\partial \rho} d t
\end{gather*}
$$

For the second equality we integrated by parts and for the third equality we used equations of motion. Assume that solutions of Painlevé equation with fixed parameters $\alpha, \beta, \gamma, \delta$ are parameterized by $m_{1}$ and $m_{2}$. Then

$$
\frac{\partial H}{\partial m_{j}}=0
$$

And we can write the alternative representation of classical action

$$
\begin{equation*}
S\left(t_{1}, t_{2}, M\right)=S\left(t_{1}, t_{2}, M_{0}\right)+\left.\int_{M_{0}}^{M} \sum_{j=1}^{2} p \frac{\partial q}{\partial m_{j}}\right|_{t_{1}} ^{t_{2}} d m_{j} \tag{3.5}
\end{equation*}
$$

Using this formula and (3.4) we also get

$$
\begin{equation*}
\int_{t_{1}}^{t_{2}} \frac{\partial H}{\partial \rho} d t=\left.p \frac{\partial q}{\partial \rho}\right|_{t_{1}} ^{t_{2}}-\frac{\partial}{\partial \rho} S\left(t_{1}, t_{2}, M_{0}\right)-\left.\frac{\partial}{\partial \rho} \int_{M_{0}}^{M} \sum_{j=1}^{2} p \frac{\partial q}{\partial m_{j}}\right|_{t_{1}} ^{t_{2}} d m_{j} \tag{3.6}
\end{equation*}
$$

The formula of sort (3.6) was obtained and used first time in [23] for $\operatorname{PIII}(D 6)$ equation. Integrating identities for Hamiltonians and using (3.5), (3.6) with $\rho=\alpha, \beta, \gamma, \delta$ we get

Theorem 3.1. Painlevé tau functions admit the following representations similar to (2.25)

$$
\left.\begin{array}{l}
\ln \tau\left(t_{1}, t_{2}, M\right)=\left.\frac{1}{5}(4 t H-2 p q)\right|_{t_{1}} ^{t_{2}}+S\left(t_{1}, t_{2}, M_{0}\right)+\left.\int_{M_{0}}^{M} \sum_{j=1}^{2} p \frac{\partial q}{\partial m_{j}}\right|_{t_{1}} ^{t_{2}} d m_{j}, \\
\ln \tau\left(t_{1}, t_{2}, M\right)=\left.\left(\frac{2}{3} t H-\frac{1}{3} p q+\alpha p \frac{\partial q}{\partial \alpha}\right)\right|_{t_{1}} ^{t_{2}}+ \\
\left(1-\alpha \frac{\partial}{\partial \alpha}\right)\left(S\left(t_{1}, t_{2}, M_{0}\right)+\left.\int_{M_{0}}^{M} \sum_{j=1}^{2} p \frac{\partial q}{\partial m_{j}}\right|_{t_{1}} ^{t_{2}} d m_{j}\right), \\
\ln \tau\left(t_{1}, t_{2}, M\right)=\left.\left(H+\alpha p \frac{\partial q}{\partial \alpha}+\beta p \frac{\partial q}{\partial \beta}\right)\right|_{t_{1}} ^{t_{2}} \\
+\left(1-\alpha \frac{\partial}{\partial \alpha}-\beta \frac{\partial}{\partial \beta}\right)\left(S\left(t_{1}, t_{2}, M_{0}\right)+\left.\int_{M_{0}}^{M} \sum_{j=1}^{2} p \frac{\partial q}{\partial m_{j}}\right|_{t_{1}} ^{t_{2}} d m_{j}\right), \\
\quad \ln \tau\left(t_{1}, t_{2}, M\right)=\left.\left(\frac{3 H}{2}+\frac{p}{2}+\alpha p \frac{\partial q}{\partial \alpha}\right)\right|_{t_{1}} ^{t_{2}} \\
+\left(1-\alpha \frac{\partial}{\partial \alpha}\right)\left(S\left(t_{1}, t_{2}, M_{0}\right)+\left.\int_{M_{0}}^{M} \sum_{j=1}^{2} p \frac{\partial q}{\partial m_{j}}\right|_{t_{1}} ^{t_{2}} d m_{j}\right), \\
\ln \tau\left(t_{1}, t_{2}, M\right)=\left.2 H\right|_{t_{1}} ^{t_{2}}+S\left(t_{1}, t_{2}, M_{0}\right)+\left.\int_{M_{0}}^{M} \sum_{j=1}^{2} p \frac{\partial q}{\partial m_{j}}\right|_{t_{1}} ^{t_{2}} d m_{j}, \\
\ln \tau\left(t_{1}, t_{2}, M\right)=\left.\left(\frac{1}{2} t H-\frac{1}{4} p q+\alpha p \frac{\partial q}{\partial \alpha}+2 \beta p \frac{\partial q}{\partial \beta}\right)\right|_{t_{1}} ^{t_{2}} \\
+\left(1-\alpha \frac{\partial}{\partial \alpha}-2 \beta \frac{\partial}{\partial \beta}\right)\left(S\left(t_{1}, t_{2}, M_{0}\right)+\left.\int_{M_{0}}^{M} \sum_{j=1}^{2} p \frac{\partial q}{\partial m_{j}}\right|_{t_{1}} ^{t_{2}} d m_{j}\right), \\
\quad \ln \tau\left(t_{1}, t_{2}, M\right)=\left.\left(H+2 \alpha p \frac{\partial q}{\partial \alpha}+2 \beta p \frac{\partial q}{\partial \beta}+\gamma p \frac{\partial q}{\partial \gamma}\right)\right|_{t_{1}} ^{t_{2}} \\
+\left(1-2 \alpha \frac{\partial}{\partial \alpha}-2 \beta \frac{\partial}{\partial \beta}-2 \gamma \frac{\partial}{\partial \gamma}-(2 \delta-1) \frac{\partial}{\partial \delta}\right)\left(S\left(t_{1}, t_{2}, M_{0}\right)+\left.\int_{M_{0}}^{M} \sum_{j=1}^{2} p \frac{\partial q}{\partial m_{j}}\right|_{t_{1}} ^{t_{2}} d m_{j}\right), \\
+\left(1-2 \alpha \frac{\partial}{\partial \alpha}-2 \beta \frac{\partial}{\partial \beta}-\gamma \frac{\partial}{\partial \gamma}\right)\left(S\left(t_{1}, t_{2}, M_{0}\right)+\left.\int_{M_{0}}^{M} \sum_{j=1}^{2} p \frac{\partial q}{\partial m_{j}}\right|_{t_{1}} ^{t_{2}} d m_{j}\right)
\end{array}\right),
$$

## 4. CONNECTION PROBLEM FOR PAINLEVÉ TAU FUNCTIONS

## 4.1 $\operatorname{PIII}(\mathrm{D} 8)(\mathrm{F})$ equation

Consider the equation $\operatorname{PIII}(\mathrm{D} 8)(\mathrm{F})$ with $\alpha=-\frac{1}{8}, \quad \beta=\frac{1}{8}, \quad \gamma=\delta=0$

$$
\begin{equation*}
\frac{d^{2} q}{d t^{2}}=-\frac{1}{4} e^{t} \sinh q \tag{4.1}
\end{equation*}
$$

Solutions of this equation are obtained from ones appearing in Section 1.2.1 by adding $i \pi$ to $q(t)$. It is related to the radial reduction of Sine-Gordon equation considered in [49, 72, 101] by change of variable

$$
q(t)=-i u\left(e^{\frac{t}{2}}\right) .
$$

We can describe $q(t)$ using isomonodromic deformations and Riemann-Hilbert problem in the following way. Consider the system of linear ordinary differential equations with 2 irregular singularities of Poincaré rank 1 at zero and at infinity

$$
\begin{equation*}
\frac{d \Phi}{d z}=A(z) \Phi(z), \quad A(z)=-\frac{i e^{t} \sigma_{3}}{16}+\frac{p \sigma_{1}}{2 z}+\frac{1}{z^{2}}\left(i \cosh (q) \sigma_{3}+\sinh (q) \sigma_{2}\right) \tag{4.2}
\end{equation*}
$$

The canonical solutions at infinity are specified by the following asymptotic conditions

$$
\begin{equation*}
\Phi_{j}^{(\infty)}(z) \simeq\left(I+\sum_{m=1}^{\infty} g_{m}^{(\infty)} z^{-m}\right) \exp \left(-\frac{i e^{t} z}{16} \sigma_{3}\right), \quad \text { as } z \rightarrow \infty, \quad z \in \Omega_{j}^{(\infty)}, \quad j=1, \ldots, 3 \tag{4.3}
\end{equation*}
$$

where the Stokes sectors are given by

$$
\Omega_{j}^{(\infty)}=\{z: \pi(j-2)<\arg z<\pi j\} .
$$

There are two Stokes matrices $S_{1}^{(\infty)}, S_{2}^{(\infty)}$ defined by the equations

$$
\Phi_{2}^{(\infty)}(z)=\Phi_{1}^{(\infty)}(z) S_{1}^{(\infty)}, \quad \Phi_{3}^{(\infty)}(z)=\Phi_{2}^{(\infty)}(z) S_{2}^{(\infty)}
$$

These matrices have the triangular structure

$$
S_{1}^{(\infty)}=\left(\begin{array}{cc}
1 & 0 \\
s_{1}^{(\infty)} & 1
\end{array}\right), \quad S_{2}^{(\infty)}=\left(\begin{array}{cc}
1 & s_{2}^{(\infty)} \\
0 & 1
\end{array}\right)
$$

The canonical solutions satisfy monodromy condition

$$
\Phi_{3}^{(\infty)}\left(z e^{2 \pi i}\right)=\Phi_{1}^{(\infty)}(z)
$$

The canonical solutions at zero are specified by the asymptotic conditions

$$
\begin{equation*}
\Phi_{j}^{(0)}(z) \simeq G_{0}\left(I+\sum_{m=1}^{\infty} g_{m}^{(0)} z^{m}\right) \exp \left(-\frac{i}{z} \sigma_{3}\right), \quad \text { as } z \rightarrow 0, \quad z \in \Omega_{j}^{(0)}, \quad j=1, \ldots, 3 \tag{4.4}
\end{equation*}
$$

where

$$
G_{0}=i \sinh \left(\frac{q}{2}\right) \sigma_{3}+i \cosh \left(\frac{q}{2}\right) \sigma_{1}
$$

and the Stokes sectors are given by

$$
\Omega_{j}^{(0)}=\{z: \pi(j-2)<\arg z<\pi j\}
$$

There are two Stokes matrices $S_{1}^{(0)}, S_{2}^{(0)}$ defined by the equations

$$
\Phi_{2}^{(0)}(z)=\Phi_{1}^{(0)}(z) S_{1}^{(0)}, \quad \Phi_{3}^{(0)}(z)=\Phi_{2}^{(0)}(z) S_{2}^{(0)}
$$

These matrices have the triangular structure

$$
S_{1}^{(0)}=\left(\begin{array}{cc}
1 & s_{1}^{(0)} \\
0 & 1
\end{array}\right), \quad S_{2}^{(0)}=\left(\begin{array}{cc}
1 & 0 \\
s_{2}^{(0)} & 1
\end{array}\right)
$$

The canonical solutions satisfy monodromy condition

$$
\Phi_{3}^{(0)}\left(z e^{2 \pi i}\right)=\Phi_{1}^{(0)}(z)
$$

The connection matrix $C_{0}$ relates solutions near zero and near infinity

$$
\Phi_{1}^{(\infty)}(z)=\Phi_{1}^{(0)}(z) C_{0}
$$

We can notice the symmetry

$$
-A(-z)=\sigma_{1} A(z) \sigma_{1}
$$

which implies

$$
\begin{equation*}
\Phi(-z)=\sigma_{1} \Phi(z) \sigma_{1} \tag{4.5}
\end{equation*}
$$

We can construct from functions $\Phi_{j}^{(\nu)}$ the solution of the following Riemann-Hilbert problem.

## Riemann-Hilbert Problem 4.1.

- $\Psi(z)$ is analytic for $z \in \mathbb{C} \backslash \Gamma$;
- $\Psi_{+}(z)=\Psi_{-}(z) J(z)$ for $z \in \Gamma$,
- Near the points $0, \infty$ the behavior of $\Psi(z)$ is described by (4.3), (4.4).

Contour $\Gamma$ and jump matrices $J(z)$ are given on Figure 4.1.


Figure 4.1. Contour $\Gamma$ and jump matrices $J(z)$ for the RHP 4.1

The symmetry (4.5) now implies

$$
\begin{equation*}
s_{1}^{(0)}=s_{2}^{(0)}, \quad s_{1}^{(0)}=s_{2}^{(\infty)} . \tag{4.6}
\end{equation*}
$$

The jump matrices also satisfy 2 cyclic relations, stating the absence of singularities at the intersections of contour $\Gamma$

$$
\begin{equation*}
C_{0} S_{1}^{(\infty)}=S_{1}^{(0)} \sigma_{1} C_{0} \sigma_{1}, \quad \sigma_{1} C_{0} \sigma_{1} S_{2}^{(\infty)}=S_{2}^{(0)} C_{0} . \tag{4.7}
\end{equation*}
$$

They are related to each other through conjugation by matrix $\sigma_{1}$. The solution to (4.6), (4.7) can be described using complex parameters $r$ and $s$ and we allow $r$ to take infinite value

$$
s_{1}^{(0)}=s_{2}^{(0)}=s_{1}^{(0)}=s_{2}^{(\infty)}=s, \quad C_{0}= \pm \frac{1}{\sqrt{1+r(s-r)}}\left(\begin{array}{cc}
1 & r  \tag{4.8}\\
r-s & 1
\end{array}\right), \quad 1+r(s-r) \neq 0
$$

The function $\Psi(z)$ is uniquely determined by parameter $t$, Stokes matrices and connection matrix. If we fix the jump matrices, then dependence of $\Psi(z)$ on $t$ is isomonodromic. It is described by the equation

$$
\begin{equation*}
\frac{d \Psi}{d t}=U(z) \Psi(z), \quad U(z)=-\frac{i z e^{t} \sigma_{3}}{16}+\frac{p \sigma_{1}}{2} . \tag{4.9}
\end{equation*}
$$

Compatibility condition of (4.2) and (4.9) is given by

$$
\frac{d p}{d t}=-\frac{1}{4} e^{t} \sinh (q), \quad \frac{d q}{d t}=p
$$

It is equation (4.1) for $q(t)$. The function $q(t)$ is given by the formula

$$
q(t) \quad \bmod 2 \pi i=-2 \operatorname{arcsinh}\left(i\left(G_{0}\right)_{11}\right) .
$$

The asymptotic of function $q(t)$ is presented in [71, 49, 101]. There are three types of behaviors at $-\infty$.

1. special behavior for $s= \pm 2 i$
$q(t) \quad \bmod 2 \pi i \simeq i \pi+\kappa t-4 \kappa \ln (2)+2 \kappa \ln \left(6 \ln (2)-2 \gamma-\frac{2 \pi}{2 i+i s r}-t\right), \quad t \rightarrow-\infty$,
where $\gamma$ is the Euler's constant and $\kappa=-\operatorname{sign} \operatorname{Im} s$.
2. singular behavior for pure imaginary $s$ with $i s<2$ or $i s>2$

$$
\begin{gathered}
q(t) \bmod 2 \pi i \simeq 2 \kappa \ln \left(\sin \left(6 \mu \ln 2+2 \arg \Gamma(1+i \mu)-\arctan \left(\frac{\sinh (\pi \mu)}{i \cosh (\pi \mu)+\kappa r}\right)-\mu t\right)\right) \\
+\kappa t-2 \kappa \ln (4 \mu)+i \pi, t \rightarrow-\infty
\end{gathered}
$$

where

$$
\mu=\frac{1}{\pi} \operatorname{arccosh}\left(\frac{|s|}{2}\right), \quad \mu>0, \quad \kappa=-\operatorname{sign} \operatorname{Im} s .
$$

3. generic behavior for other complex values of $s$

$$
\begin{equation*}
q(t) \bmod 2 \pi i=a t+b+O\left(e^{t(1-|\operatorname{Re} a|)}\right), \quad t \rightarrow-\infty, \tag{4.10}
\end{equation*}
$$

where

$$
\begin{gather*}
a=\frac{2}{\pi} \arcsin \left(\frac{i s}{2}\right), \quad|\operatorname{Re} a|<1, \quad b=\pi i-4 \pi i \eta+6 a \ln 2-2 \ln \frac{\Gamma\left(\frac{1}{2}+\frac{a}{2}\right)}{\Gamma\left(\frac{1}{2}-\frac{a}{2}\right)},  \tag{4.11}\\
\eta=\frac{1}{2 \pi} \arcsin \left( \pm \sqrt{\frac{1+\frac{s^{2}}{4}}{1+r(s-r)}}\right),  \tag{4.12}\\
\eta \in\left\{z:|\operatorname{Re} z|<\frac{1}{4}\right\} \cup\left\{z= \pm \frac{1}{4}+i t: t \geq 0\right\} .
\end{gather*}
$$

The choice of sign in (4.12) is the same as in (4.8). Parameters $(a, b)$ are related to the ones in $[72,101]$ by

$$
a=-\frac{i \alpha}{2}, \quad b=-i \beta
$$

Similarly there are three types of behaviors of function $q(t)$ at $+\infty$.

1. special behavior for $r=\infty$

$$
\begin{equation*}
q(t) \bmod 2 \pi i=i \pi-i s \sqrt{\frac{2}{\pi}} \exp \left(-\frac{t}{4}\right) \exp \left(-\exp \left(\frac{t}{2}\right)\right)(1+o(1)), \quad t \rightarrow+\infty \tag{4.13}
\end{equation*}
$$

where $a$ is given by (4.11). Solutions with such behavior are called separatrix solutions.
2. singular behavior for $1+r(s-r)<0$. We could not find the corresponding asymptotic formula in the literature.
3. generic behavior for $|\arg (1+r(s-r))|<\pi$

$$
\begin{align*}
q(t) \bmod 2 \pi i & =c_{0,0}^{+} \exp \left(i \exp \left(\frac{t}{2}\right)+\frac{i \nu t}{2}-\frac{t}{4}\right)\left(1+O\left(\exp \left(-\frac{t}{2}\right)\right)\right) \\
+c_{0,0}^{-} \exp & \left(-i \exp \left(\frac{t}{2}\right)-\frac{i \nu t}{2}-\frac{t}{4}\right)\left(1+O\left(\exp \left(-\frac{t}{2}\right)\right)\right)  \tag{4.14}\\
& +O\left(\exp \left(\frac{3 t}{4}(2|\operatorname{Im} \nu|-1)\right)\right), \quad t \rightarrow \infty,
\end{align*}
$$

where

$$
\begin{gather*}
c_{0,0}^{ \pm}=e^{\frac{\pi \nu}{2} \mp \frac{i \pi}{4}} 2^{ \pm 2 i \nu} \frac{1}{\sqrt{2 \pi}} \Gamma(1 \mp i \nu)(s \pm s-2 r),  \tag{4.15}\\
\nu=-\frac{1}{2 \pi} \ln (1+r(s-r))=\frac{1}{4} c_{0,0}^{+} c_{0,0}^{-}, \quad|\operatorname{Im} \nu|<\frac{1}{2} .
\end{gather*}
$$



Figure 4.2. Force field for pure imaginary solutions of $\operatorname{PIII}(\mathrm{D} 8)(\mathrm{F})$ equation (4.1)

If the solution $q(t)$ is purely imaginary we have the symmetry relation

$$
\overline{A(\bar{z})}=\sigma_{2} A(z) \sigma_{2}
$$

which gives

$$
\overline{\Phi(\bar{z})}=\sigma_{2} \Phi(z) \sigma_{2}, \quad\left(\overline{S_{2}^{(0),(\infty)}}\right)^{-1}=\sigma_{2} S_{1}^{(0),(\infty)} \sigma_{2}, \quad \overline{C_{0}}=\sigma_{2} C_{0} \sigma_{2}, \quad s=2 \operatorname{Re} r
$$

Therefore purely imaginary solutions can have only generic asymptotic at $-\infty$ and generic or special asymptotic at $+\infty$. We can expect such behaviors from the analysis of force field. We denote $y(t)=i q(t)$. The force field in this case takes form $F(y, t)=-\frac{1}{4} e^{t} \sin y$. It creates stable trajectories $y=2 \pi k$ corresponding to generic behavior (4.14) at $+\infty$ and unstable ones $y=\pi+2 \pi k$ corresponding to the special behavior (4.13). The plot of $F(y, t)$ is depicted on Figure 4.2.

We can ask which stable trajectory solution will take if its asymptotic at $-\infty$ is given by

$$
y(t)=i a t+i b+O\left(e^{t(1-|\operatorname{Re} a|)}\right), \quad t \rightarrow-\infty .
$$

To answer this question we need to determine the number of $2 \pi$ in the asymptotic of $y(t)$ at $+\infty$ (see [71, 49]). First we rewrite formula (4.11) as

$$
\eta=\frac{1}{2 \pi} \arcsin \left(\sin \left(\frac{\pi}{2}+\frac{1}{2}(i b+6 i a \ln 2)+i \ln \frac{\Gamma\left(\frac{1}{2}+\frac{a}{2}\right)}{\Gamma\left(\frac{1}{2}-\frac{a}{2}\right)}\right)\right)
$$

Since $q(t)$ is purely imaginary $\eta$ takes real values. We can notice that values $a=b=0$ correspond to $\eta=\frac{1}{4}, a=0, i b=-\pi$ to $\eta=0$, and $a=0, i b=-2 \pi$ to $\eta=-\frac{1}{4}$. Since the asymptotic of $y(t)$ depends continuously on $(a, b)$, the number of $2 \pi$ in the asymptotic of $q(t)$ at $+\infty$ can be described using parameter $\zeta$

$$
\zeta=\frac{1}{4}+\frac{1}{4 \pi}(i b+6 i a \ln 2)+\frac{i}{2 \pi} \ln \frac{\Gamma\left(\frac{1}{2}+\frac{a}{2}\right)}{\Gamma\left(\frac{1}{2}-\frac{a}{2}\right)}
$$

If $\frac{k}{2}<\zeta<\frac{k+1}{2}$, asymptotic of $y(t)$ at $+\infty$ is generic and solution lies in the interval $((2 k-1) \pi,(2 k+1) \pi)$ for large $t$. If $\zeta=\frac{k}{2}$, asymptotic of $y(t)$ at $+\infty$ is special and solution approaches $(2 k-1) \pi$ for large $t$. As the result the formulae (4.14), (4.13) are modified as

$$
\begin{gathered}
y(t)=(2 k-1) \pi-2 i \sin \left(\frac{\pi a}{2}\right) \sqrt{\frac{2}{\pi}} \exp \left(-\frac{t}{4}\right) \exp \left(-\exp \left(\frac{t}{2}\right)\right)(1+o(1)), \quad t \rightarrow+\infty \\
y(t)=2 \pi k+4 \sqrt{-\nu} \\
\exp \left(-\frac{t}{4}\right) \cos \left(\exp \left(\frac{t}{2}\right)+\frac{\nu t}{2}+\phi\right)\left(1+O\left(\exp \left(-\frac{t}{2}\right)\right)\right) \\
+O\left(\exp \left(\frac{3 t}{4}(2|\operatorname{Im} \nu|-1)\right)\right), \quad t \rightarrow \infty
\end{gathered}
$$

where

$$
\begin{gather*}
\phi=2 \nu \ln 2+\frac{3 \pi}{4}-\arg (\Gamma(i \nu))-\arg (r), \quad k=\lfloor 2 \zeta\rfloor, \\
\sigma=\frac{1}{4}-\frac{a}{4}, \quad \nu=\frac{1}{2 \pi} \ln \frac{\sin ^{2} 2 \pi \eta}{\sin ^{2} 2 \pi \sigma}, \quad r=-i \frac{\sin 2 \pi(\sigma+\eta)}{\sin 2 \pi \eta} . \tag{4.16}
\end{gather*}
$$

These connection formulae are illustrated on Figures 4.3 and 4.4.


Figure 4.3. Pure imaginary solutions of $\operatorname{PIII}(\mathrm{D} 8)(\mathrm{F})$ equation (4.1) attaining stable trajectories


Figure 4.4. Pure imaginary solutions of $\operatorname{PIII}(\mathrm{D} 8)(\mathrm{F})$ equation (4.1) attaining unstable trajectories

If the solution $q(t)$ is real we have the symmetry relation

$$
\begin{equation*}
\overline{A(\bar{z})}=\sigma_{1} A(z) \sigma_{1} \tag{4.17}
\end{equation*}
$$

which gives

$$
\begin{equation*}
\overline{\Phi(\bar{z})}=\sigma_{1} \Phi(z) \sigma_{1}, \quad\left(\overline{S_{2}^{(0),(\infty)}}\right)^{-1}=\sigma_{1} S_{1}^{(0),(\infty)} \sigma_{1}, \quad \overline{C_{0}}=\sigma_{1} C_{0} \sigma_{1}, \quad s=2 i \operatorname{Im} r . \tag{4.18}
\end{equation*}
$$

For solutions taking values in $\mathbb{R}+i \pi k$ we also have relations (4.17), (4.18).
For real solutions of (4.1) there is only one stable trajectory $q=0$. The corresponding force field is given on Figure 4.5. Such solutions can have only generic behavior at $-\infty$ and $+\infty$. The asymptotic (4.14) can be written as

$$
\begin{gathered}
y(t)=4 \sqrt{\nu} \exp \left(-\frac{t}{4}\right) \sin \left(\exp \left(\frac{t}{2}\right)+\frac{\nu t}{2}+\phi\right)\left(1+O\left(\exp \left(-\frac{t}{2}\right)\right)\right) \\
+O\left(\exp \left(\frac{3 t}{4}(2|\operatorname{Im} \nu|-1)\right)\right), \quad t \rightarrow+\infty
\end{gathered}
$$

where $\phi, \nu$ and $r$ are given by (4.16). The typical solution is shown on Figure 4.6.


Figure 4.5. Force field for real solutions of $\operatorname{PIII}(\mathrm{D} 8)(\mathrm{F})$ equation (4.1).


Figure 4.6. Real solution of PIII(D8)(F) equation (4.1)

For solutions taking values in $\mathbb{R}-i \pi-2 \pi i k$ there is one nonstable trajectory $q=-i \pi-$ $2 \pi i k$. The force field for $y=q+i \pi+2 \pi i k$ is given on Figure 1.6. Such solutions can have all three types of behaviors at $-\infty$ and special or singular behavior at $+\infty$. Solutions with special behavior at $+\infty$ and generic or special behavior at $-\infty$ appeared in the application to the Ising model as (1.26), (1.29).

Let us turn our attention now to the tau function. It is given by the formula

$$
\begin{equation*}
\tau\left(t_{1}, t_{2}, \sigma, \eta\right)=\exp \left(\int_{t_{1}}^{t_{2}} H d t\right) \tag{4.19}
\end{equation*}
$$

where the Hamiltonian $H$ is given by

$$
\begin{equation*}
H(p, q, t)=\frac{p^{2}}{2}+\frac{e^{t} \cosh (q)}{4}, \quad p=\frac{d q}{d t} . \tag{4.20}
\end{equation*}
$$

It is the square of tau function considered in [72].
The connection constant for tau function corresponding to solutions with special behavior at $+\infty$ and generic or special behavior at $-\infty$ was found in [110], as we mentioned in Section 1.2.1.

The connection constant for tau function corresponding to solutions with generic behaviors at $-\infty$ and $+\infty$ was conjectured in [70] and proven in [72]. We will obtain this formula below.

It is convenient to take $\sigma$ and $\eta$ as the independent parameters. Numbers $a$ and $b$ are then given by

$$
\begin{equation*}
a=1-4 \sigma, \quad b=\pi i-4 \pi i \eta-(2-8 \sigma) \ln 8-2 \ln \frac{\Gamma(1-2 \sigma)}{\Gamma(2 \sigma)} \tag{4.21}
\end{equation*}
$$

where $\sigma, \eta$ are the complex numbers satisfying

$$
\begin{gather*}
\eta \in\left\{z:|\operatorname{Re} z|<\frac{1}{4}\right\} \cup\left\{z= \pm \frac{1}{4}+i t: t \geq 0\right\}  \tag{4.22}\\
\eta \neq 0, \quad\left|\arg \frac{\sin ^{2} 2 \pi \eta}{\sin ^{2} 2 \pi \sigma}\right|<\pi, \quad 0<\operatorname{Re} \sigma<\frac{1}{2}
\end{gather*}
$$

We rewrite expressions of the asymptotic parameters at $t=+\infty$ (4.15) in terms of $\sigma$ and $\eta$

$$
\begin{equation*}
c_{0,0}^{ \pm}=i e^{\frac{\pi \nu}{2} \mp \frac{i \pi}{4}} 2^{1 \pm 2 i \nu} \frac{1}{\sqrt{2 \pi}} \Gamma(1 \mp i \nu) \frac{\sin 2 \pi(\sigma \mp \eta)}{\sin 2 \pi \eta}, \quad \nu=\frac{1}{2 \pi} \ln \frac{\sin ^{2} 2 \pi \eta}{\sin ^{2} 2 \pi \sigma} . \tag{4.23}
\end{equation*}
$$

If we look in more details on asymptotic (4.14) we can notice the following structure (see [70]),

$$
\begin{gather*}
q(t) \bmod 2 \pi i \simeq \sum_{l, k \geq 0, \epsilon= \pm} c_{k, l}^{\epsilon} r^{\epsilon(2 k+1)} \zeta^{2 l+2 k+1}  \tag{4.24}\\
r=\exp \left(i \exp \left(\frac{t}{2}\right)+\frac{i \nu t}{2}\right), \zeta=\exp \left(-\frac{t}{4}\right) ; c_{0,1}^{ \pm}= \pm \frac{i c_{0,0}^{ \pm}}{8}\left(6 \nu^{2} \pm 4 i \nu-1\right), c_{1,0}^{ \pm}=\frac{1}{48}\left(c_{0,0}^{ \pm}\right)^{3}
\end{gather*}
$$

Justification of asymptotic (4.24), can be done using the Riemann-Hilbert approach, cf [38]. Using the fact that $|\operatorname{Im} \nu|<\frac{1}{2}$ we can notice that formula (4.24) is actually asymptotic expansion. Substituting it and formula (4.10) at the right hand side of equation (4.19), we arrive at the following asymptotic representation of the tau function (4.19) as $t_{1} \rightarrow-\infty$, $t_{2} \rightarrow+\infty$

$$
\begin{equation*}
\ln \tau\left(t_{1}, t_{2}, \sigma, \eta\right) \simeq \frac{e^{t_{2}}}{4}+4 \nu e^{\frac{t_{2}}{2}}+\frac{\nu^{2} t_{2}}{2}-\frac{a^{2} t_{1}}{2}+\ln \Upsilon \tag{4.25}
\end{equation*}
$$

Our goal is to evaluate constant term in the asymptotics, which we called $\Upsilon$.
In Theorem 3.1 we showed the following identity

$$
\begin{equation*}
\ln \tau\left(t_{1}, t_{2}, \sigma, \eta\right)=\left.2 H\right|_{t_{1}} ^{t_{2}}+S\left(t_{1}, t_{2}, \frac{1}{4}, \frac{1}{4}\right)+\left.\int_{(1,1)}^{(\sigma, \eta)}\left(p \frac{\partial q}{\partial \sigma} d \sigma+p \frac{\partial q}{\partial \eta} d \eta\right)\right|_{t_{1}} ^{t_{2}} \tag{4.26}
\end{equation*}
$$

We picked the reference point $\sigma=\eta=\frac{1}{4}$, which corresponds to solution $q(t) \equiv 0$. Therefore

$$
S\left(t_{1}, t_{2}, \frac{1}{4}, \frac{1}{4}\right)=\frac{1}{4}\left(e^{t_{1}}-e^{t_{2}}\right) .
$$

Substituting (4.24) and (4.10) at the right hand side of equation (4.26) and comparing the result with (4.25), we shall arrive, after rather tedious though straightforward calculations, at the following formula for $\Upsilon$

$$
\begin{equation*}
\ln \Upsilon=2 \nu^{2}-a^{2}-2 i \nu+\int_{\left(\frac{1}{4}, \frac{1}{4}\right)}^{(\sigma, \eta)}\left(i c_{0,0}^{+} d c_{0,0}^{-}-a d b\right) \tag{4.27}
\end{equation*}
$$

Following [70], we introduce the parameter $\rho$

$$
\begin{equation*}
e^{-4 \pi i \rho}=\frac{\sin 2 \pi(\sigma+\eta)}{\sin 2 \pi \eta} \tag{4.28}
\end{equation*}
$$

It is determined up to a half-integer, which will not affect our calculations. Using connection formulae (4.23), (4.21), we can re-write the differential form $\left(c_{0,0}^{+} d c_{0,0}^{-}-a d b\right)$ as the differential form in variables $\eta, \rho, \sigma$ and $\nu$,

$$
\begin{gathered}
c_{0,0}^{+} d c_{0,0}^{-}-a d b=4 \nu d\left(\ln c_{0,0}^{-}\right)-a d b=-16 \pi i(\sigma d \eta+i \nu d \rho)+4 \pi i d \eta-(24-96 \sigma)(\ln 2) d \sigma \\
+(2 \pi i+8 \ln 2) \nu d \nu+(2-8 \sigma) d \ln \frac{\Gamma(1-2 \sigma)}{\Gamma(2 \sigma)}+4 i \nu d \ln \Gamma(1+i \nu)
\end{gathered}
$$

After that we re-write (4.27) as

$$
\begin{align*}
& \ln \Upsilon=2 \nu^{2}-2 i \nu+i \pi \nu^{2}+4 \nu^{2} \ln 2-16 \sigma^{2}+8 \sigma-1-24 \sigma \ln 2+48 \sigma^{2} \ln 2+3 \ln 2+4 \pi i \eta \\
&-\pi i-16 \pi i \int_{\left(\frac{1}{4}, \frac{1}{4}\right)}^{(\sigma, \eta)}(\sigma d \eta+i \nu d \rho)+\int_{\frac{1}{4}}^{\sigma}(2-8 \sigma) d \ln \frac{\Gamma(1-2 \sigma)}{\Gamma(2 \sigma)}+\int_{0}^{\nu} 4 i \nu d \ln \Gamma(1+i \nu) . \tag{4.29}
\end{align*}
$$

It remains to evaluate the integrals in (4.29). For the integrals involving the $\Gamma$-functions one gets,

$$
\begin{align*}
& \int_{\frac{1}{4}}^{\sigma}(2-8 \sigma) d \ln \frac{\Gamma(1-2 \sigma)}{\Gamma(2 \sigma)}=2 \ln \frac{\Gamma(1-2 \sigma)}{\Gamma(2 \sigma)}-8 \sigma+16 \sigma^{2}+1  \tag{4.30}\\
& +4 \ln (G(1-2 \sigma) G(1+2 \sigma))-8 \ln G\left(\frac{1}{2}\right)-4 \ln \Gamma\left(\frac{1}{2}\right) \\
& \int_{0}^{\nu} 4 i \nu d \ln \Gamma(1+i \nu)=2 \nu i-2 \nu^{2}-2 i \nu \ln (2 \pi)+4 \ln G(1+i \nu) \tag{4.31}
\end{align*}
$$

where $G(z)$ is the Barnes G-function and we have used the classical formula,

$$
\begin{equation*}
\int_{0}^{z} \ln \Gamma(x) d x=\frac{z(1-z)}{2}+\frac{z}{2} \ln (2 \pi)+z \ln \Gamma(z)-\ln G(1+z) \tag{4.32}
\end{equation*}
$$

The branch of the logarithms is fixed by the requirement of the expression to be real for positive $z$.

Evaluation of the first integral in (4.29) is more challenging. It was done in [70]. First of all we integrate by parts

$$
\int_{\left(\frac{1}{4}, \frac{1}{4}\right)}^{(\sigma, \eta)} \sigma d \eta+i \nu d \rho=\sigma \eta+i \nu \rho-\int_{\left(\frac{1}{4}, \frac{1}{4}\right)}^{(\sigma, \eta)} \eta d \sigma+i \rho d \nu-\frac{1}{16} .
$$

To fix the constant we noticed that when $\sigma \rightarrow \frac{1}{4}, \quad \eta \rightarrow \frac{1}{4}$, we have $\rho \rightarrow-i \infty, \quad \nu \rightarrow$ $0, \quad \nu \rho \rightarrow 0$.

We can notice that the Hamiltonian (4.20) is invariant under transformation $q \rightarrow-q$. It corresponds to transformations $\eta \rightarrow \frac{1}{2}-\eta$ and $\sigma \rightarrow \frac{1}{2}-\sigma$. Using that we can assume without loss of generality that

$$
0<\operatorname{Re} \eta<\frac{1}{4}
$$

Now parameters $\rho$ and $\eta$ can be considered as functions of $(\sigma, \nu)$ :

$$
\eta=\frac{1}{2 \pi} \arcsin \left( \pm \sqrt{e^{2 \pi \nu} \sin ^{2} 2 \pi \sigma}\right)
$$

and $\rho$ is described by (4.28). We have

$$
\begin{equation*}
\int^{(\sigma, \eta)} \eta d \sigma+i \rho d \nu=-\frac{\eta^{2}}{2}+\frac{\nu^{2}}{8}+\frac{1}{8 \pi^{2}} \mathrm{Li}_{2}\left(-e^{2 \pi i\left(\sigma+\eta-i \frac{\nu}{2}\right)}\right)+\frac{1}{8 \pi^{2}} \mathrm{Li}_{2}\left(-e^{-2 \pi i\left(\sigma+\eta+i \frac{\nu}{2}\right)}\right)-\frac{1}{96}, \tag{4.33}
\end{equation*}
$$

where $\mathrm{Li}_{2}(z)$ denotes the dilogarithm function and we remind the integral formula for it

$$
\begin{equation*}
\mathrm{Li}_{2}(z)=-\int_{0}^{z} \frac{\ln (1-x)}{x} d x \tag{4.34}
\end{equation*}
$$

To check (4.33) we notice the formula

$$
\begin{equation*}
2 \cos \pi\left(\sigma+\eta \pm \frac{i \nu}{2}\right)=e^{i \pi\left( \pm \sigma \mp \eta-\frac{i \nu}{2}-4 \rho\right)} \tag{4.35}
\end{equation*}
$$

which implies

$$
\begin{gather*}
\ln \left(1+e^{2 \pi i\left(\sigma+\eta-\frac{i \nu}{2}\right)}\right)-\ln \left(1+e^{-2 \pi i\left(\sigma+\eta+\frac{i \nu}{2}\right)}\right)=4 \pi i \eta  \tag{4.36}\\
\ln \left(1+e^{2 \pi i\left(\sigma+\eta-\frac{i \nu}{2}\right)}\right)+\ln \left(1+e^{-2 \pi i\left(\sigma+\eta+\frac{i \nu}{2}\right)}\right)=2 \pi \nu-8 \pi i \rho \tag{4.37}
\end{gather*}
$$

We see using (4.36), (4.37) that derivatives of left and right hand side in (4.33) coincide. We also remind that

$$
\mathrm{Li}_{2}(1)=\frac{\pi^{2}}{6}
$$

We remind yet another classical formula,

$$
\begin{align*}
& \operatorname{Li}_{2}\left(e^{2 \pi i z}\right)=-2 \pi i \ln \hat{G}(z)-2 \pi i z \ln \frac{\sin (\pi z)}{\pi}-\pi^{2} z(1-z)+\frac{\pi^{2}}{6}  \tag{4.38}\\
& \operatorname{Li}_{2}\left(e^{-2 \pi i z}\right)=2 \pi i \ln \hat{G}(z)+2 \pi i z \ln \frac{\sin (\pi z)}{\pi}-\pi^{2} z(1-z)+\frac{\pi^{2}}{6} \tag{4.39}
\end{align*}
$$

where

$$
\begin{equation*}
\hat{G}(z)=\frac{G(1+z)}{G(1-z)} \tag{4.40}
\end{equation*}
$$

The branches of logarithms are fixed by the requirement that $\ln \hat{G}(z)$ and $\ln \sin (\pi z)$ are real for $0<z<1$.

Taking into account the relations (4.33), (4.35), (4.38), (4.39) we arrive at the following final expression for the first integral in (4.29)

$$
\begin{gather*}
-16 \pi i \int_{\left(\frac{1}{4}, \frac{1}{4}\right)}^{(\sigma, \eta)} \sigma d \eta+i \nu d \rho=4 \ln \frac{\hat{G}\left(\sigma+\eta+\frac{1-i \nu}{2}\right)}{\hat{G}\left(\sigma+\eta+\frac{1+i \nu}{2}\right)}-8 \pi i \sigma \eta+4 \pi i \eta^{2}-i \pi \nu^{2}  \tag{4.41}\\
+4 i \nu \ln (2 \pi)-4 \pi i \sigma^{2}-4 \pi i \sigma+4 \pi i \eta+\frac{\pi i}{2}
\end{gather*}
$$

Substituting formulae (4.30), (4.31), and (4.41) in (4.29) we arrive at the main result of this section

Theorem 4.1 ([72]). Let $\sigma$ and $\eta$ be the "monodromy" parameters of the solution $q(t)$ of Painlevé $\operatorname{III}(D 8)(F)$ equation (4.1) satisfying the inequalities (4.22). Then the tau function (4.19) has the behavior (4.25) as $t_{1} \rightarrow-\infty, t_{2} \rightarrow+\infty$ with

$$
\begin{gather*}
\Upsilon=(2 \pi)^{2 i \nu} 2^{4 \nu^{2}+48 \sigma^{2}-24 \sigma} e^{4 \pi i\left(\eta^{2}-2 \sigma \eta-\sigma^{2}+2 \eta-\sigma\right)}\left(\frac{\Gamma(1-2 \sigma)}{\Gamma(2 \sigma)}\right)^{2} \\
\left(\frac{G(1+i \nu) G(1+2 \sigma) G(1-2 \sigma) \hat{G}\left(\sigma+\eta+\frac{1-i \nu}{2}\right)}{\hat{G}\left(\sigma+\eta+\frac{1+i \nu}{2}\right)}\right)^{4} \frac{(-8 i)}{\pi^{2}\left(G\left(\frac{1}{2}\right)\right)^{8}}, \tag{4.42}
\end{gather*}
$$

where $\nu$ is defined in (4.23), $G(z)$ is the Barnes $G$-function, and $\hat{G}(z)$ is given by (4.40).

Remark 4.1. If $\sin 2 \pi(\sigma+\eta)=0$ then parameter $\rho$ is undefined. But we can notice that the answer (4.42) does not depend on $\rho$ and is holomorphic in $\sigma$ and $\nu$, therefore it stays the same if $\sin 2 \pi(\sigma+\eta)=0$.

Remark 4.2. It was shown in [70, 72] that the variables $(8 \pi i \sigma, \eta)$ and $(8 \pi \nu, \rho)$ are Darboux coordinates for the symplectic form given by differential dw of form (2.16). In fact, one has that

$$
d \omega=8 \pi i d \sigma \wedge d \eta=8 \pi d \nu \wedge d \rho
$$

That shows Conjecture 2.1 in the setting of system (4.2).

### 4.2 Homogeneous PII equation

We are concerned with the solutions of homogeneous second Painlevé equation

$$
\begin{equation*}
\frac{d^{2} q}{d t^{2}}=2 q^{3}+t q \tag{4.43}
\end{equation*}
$$

Its interpretation as equation of isomonodromic deformations was given in Section 1.1.1. The solutions can be parametrized by the set

$$
\left\{\left(s_{1}, s_{2}, s_{3}\right):(1.9) \text { holds }\right\}
$$

The respective asymptotics and their explicit monodromy parametrization are presented in [79], [71], [38], and [49]. There are three types of behaviors at $-\infty$.

1. special behavior for $1-s_{1} s_{3}=0$

$$
q(t) \simeq \sigma \sqrt{\frac{-t}{2}} \sum_{n=0^{\infty}} b_{n}(-t)^{-\frac{3 n}{2}}-\frac{s_{1}+s_{2}}{\sqrt{\pi} 2^{\frac{7}{4}}(-t)^{\frac{1}{4}}} \exp \left(-\frac{2 \sqrt{2}}{3}(-t)^{\frac{3}{2}}\right)\left(1+O\left((-t)^{-\frac{1}{4}}\right)\right), t \rightarrow-\infty
$$ where $s_{1}=-i \sigma, \quad \sigma= \pm 1$. Solutions with such behavior are called increasing tronqué solutions or separatrix solutions.

2. singular behavior for $1-s_{1} s_{3}<0$

$$
q(t)=\frac{2 \sqrt{-t}}{a e^{i g}+b e^{-i g}+O\left((-t)^{-\frac{3}{10}}\right)}
$$

where

$$
\begin{gathered}
a=\frac{\sqrt{2 \pi} e^{\frac{\pi \beta}{2}}}{s_{1} \Gamma\left(\frac{1}{2}+i \beta\right)}, \quad b=\frac{\sqrt{2 \pi} e^{\frac{\pi \beta}{2}}}{s_{3} \Gamma\left(\frac{1}{2}-i \beta\right)}, \quad a b=1, \\
g=\frac{2}{3}(-t)^{\frac{3}{2}}+\frac{3 \beta}{2} \ln (-t)+3 \beta \ln 2-\frac{\pi}{2}, \quad \beta=\frac{1}{2 \pi} \ln \left(s_{1} s_{3}-1\right) .
\end{gathered}
$$

3. generic behavior for $\left|\arg \left(1-s_{1} s_{3}\right)\right|<\pi$

$$
\begin{array}{cl}
q(t)=a_{0,0}^{+} e^{\frac{2 i}{3}(-t)^{\frac{3}{2}}}(-t)^{\frac{3 \mu}{2}-\frac{1}{4}}+a_{0,0}^{-} e^{-\frac{2 i}{3}(-t)^{\frac{3}{2}}}(-t)^{-\frac{3 \mu}{2}-\frac{1}{4}}+O\left(|t|^{\frac{9|\mathrm{Re} \mu|}{2}-\frac{7}{4}}\right), \quad t \rightarrow-\infty, \\
\mu=-\frac{\ln \left(1-s_{1} s_{3}\right)}{2 \pi i}, & a_{0,0}^{+} a_{0,0}^{-}=\frac{i \mu}{2}, \\
a_{0,0}^{+}=\frac{\sqrt{\pi} 2^{3 \mu} e^{-\frac{i \pi \mu}{2}-\frac{i \pi}{4}}}{s_{1} \Gamma(\mu)}, & a_{0,0}^{-}=\frac{\sqrt{\pi} 2^{-3 \mu} e^{-\frac{i \pi \mu}{2}+\frac{i \pi}{4}}}{s_{3} \Gamma(-\mu)}, \tag{4.45}
\end{array}
$$

There are also three types of behaviors at $+\infty$.

1. special behavior for $s_{2}=0$

$$
q(t) \simeq \frac{i s_{1}}{2 \sqrt{\pi} t^{\frac{1}{4}}} \exp \left(-\frac{2}{3} t^{\frac{3}{2}}\right)\left(1+O\left(t^{-\frac{3}{4}}\right)\right), t \rightarrow-\infty
$$

Solutions with such behavior are called decreasing tronqué solutions or separatrix solutions.
2. singular behavior for $s_{2} \in \mathbb{R}, \quad s_{2} \neq 0$

$$
q(t)=\frac{i \varepsilon}{\sqrt{2}}\left(\frac{c e^{i h}-1+O\left(t^{-\frac{3}{4}}\right)}{c e^{i h}+1+O\left(t^{-\frac{3}{4}}\right)}\right)+O\left(t^{-\frac{3}{2}}\right)
$$

where

$$
c=\frac{\sqrt{2 \pi} e^{\frac{\pi \gamma}{2}}}{\left(1+s_{2} s_{3}\right) \Gamma\left(\frac{1}{2}+i \gamma\right)}, \quad h=\frac{2 \sqrt{2}}{3} t^{\frac{3}{2}}+\frac{3 \gamma}{2} \ln t+\frac{7 \gamma}{2} \ln 2, \quad \gamma=\frac{1}{\pi} \ln \left(\varepsilon s_{2}\right), \quad \varepsilon=\operatorname{sign} s_{2} .
$$

3. generic behavior for $\left|\arg \left(i \sigma s_{2}\right)\right|<\frac{\pi}{2}, \quad \sigma=\operatorname{sign} \operatorname{Re}\left(i s_{2}\right)= \pm 1$

$$
\begin{gather*}
\sigma q(t)=i \sqrt{\frac{t}{2}}+b_{1,1}^{+} e^{\frac{2 i \sqrt{2}}{3} t^{\frac{3}{2}}} t^{-\frac{3 \nu}{2}-\frac{1}{4}}+b_{1,1}^{-} e^{-\frac{2 i \sqrt{2}}{3} t^{\frac{3}{2}}} t^{\frac{3 \nu}{2}-\frac{1}{4}}+O\left(t^{3|\operatorname{Re} \nu|-1}\right), \quad t \rightarrow+\infty \\
\nu=\frac{\ln \left(i \sigma s_{2}\right)}{\pi i}, \quad b_{1,1}^{+} b_{1,1}^{-}=\frac{i \nu}{4 \sqrt{2}},  \tag{4.46}\\
b_{1,1}^{+}=\frac{\sqrt{\pi} 2^{-\frac{7 \nu}{2}-\frac{3}{4}} e^{\frac{i \pi \nu}{2}-\frac{i \pi}{4}}}{\left(1+s_{2} s_{3}\right) \Gamma(-\nu)}, \quad b_{1,1}^{-}=-\frac{\sqrt{\pi} 2^{\frac{7 \nu}{2}-\frac{3}{4}} e^{\frac{i \pi \nu}{2}+\frac{i \pi}{4}}}{\left(1+s_{1} s_{2}\right) \Gamma(\nu)} . \tag{4.47}
\end{gather*}
$$

Pure imaginary solutions of (4.43) were considered in Section 1.1.1. They have generic behavior at $-\infty$ and special or generic behavior at $+\infty$.

For the real solutions the symmetry conditions (1.6), (1.7) are replaced by

$$
\overline{A(\bar{z})}=\sigma_{1} A(z) \sigma_{1}
$$

and

$$
\overline{\Psi(\bar{z})}=\sigma_{1} \Phi(z) \sigma_{1}, \quad\left(\overline{S_{n}}\right)^{-1}=\sigma_{1} S_{7-n} \sigma_{1}, \quad s_{3}=\overline{s_{1}}
$$

The force field for real solutions of (4.43) is given on Figure 4.7. It provides unstable trajectory $q=0$ for positive time corresponding to special behavior and three trajectories


Figure 4.7. Force field for real solutions of homogeneous PII equation
for negative time: stable $q=0$ corresponding to generic behavior and unstable $q= \pm \sqrt{\frac{-t}{2}}$ corresponding to special behavior. Real solutions can have all three types of behavior at $-\infty$ and special or singular behavior at $+\infty$.

If $-1<i s_{1}<1$, then the real solution has generic behavior at $-\infty$ and special behavior at $+\infty$. Such solutions are called Ablowitz-Segur solutions. The formula (4.44) can be rewritten in this case as

$$
q(t)=\frac{d}{(-t)^{\frac{1}{4}}} \cos \left(\frac{2}{3}(-t)^{\frac{3}{2}}-\frac{3}{4} d^{2} \ln (-t)+\phi\right)+O\left(\frac{1}{|t|}\right), \quad t \rightarrow-\infty
$$

where

$$
d=\sqrt{-\frac{1}{\pi} \ln \left(1-\left|s_{1}\right|^{2}\right)}, \quad \phi=-\frac{\pi}{4}-\frac{3}{2} d^{2} \ln 2+\arg \left(\Gamma\left(i \frac{d^{2}}{2}\right)\right)-\arg \left(s_{1}\right)
$$

If $s_{1}= \pm i$ then the real solution has special behavior at $-\infty$ and special behavior at $+\infty$. Such solution is called Hastings-Mcleod solution.

The behavior of Ablowitz-Segur and Hastings-Mcleod solutions is illustrated on Figure 4.8.


Figure 4.8. Real solutions of homogeneous PII equation

Let us return now to the tau function. It is given by the formula

$$
\begin{equation*}
\tau\left(t_{1}, t_{2}, s_{1}, s_{2}\right)=\exp \left(\int_{t_{1}}^{t_{2}} H d t\right) \tag{4.48}
\end{equation*}
$$

where the Hamiltonian $H$ is given by

$$
\begin{equation*}
H(p, q, t)=\frac{p^{2}}{2}-\frac{q^{4}}{2}-\frac{t q^{2}}{2}, \quad p=\frac{d q}{d t} . \tag{4.49}
\end{equation*}
$$

It is the square root of tau function considered in [69].
The tau function connection constant for Ablowitz-Segur solutions was conjectured in [17] and computed in [22, 21]. The tau function connection constant for Hastings-Mcleod solution was found in $[33,4]$.

The tau function connection constant for solutions with generic asymptotics (4.44) at $-\infty$ and (4.46) at $+\infty$ was computed in [69]. We provide the derivation of this formula below.

Generic asymptotics at $-\infty$ and $+\infty$ happens under conditions

$$
\begin{equation*}
\left|\arg \left(1-s_{1} s_{3}\right)\right|<\pi, \quad\left|\arg \left(i \sigma s_{2}\right)\right|<\frac{\pi}{2}, \quad \sigma=\operatorname{sign} \operatorname{Re}\left(i s_{2}\right)= \pm 1 \tag{4.50}
\end{equation*}
$$

which imply using (4.45) and (4.47)

$$
\begin{equation*}
|\operatorname{Re} \mu|<\frac{1}{2}, \quad|\operatorname{Re} \nu|<\frac{1}{2} \tag{4.51}
\end{equation*}
$$

We will need more terms in the asymptotics of $q(t)$ for our calculations. Denote

$$
r=e^{\frac{2 i}{3}(-t)^{\frac{3}{2}}}(-t)^{\frac{3 \mu}{2}}, \quad \zeta=(-t)^{-\frac{1}{4}} .
$$

We have the following formal asymptotic expansion at $t=-\infty$ :

$$
\begin{equation*}
q(t) \simeq \sum_{l \geq k \geq 0, \epsilon= \pm} a_{k, l}^{\epsilon} r^{\epsilon(2 k+1)} \zeta^{6 l+1} . \tag{4.52}
\end{equation*}
$$

A few first terms are

$$
q(t) \simeq\left(a_{0,0}^{+} r+a_{0,0}^{-} r^{-1}\right) \zeta+\left(a_{0,1}^{+} r+a_{0,1}^{-} r^{-1}+a_{1,1}^{+} r^{3}+a_{1,1}^{-} r^{-3}\right) \zeta^{7}+\ldots,
$$

where

$$
a_{0,1}^{ \pm}=\frac{i a_{0,0}^{ \pm}\left(\mp 102 \mu^{2}+36 \mu \mp 5\right)}{48}, \quad a_{1,1}^{ \pm}=-\frac{\left(a_{0,0}^{ \pm}\right)^{3}}{4}
$$

Similarly, denoting

$$
y=e^{\frac{2 i \sqrt{2}}{3}} t^{\frac{3}{2}} t^{-\frac{3 \nu}{2}}, \quad \xi=t^{-\frac{1}{4}},
$$

we have a formal asymptotic expansion at $t=+\infty$ :

$$
\begin{equation*}
q(t) \simeq \sum_{l \geq k \geq 0, \epsilon= \pm} b_{2 k+1,6 l+1}^{\epsilon} y^{\epsilon(2 k+1)} \xi^{6 l+1}+\sum_{l \geq k \geq 0, \epsilon= \pm} b_{2 k, 6 l-2}^{\epsilon} y^{2 \epsilon k} \xi^{6 l-2} \tag{4.53}
\end{equation*}
$$

Let us record its several first terms:

$$
\begin{gathered}
\sigma q(t) \simeq \frac{i \xi^{-2}}{\sqrt{2}}+\left(b_{1,1}^{+} y+b_{1,1}^{-} y^{-1}\right) \xi+\left(b_{0,4}+b_{2,4}^{+} y^{2}+b_{2,4}^{-} y^{-2}\right) \xi^{4} \\
\quad+\left(b_{1,7}^{+} y+b_{1,7}^{-} y^{-1}+b_{3,7}^{+} y^{3}+b_{3,7}^{-} y^{-3}\right) \xi^{7}+ \\
+\left(b_{0,10}+b_{2,10}^{+} y^{2}+b_{2,10}^{-} y^{-2}+b_{4,10}^{+} y^{4}+b_{4,10}^{-} y^{-4}\right) \xi^{10}+\ldots,
\end{gathered}
$$

where

$$
\begin{gathered}
b_{0,4}=-\frac{3 \nu}{4}, \quad b_{2,4}^{ \pm}=-\frac{i \sqrt{2}}{2}\left(b_{1,1}^{ \pm}\right)^{2}, \\
b_{1,7}^{ \pm}=b_{1,1}^{ \pm} \frac{i \sqrt{2}}{6}\left(\mp \frac{51}{8} \nu^{2}-\frac{3}{2} \nu \mp \frac{17}{16}\right), \quad b_{3,7}^{ \pm}=-\frac{\left(b_{1,1}^{ \pm}\right)^{3}}{2}, \\
b_{0,10}=\frac{i \sqrt{2}}{2}\left(\frac{51}{32} \nu^{2}+\frac{1}{8}\right), \quad b_{2,10}^{ \pm}=\left(\mp \frac{17}{8} \nu^{2}-\frac{11}{8} \nu \mp \frac{41}{48}\right)\left(b_{1,1}^{ \pm}\right)^{2}, \quad b_{4,10}^{ \pm}=\frac{i \sqrt{2}}{4}\left(b_{1,1}^{ \pm}\right)^{4} .
\end{gathered}
$$

Justification of asymptotics (4.52), (4.53) can be done using the Riemann-Hilbert approach, cf [38]. Conditions (4.51) imply that these expressions are actually asymptotic expansions. Plugging them into (4.48), we get the following behavior as $t_{1} \rightarrow-\infty, t_{2} \rightarrow+\infty$

$$
\begin{equation*}
\ln \tau\left(t_{1}, t_{2}, s_{1}, s_{2}\right) \simeq \frac{t_{2}^{3}}{24}+\frac{i \sqrt{2}}{3} \nu t_{2}^{\frac{3}{2}}-\frac{\left(6 \nu^{2}+1\right)}{16} \ln t_{2}+\frac{2 i \mu}{3}\left(-t_{1}\right)^{\frac{3}{2}}+\frac{3 \mu^{2}}{4} \ln \left(-t_{1}\right)+\ln \Upsilon \tag{4.54}
\end{equation*}
$$

Our goal is to evaluate $\Upsilon$.
In Theorem 3.1 we showed the following identity

$$
\ln \tau\left(t_{1}, t_{2}, s_{1}, s_{2}\right)=\left.\left(\frac{2 t H}{3}-\frac{p q}{3}\right)\right|_{t_{1}} ^{t_{2}}+S\left(t_{1}, t_{2}, s_{1}, s_{2}\right) .
$$

Taking derivative with respect to monodromy data $s_{1}, s_{2}$ we have

$$
\frac{\partial}{\partial s_{j}} \ln \tau\left(t_{1}, t_{2}, s_{1}, s_{2}\right)=\left.\frac{\partial}{\partial s_{j}}\left(\frac{2 t H}{3}-\frac{p q}{3}\right)\right|_{t_{1}} ^{t_{2}}+\left.p \frac{\partial q}{\partial s_{j}}\right|_{t_{1}} ^{t_{2}}
$$

Therefore we can write the following representation for tau function

$$
\begin{align*}
\ln \tau\left(t_{1}, t_{2}, s_{1}, s_{2}\right) & =\ln \tau\left(t_{1}, t_{2}, 0,-i\right)+\left.\left(\left.\left(\frac{2 t H}{3}-\frac{p q}{3}\right)\right|_{t_{1}} ^{t_{2}}\right)\right|_{(0,-i)} ^{\left(s_{1}, s_{2}\right)} \\
& +\left.\int_{(0,-i)}^{\left(s_{1}, s_{2}\right)} p \frac{\partial q}{\partial s_{1}}\right|_{t_{1}} ^{t_{2}} d s_{1}+\left.p \frac{\partial q}{\partial s_{2}}\right|_{t_{1}} ^{t_{2}} d s_{2} \tag{4.55}
\end{align*}
$$

We picked the reference point $s_{1}=0, s_{2}=-i$ since it can be related to Hastings-Mcleod solution of (4.43) (see Section 4.2.1). It corresponds to $\nu=\mu=0$. As a particular case of (4.54) we have

$$
\begin{equation*}
\ln \tau\left(t_{1}, t_{2}, 0,-i\right) \sim \frac{t_{2}^{3}}{24}-\frac{1}{16} \ln t_{2}+\ln \Upsilon_{0} \tag{4.56}
\end{equation*}
$$

We will compute $\Upsilon_{0}$ in Section 4.2.1.
Now plugging (4.52), (4.53), and (4.56) in (4.55) and comparing the result with (4.54) we get

$$
\begin{equation*}
\ln \Upsilon=\ln \Upsilon_{0}-\frac{\nu^{2}}{4}+\frac{\nu}{4}+\frac{\mu^{2}}{2}+\frac{\mu}{2}+2 i \int_{(0,-i)}^{\left(s_{1}, s_{2}\right)}\left(a_{0,0}^{+} d a_{0,0}^{-}+\sqrt{2} b_{1,1}^{+} d b_{1,1}^{-}\right) \tag{4.57}
\end{equation*}
$$

Hence, our task is to evaluate the integral in the right hand side of (4.57). To this end, it is convenient to introduce new monodromy parameters $\rho$ and $\tilde{\eta}$ by the equations

$$
\begin{equation*}
\left(1+s_{1} s_{2}\right)^{-1}=e^{i \pi \rho}, \quad s_{3}^{-1}=e^{i \pi \tilde{\eta}} \tag{4.58}
\end{equation*}
$$

The parameters $\rho$ and $\tilde{\eta}$ are determined up to even integer, which will not affect our computation. We transforms the integral in (4.57) into

$$
\begin{align*}
& 2 i \int_{(0,-i)}^{\left(s_{1}, s_{2}\right)} a_{0,0}^{+} d a_{0,0}^{-}+\sqrt{2} b_{1,1}^{+} d b_{1,1}^{-}=-\int_{0}^{\mu} \mu\left(\ln a_{0,0}^{-}\right)_{\mu}^{\prime} d \mu \\
& \quad-\frac{1}{2} \int_{0}^{\nu} \nu\left(\ln b_{1,1}^{-}\right)_{\nu}^{\prime} d \nu-\frac{i \pi}{2} \int_{(0,-i)}^{\left(s_{1}, s_{2}\right)}(\nu d \rho+2 \mu d \tilde{\eta}) . \tag{4.59}
\end{align*}
$$

The first two integrals on the right can be rewritten as

$$
\begin{gathered}
\int_{0}^{\mu} \mu\left(\ln a_{0,0}^{-}\right)_{\mu}^{\prime} d \mu=-\frac{6 \ln 2+i \pi}{4} \mu^{2}-\int_{0}^{\mu} \mu d \ln \Gamma(-\mu) \\
\int_{0}^{\nu} \nu\left(\ln b_{1,1}^{-}\right)_{\nu}^{\prime} d \nu=\frac{7 \ln 2+i \pi}{4} \nu^{2}-\int_{0}^{\nu} \nu d \ln \Gamma(\nu)
\end{gathered}
$$

Using (4.32) we get

$$
\begin{align*}
& \int_{0}^{\mu} \mu\left(\ln a_{0,0}^{-}\right)_{\mu}^{\prime} d \mu=-\frac{6 \ln 2+i \pi}{4} \mu^{2}+\frac{\mu}{2}+\frac{\mu^{2}}{2}+\frac{\mu}{2} \ln (2 \pi)+\ln G(1-\mu)  \tag{4.60a}\\
& \int_{0}^{\nu} \nu\left(\ln b_{1,1}^{-}\right)_{\nu}^{\prime} d \nu=\frac{7 \ln 2+i \pi}{4} \nu^{2}+\frac{\nu}{2}-\frac{\nu^{2}}{2}+\frac{\nu}{2} \ln (2 \pi)-\ln G(1+\nu) \tag{4.60b}
\end{align*}
$$

In order to simplify the third integral, we first notice that due to cyclic relation (1.9) satisfied by the Stokes parameters we may write

$$
\begin{equation*}
\mu=-\frac{1}{2 \pi i} \ln \left(\frac{1-e^{-2 \pi i \eta}}{1-e^{i \pi(\nu-\eta)}}\right), \quad \rho=-\frac{1}{\pi i} \ln \left(\frac{1-e^{2 \pi i \nu}}{1-e^{i \pi(\nu-\eta)}}\right) \tag{4.61}
\end{equation*}
$$

where

$$
\begin{equation*}
\eta=\tilde{\eta}-\frac{\sigma}{2} \tag{4.62}
\end{equation*}
$$

That means that $\rho$ and $\mu$ can be considered as functions of $\nu$ and $\eta$. Now we can express the third integral in (4.59) in terms of dilogarithms. We have

$$
\begin{gather*}
\int_{(0,-i)}^{\left(s_{1}, s_{2}\right)}(\nu d \rho+2 \mu d \tilde{\eta})=\int_{(0,-i)}^{\left(s_{1}, s_{2}\right)}(2 \mu d \tilde{\eta}-\rho d \nu)+\nu \rho  \tag{4.63}\\
=\frac{1}{2 \pi^{2}}\left[\operatorname{Li}_{2}\left(e^{-2 i \pi \eta}\right)+\operatorname{Li}_{2}\left(e^{2 \pi i \nu}\right)-2 \operatorname{Li}_{2}\left(e^{i \pi(\nu-\eta)}\right)\right]+\nu \rho,
\end{gather*}
$$

where $\mathrm{Li}_{2}(z)$ denotes the dilogarithm function given by integral (4.34). We can check (4.63) by differentiation and using the fact that $s_{1}=0, s_{2}=-i$ corresponds to $\mu=\nu=\eta=0$. To rewrite (4.63) in terms of Barnes G-function we first notice the relations

$$
\begin{equation*}
e^{\frac{i \pi}{2}(4 \mu-\eta-\nu)}=\frac{\sin \frac{\pi(\eta-\nu)}{2}}{\sin \pi \eta}, \quad e^{\frac{i \pi}{2}(2 \rho+\eta+\nu)}=\frac{\sin \frac{\pi(\eta-\nu)}{2}}{\sin (-\pi \nu)} \tag{4.64}
\end{equation*}
$$

which can be verified with the help of (4.61). Using the classical formulae (4.38), (4.39) and (4.64) we get

$$
\begin{equation*}
\int_{(0,-i)}^{\left(s_{1}, s_{2}\right)}(\nu d \rho+2 \mu d \tilde{\eta})=\frac{i}{\pi} \ln \left(\frac{\hat{G}(\eta)}{\hat{G}(\nu)}\right)-\frac{2 i}{\pi} \ln \left(\hat{G}\left(\frac{\eta-\nu}{2}\right)\right)-\frac{\eta^{2}}{4}-\frac{\nu^{2}}{4}-\frac{\nu \eta}{2}+2 \mu \eta \tag{4.65}
\end{equation*}
$$

Plugging (4.65) and (4.60) in (4.57) and (4.59) we arrive at

$$
\begin{equation*}
\Upsilon=\Upsilon_{0} 2^{\frac{3}{2} \mu^{2}-\frac{7 \nu^{2}}{8}}(2 \pi)^{-\frac{\mu}{2}-\frac{\nu}{4}} e^{\frac{\pi i}{8}\left(\eta^{2}+2 \mu^{2}+2 \eta \nu-8 \mu \eta\right)} \frac{\sqrt{G(1-\nu) \hat{G}(\eta)}}{G(1-\mu) \hat{G}\left(\frac{\eta-\nu}{2}\right)}, \tag{4.66}
\end{equation*}
$$

The remaining task is to compute $\Upsilon_{0}$.

### 4.2.1 Asymptotic of tau function for $s_{1}=0$ and $s_{2}=-i$

Consider the transcendental Hastings-McLeod solution $u_{\text {HM }}(t)$ of (4.43). We remind that it has the following asymptotics on the real axis:

$$
u_{\mathrm{HM}}(t) \simeq \begin{cases}\sqrt{\frac{-t}{2}}+O\left((-t)^{-\frac{1}{4}} e^{-\frac{2}{3} \sqrt{2}(-t)^{\frac{3}{2}}}\right), & t \rightarrow-\infty \\ \frac{t^{-\frac{1}{4}} e^{-\frac{2}{3} t^{\frac{3}{2}}}}{2 \sqrt{\pi}}+O\left(t^{-\frac{7}{4}} e^{-\frac{2}{3} t^{\frac{3}{2}}}\right), & t \rightarrow+\infty\end{cases}
$$

Denote by $H_{\mathrm{HM}}(t)$ the corresponding Hamiltonian. Plugging the asymptotics of $u_{\mathrm{HM}}(t)$ into the definition (4.49), one finds that

$$
H_{\mathrm{HM}}(t)= \begin{cases}\frac{t^{2}}{8}-\frac{1}{16 t}+O\left((-t)^{-\frac{1}{4}} e^{-\frac{2}{3} \sqrt{2}(-t)^{\frac{3}{2}}}\right), & t \rightarrow-\infty \\ O\left(t^{-1} e^{-\frac{4}{3} t^{\frac{3}{2}}}\right), & t \rightarrow+\infty\end{cases}
$$

The rapid decay of $H_{\mathrm{HM}}$ as $t \rightarrow+\infty$ allows to normalize the tau function associated to the Hastings-McLeod solution by setting

$$
\begin{equation*}
\tau_{\mathrm{HM}}(t):=\lim _{t_{2} \rightarrow+\infty} \tau\left(t, t_{2},-i, 0\right)=\exp \left\{\int_{t}^{+\infty} H_{\mathrm{HM}}(s) d s\right\} . \tag{4.67}
\end{equation*}
$$

Its asymptotics is then given by

$$
\begin{equation*}
\tau_{\mathrm{HM}}(t) \simeq \Upsilon_{\mathrm{HM}} \cdot(-t)^{\frac{1}{16}} e^{-\frac{t^{3}}{24}}, \quad t \rightarrow-\infty, \tag{4.68}
\end{equation*}
$$

The coefficient $\Upsilon_{\mathrm{HM}}$ represents the finite part of the integral in (4.67) as $t \rightarrow-\infty$. It has been evaluated in $[34,4]$ and the result reads

$$
\begin{equation*}
\Upsilon_{\mathrm{HM}}=2^{-\frac{1}{48}} e^{-\frac{\mathrm{c}^{\prime}(-1)}{2}}, \tag{4.69}
\end{equation*}
$$

where $\zeta(s)$ denotes the Riemann zeta function. Alternatively, $\Upsilon_{\text {HM }}$ can be expressed in terms of the Glaisher-Kinkelin constant $A=e^{\frac{1}{12}-\zeta^{\prime}(-1)}$ or in terms of the special value $G\left(\frac{1}{2}\right)=2^{\frac{1}{24}} \pi^{-\frac{1}{4}} e^{\frac{3}{2} \zeta^{\prime}(-1)}$ of the Barnes function.

The Hastings-McLeod solution is associated, via the Riemann-Hilbert correspondence, to the following Stokes data:

$$
s_{1}=-i, \quad s_{2}=0, \quad s_{3}=i .
$$

These parameters do not satisfy genericity conditions (4.50), but we can use $\mathbb{Z}_{3}$-symmetry of the Riemann-Hilbert problem 1.1. More precisely, the solutions of (4.43) verify the periodicity relation

$$
u\left(t ; s_{1}, s_{2}, s_{3}\right)=e^{\frac{2 \pi i}{3}} u\left(t e^{\frac{2 \pi i}{3}} ; s_{3},-s_{1},-s_{2}\right)
$$

in which we explicitly indicate the dependence of solutions on monodromy. Introducing a "rotated" Hastings-McLeod solution

$$
\tilde{u}_{\mathrm{HM}}(t):=e^{\frac{2 \pi i}{3}} u_{\mathrm{HM}}\left(t e^{\frac{2 \pi i}{3}} ;-i, 0, i\right),
$$

one may check that $\tilde{u}_{\text {HM }}(t)$ satisfies Painlevé II equation (4.43) and corresponds to the Stokes data

$$
s_{1}=0, \quad s_{2}=-i, \quad s_{3}=-i
$$

These new parameters do satisfy the conditions (4.50) and we used them as reference point in the main part of this chapter. In the above notations, we have $\sigma=1$ and $\mu=\eta=\nu=0$, which implies that $a_{0,0}^{-}=b_{1,1}^{-}=0$. One may also rewrite $a_{0,0}^{+}, b_{1,1}^{+}$in (4.45), (4.47) as

$$
a_{0,0}^{+}=\frac{2^{3 \mu-1} e^{-\frac{3 \pi i}{4}} e^{\frac{i \pi \mu}{2}} \Gamma(1-\mu) s_{3}}{\sqrt{\pi}}, \quad b_{1,1}^{+}=\frac{2^{-\frac{7 \nu}{2}-\frac{7}{4}} e^{-\frac{3 \pi i}{4}} e^{-\frac{i \pi \nu}{2}} \Gamma(1+\nu)\left(1+s_{1} s_{2}\right)}{\sqrt{\pi}}
$$

so that for $\tilde{u}_{\mathrm{HM}}(t)=u(t ; 0,-i,-i)$ we get

$$
a_{0,0}^{+}=\frac{e^{\frac{3 \pi i}{4}}}{2 \sqrt{\pi}}, \quad b_{1,1}^{+}=\frac{2^{-\frac{7}{4}} e^{-\frac{3 \pi i}{4}}}{\sqrt{\pi}}
$$

The asymptotics of $u_{\mathrm{HM}}(t)$ may be continued inside the sectors $-\frac{\pi}{3} \leq \arg t \leq 0, \frac{2 \pi}{3} \leq \arg t \leq$ $\pi$, see [49]. We record for later use more terms in the relevant asymptotics of $H_{\mathrm{HM}}(t)$ as $|t| \rightarrow \infty:$

$$
H_{\mathrm{HM}}(t) \simeq \begin{cases}\frac{t^{2}}{8}-\frac{1}{16 t}-\frac{2^{-\frac{3}{4}} e^{-\frac{2}{3} \sqrt{2}\left(e^{-i \pi} t\right)^{\frac{3}{2}}}}{4 \sqrt{\pi}\left(e^{-i \pi} t\right)^{\frac{1}{4}}}+\frac{e^{-\frac{4}{3} \sqrt{2}\left(e^{-i \pi} t\right)^{\frac{3}{2}}}}{32 \pi t}+O\left(|t|^{-\frac{7}{4}}\right), & \arg t \in\left[\frac{2 \pi}{3}, \pi\right]  \tag{4.70}\\ \frac{e^{-\frac{4}{3} t^{\frac{3}{2}}}}{8 \pi t}+O\left(|t|^{-\frac{5}{2}}\right), \quad|t| \rightarrow \infty, & \arg t \in\left[-\frac{\pi}{3}, 0\right]\end{cases}
$$

Let $\tilde{H}_{\mathrm{HM}}(t)$ denote the Hamiltonian corresponding to the rotated solution $\tilde{u}_{\mathrm{HM}}(t)$. The tau function associated to this solution may be defined as

$$
\begin{equation*}
\tilde{\tau}_{\mathrm{HM}}(t):=\lim _{t_{1} \rightarrow-\infty} \tau\left(t_{1}, t, 0,-i\right)=\exp \left\{\int_{-\infty}^{t} \tilde{H}_{\mathrm{HM}}(s) d s\right\} . \tag{4.71}
\end{equation*}
$$

Its asymptotics contains the so far unknown coefficient $\Upsilon_{0}$ (see (4.56)):

$$
\begin{equation*}
\tilde{\tau}_{\mathrm{HM}}(t) \simeq \Upsilon_{0} t^{-\frac{1}{16}} e^{t^{\frac{3}{24}}}, \quad t \rightarrow+\infty \tag{4.72}
\end{equation*}
$$

The main idea of our computation of $\Upsilon_{0}$ is to relate the integrals (4.67) and (4.71). To this end let us substitute $e^{\frac{2 \pi i}{3}} s=y$ into (4.71) and take into account that $\tilde{H}_{\mathrm{HM}}(t)=$ $e^{\frac{2 \pi i}{3}} H_{\mathrm{HM}}\left(t e^{\frac{2 \pi i}{3}}\right)$. This yields

$$
\tilde{\tau}_{\mathrm{HM}}(t)=\exp \left\{\int_{-\infty e^{\frac{2 \pi i}{3}}}^{t e^{\frac{2 \pi i}{3}}} H_{\mathrm{HM}}(y) d y\right\},
$$

where the integral is taken along the line $e^{\frac{2 \pi i}{3}} \mathbb{R}$.
It follows from (4.68) that

$$
\ln \Upsilon_{\mathrm{HM}}=\lim _{t \rightarrow+\infty}\left(\ln \tau_{\mathrm{HM}}(-t)-\frac{t^{3}}{24}-\frac{\ln t}{16}\right)=\lim _{t \rightarrow+\infty}\left(\int_{-t}^{+\infty} H_{\mathrm{HM}}(s) d s-\frac{t^{3}}{24}-\frac{\ln t}{16}\right)
$$

Since the above integral converges, we may write for $a>0$

$$
\begin{aligned}
\ln \Upsilon_{\mathrm{HM}} & =\lim _{t \rightarrow+\infty}\left(\int_{-a}^{t} H_{\mathrm{HM}}(s) d s+\int_{-t}^{-a} H_{\mathrm{HM}}(s) d s-\frac{t^{3}}{24}-\frac{\ln t}{16}\right)= \\
& =\lim _{t \rightarrow+\infty}\left(\int_{-a}^{t} H_{\mathrm{HM}}(s) d s+\int_{-t}^{-a}\left[H_{\mathrm{HM}}(s)-\frac{s^{2}}{8}+\frac{1}{16 s}\right] d s-\frac{a^{3}}{24}-\frac{\ln a}{16}\right) .
\end{aligned}
$$

Here the branch cut for the logarithm is chosen to be the negative imaginary axis so that $-\frac{\pi}{2} \leq \arg z<\frac{3 \pi}{2}$. For $\ln \Upsilon_{0}$, one similarly obtains from (4.72)

$$
\begin{aligned}
\ln \Upsilon_{0} & =\lim _{t \rightarrow+\infty}\left(\ln \tilde{\tau}_{\mathrm{HM}}(t)-\frac{t^{3}}{24}+\frac{\ln t}{16}\right)=\lim _{t \rightarrow+\infty}\left(\int_{-\infty e^{\frac{2 \pi i}{3}}}^{t e^{\frac{2 \pi i}{3}}} H_{\mathrm{HM}}(s) d s-\frac{t^{3}}{24}+\frac{\ln t}{16}\right)= \\
& =\lim _{t \rightarrow+\infty}\left(\int_{-t e^{\frac{2 \pi i}{3}}}^{a e^{\frac{2 \pi i}{3}}} H_{\mathrm{HM}}(s) d s+\int_{a e^{\frac{2 \pi i}{3}}}^{t e^{\frac{2 \pi i}{3}}} H_{\mathrm{HM}}(s) d s-\frac{t^{3}}{24}+\frac{\ln t}{16}\right)= \\
& =\lim _{t \rightarrow+\infty}\left(\int_{-t e^{\frac{2 \pi i}{3}}}^{a e^{\frac{2 \pi i}{3}}} H_{\mathrm{HM}}(s) d s+\int_{a e^{\frac{2 \pi i}{3}}}^{t e^{\frac{2 \pi i}{3}}}\left[H_{\mathrm{HM}}(s)-\frac{s^{2}}{8}+\frac{1}{16 s}\right] d s-\frac{a^{3}}{24}+\frac{\ln a}{16}\right) .
\end{aligned}
$$

We would like to deform the contours in the two integrals so as to connect $\ln \Upsilon_{0}$ with $\ln \Upsilon_{\mathrm{HM}}$. The relevant deformations are represented in Figure 4.9.



Figure 4.9. Contour deformation for the first (left) and second (right) integral

The crucial observation is that the integrals along the contours shown in Figure 4.9 are equal to zero. The reason for their vanishing is the absense of poles in the Hastings-Mcleod solution inside the sectors $\arg t \in\left[-\frac{\pi}{3}, 0\right] \cup\left[\frac{2 \pi}{3}, \pi\right]$, see [65]. It follows that

$$
\begin{aligned}
\ln \Upsilon_{0}= & \lim _{t \rightarrow+\infty}\left\{\int_{t}^{-a} H_{\mathrm{HM}}(s) d s+\int_{-a}^{a e^{\frac{2 \pi i}{3}}} H_{\mathrm{HM}}(s) d s+\int_{t e^{-\frac{\pi i}{3}}}^{t} H_{\mathrm{HM}}(s) d s\right. \\
& +\int_{-a}^{-t}\left[H_{\mathrm{HM}}(s)-\frac{s^{2}}{8}+\frac{1}{16 s}\right] d s+\int_{a e^{\frac{2 \pi i}{3}}}^{-a}\left[H_{\mathrm{HM}}(s)-\frac{s^{2}}{8}+\frac{1}{16 s}\right] d s \\
& \left.+\int_{-t}^{t e^{\frac{2 \pi i}{3}}}\left[H_{\mathrm{HM}}(s)-\frac{s^{2}}{8}+\frac{1}{16 s}\right] d s-\frac{a^{3}}{24}+\frac{\ln a}{16}\right\}
\end{aligned}
$$

Using the asymptotics (4.70) and appropriate version of the Jordan's lemma, one may show that the limits of the integrals over two arcs of the big circle are equal to zero. Therefore we get

$$
\begin{aligned}
\ln \Upsilon_{0}=\lim _{t \rightarrow+\infty}\left\{\int_{t}^{-a} H_{\mathrm{HM}}(s) d s\right. & \left.+\int_{-a}^{-t}\left[H_{\mathrm{HM}}(s)-\frac{s^{2}}{8}+\frac{1}{16 s}\right] d s+\frac{a^{3}}{24}+\frac{\ln a}{16}+\frac{i \pi}{48}\right\} \\
& =-\ln \Upsilon_{\mathrm{HM}}+\frac{i \pi}{48}
\end{aligned}
$$

In combination with (4.69), this gives us the unknown constant in the connection coefficient (4.66)

$$
\Upsilon_{0}=2^{\frac{1}{48}} e^{\frac{\varsigma^{\prime}(-1)}{2}+\frac{i \pi}{48}} .
$$

This evaluation reproduces the numerically observed value $\Upsilon_{0} \approx 0.865+0.114 i$ and, together with (4.66) we get the following theorem

Theorem 4.2 ([69]). Under the genericity assumptions (4.50) on the monodromy data, the asymptotic of the homogeneous Painlevé II tau function as $t_{1} \rightarrow-\infty$ and $t_{2} \rightarrow+\infty$ is given by (4.54) with

$$
\begin{equation*}
\Upsilon=2^{\frac{3}{2} \mu^{2}-\frac{7 \nu^{2}}{8}}(2 \pi)^{-\frac{\mu}{2}-\frac{\nu}{4}} e^{\frac{\pi i}{8}\left(\eta^{2}+2 \mu^{2}+2 \eta \nu-8 \mu \eta\right)} \frac{\sqrt{G(1-\nu) \hat{G}(\eta)}}{G(1-\mu) \hat{G}\left(\frac{\eta-\nu}{2}\right)} 2^{\frac{1}{48}} e^{\frac{\zeta^{\prime}(-1)}{2}+\frac{i \pi}{48}}, \tag{4.73}
\end{equation*}
$$

where $\mu, \nu, \sigma$ and $\eta$ are related to Stokes parameters $s_{1}, s_{2}, s_{3}$ by (4.45), (4.47), (4.50), (4.58), (4.62), and $\hat{G}(z)$ is the combination of Barnes $G$-functions given by (4.40).

Remark 4.3. If $s_{3}=0$ then parameter $\eta$ is undefined and we can introduce another parameter $\lambda$ via $s_{1}^{-1}=e^{i \pi \tilde{\lambda}}$ and perform similar calculations. Or we can take into account asymptotic formula for the Barnes G-function
$\log G(1+z)=\frac{z^{2}}{2} \ln z-\frac{3 z^{2}}{4}+\frac{z}{2} \ln (2 \pi)-\frac{1}{12} \ln z+\frac{1}{12}-\ln A+O\left(\frac{1}{z^{2}}\right), \quad z \rightarrow \infty, \quad|\arg z|<\pi$.
Then $s_{3}=0$ means $\eta \rightarrow-i \infty, \quad \mu \rightarrow 0, \quad \mu \eta \rightarrow 0$ and we get

$$
\Upsilon=2^{-\frac{7 \nu^{2}}{8}}(2 \pi)^{\frac{\nu}{4}} e^{\frac{i \pi \nu^{2}}{8}} \sqrt{G(1-\nu)} 2^{\frac{1}{48}} e^{\frac{\zeta^{\prime}(-1)}{2}-\frac{i \pi}{48}}
$$

If $1+s_{1} s_{2}=0$ then parameter $\rho$ is undefined but the final answer (4.73) is holomorphic in $\eta$ and $\nu$, therefore it stays the same if $1+s_{1} s_{2}=0$.

Remark 4.4. It was shown in [69] that the variables $(2 \pi i \mu, \eta)$ and $(i \pi \rho, \nu)$ are Darboux coordinates for the symplectic form given by differential d $\omega$ of form (2.16). In fact, one has that

$$
d \omega=2 \pi i d \mu \wedge d \eta=\pi i d \rho \wedge d \nu
$$

That shows Conjecture 2.1 in the setting of system (1.2).

## 5. HAMILTONIAN AND SYMPLECTIC STRUCTURE OF ISOMONODROMIC DEFORMATIONS

We return to the quotient space $\mathcal{A}_{0}$ introduced in (2.14). We denote the points $f \in \mathcal{A}_{0}$ as

$$
f=\left(f_{1}, \ldots, f_{2 d}\right), \quad 2 d=\operatorname{dim} \mathcal{M}
$$

Introduce the differential $\delta$ on the space $\mathcal{A}_{0}$. Consider the form

$$
\begin{equation*}
\omega_{a}=\sum_{\nu=1, \ldots, n, \infty} \operatorname{res}_{z=a_{\nu}} \operatorname{Tr}\left(G^{(\nu)}(z)^{-1} A(z) \delta G^{(\nu)}(z)\right) \tag{5.1}
\end{equation*}
$$

Form $\delta \omega_{a}$ is closed form on $\mathcal{A}_{0}$. It was shown in [12] that for Fuchsian systems it coincides with the extension of Kirillov-Kostant symplectic structure and is nondegenerate. It also was computed in terms of monodromy data $\mathcal{M}$ using the relation to the form (2.15). Similar identification and proof of non-degeneracy for the case of systems with irregular singularities remains an open problem and we formulate it as a conjecture.

Conjecture 5.1. Form $\delta \omega_{a}$ is nondegenerate form on $\mathcal{A}_{0}$.
If this conjecture is true, then we have symplectic form $\delta \omega_{a}$ on $\mathcal{A}_{0}$. We expect that the isomonodromic deformations become Hamiltonian systems with respect to this form after proper choice of Hamiltonians.

The Hamiltonian and symplectic structure of isomonodromic deformations was studied in $[84,14,15,122,63,91,2]$. It is expected usually, that Jimbo-Miwa-Ueno tau function is the generating function for the Hamiltonians

$$
\begin{equation*}
\frac{\partial \ln \tau(\vec{t}, M)}{\partial t_{k}}=\left.H_{k}\right|_{A(z ; \vec{t}, M)} . \tag{5.2}
\end{equation*}
$$

But as we will see in Chapter 6, such statement is sensitive to the choice of symplectic form and Darboux coordinates.

As far as known to the author, there is no explicit description of the Hamiltonian and corresponding symplectic form in general isomonodromic setting. Below we provide the method to construct such Hamiltonian assuming Conjecture 5.1. We start with the formula for the form $\delta \omega_{a}$

$$
\begin{gather*}
\delta \omega_{a}=\sum_{\nu=1, \ldots, n, \infty} \operatorname{res}_{z=a_{\nu}} \operatorname{Tr}\left(\left(G^{(\nu)}\right)^{-1} \delta A \wedge \delta G^{(\nu)}\right)  \tag{5.3}\\
-\sum_{\nu=1, \ldots, n, \infty} \operatorname{res}_{z=a_{\nu}} \operatorname{Tr}\left(\left(G^{(\nu)}\right)^{-1} \delta G^{(\nu)}\left(G^{(\nu)}\right)^{-1} \wedge A \delta G^{(\nu)}\right) .
\end{gather*}
$$

Let us assume that there is a family of Hamiltonians $\left\{H_{k}\right\}_{k=1}^{\operatorname{dim} \mathcal{T}}$ with Hamiltonian vector fields $X_{H_{k}}$ defined by the formula

$$
\begin{equation*}
\iota_{X_{H_{k}}} \delta \omega_{a}=-\delta H_{k}, \quad k=1 \ldots \operatorname{dim} \mathcal{T} \tag{5.4}
\end{equation*}
$$

where $\iota$ denotes the interior product. The dynamics induced by this Hamiltonians on $\mathcal{A}_{0}$ is described by

$$
\begin{equation*}
\frac{d f}{d t_{k}}=X_{H_{k}}[f], \quad f \in \mathcal{A}_{0}, \quad k=1 \ldots \operatorname{dim} \mathcal{T} . \tag{5.5}
\end{equation*}
$$

If we turn it on we will have

$$
\begin{equation*}
\delta A\left[X_{H_{k}}\right]=\frac{d A}{d t_{k}}-\frac{\partial A}{\partial t_{k}}, \quad \delta G^{(\nu)}\left[X_{H_{k}}\right]=\frac{d G^{(\nu)}}{d t_{k}}-\frac{\partial G^{(\nu)}}{\partial t_{k}}, \quad k=1 \ldots \operatorname{dim} \mathcal{T} . \tag{5.6}
\end{equation*}
$$

Here partial derivative means differentiation only of explicit dependence of corresponding functions on times.

Introduce the following form

$$
\begin{equation*}
\Omega_{k}=\sum_{\nu} \operatorname{res}_{z=a_{\nu}} \operatorname{Tr}\left(\frac{\partial A}{\partial t_{k}} \delta G^{(\nu)}\left(G^{(\nu)}\right)^{-1}\right)-\sum_{\nu} \operatorname{res}_{z=a_{\nu}} \operatorname{Tr}\left(\frac{d\left(\delta \Theta_{\nu}\right)}{d z}\left(G^{(\nu)}\right)^{-1} \frac{\partial G^{(\nu)}}{\partial t_{k}}\right) \tag{5.7}
\end{equation*}
$$

We rewrite (5.4) in more details and get the following result.

Lemma 5.1. Assume that dynamics (5.5) induced by Hamiltonians $\left\{H_{k}\right\}_{k=1}^{\operatorname{dim} \mathcal{T}}$ is isomonodromic and is described by equations (2.20), (2.10). Then

$$
\begin{equation*}
\delta H_{k}=\Omega_{k} . \tag{5.8}
\end{equation*}
$$

Proof. Taking the interior product of the forrm (5.3) and using (5.6) we get

$$
\iota_{X_{H_{k}}} \delta \omega_{a}=I_{1}+I_{2}
$$

where

$$
\begin{aligned}
& I_{1}=\sum_{\nu} \operatorname{res}_{z=a_{\nu}} \operatorname{Tr}\left(\left(G^{(\nu)}\right)^{-1} \frac{d A}{d t_{k}} \delta G^{(\nu)}\right)-\sum_{\nu} \operatorname{res}_{z=a_{\nu}} \operatorname{Tr}\left(\left(G^{(\nu)}\right)^{-1} \delta A \frac{d G^{(\nu)}}{d t_{k}}\right) \\
&-\sum_{\nu} \operatorname{res}_{z=a_{\nu}} \operatorname{Tr}\left(\left(G^{(\nu)}\right)^{-1} \frac{d G^{(\nu)}}{d t_{k}}\left(G^{(\nu)}\right)^{-1} A \delta G^{(\nu)}\right) \\
&+\sum_{\nu} \operatorname{res}_{z=a_{\nu}} \operatorname{Tr}\left(\left(G^{(\nu)}\right)^{-1} \delta G^{(\nu)}\left(G^{(\nu)}\right)^{-1} A \frac{d G^{(\nu)}}{d t_{k}}\right), \\
& I_{2}=-\sum_{\nu} \operatorname{res}_{z=a_{\nu}} \operatorname{Tr}\left(\left(G^{(\nu)}\right)^{-1} \frac{\partial A}{\partial t_{k}} \delta G^{(\nu)}\right)+\sum_{\nu} \operatorname{res}_{z=a_{\nu}} \operatorname{Tr}\left(\left(G^{(\nu)}\right)^{-1} \delta A \frac{\partial G^{(\nu)}}{\partial t_{k}}\right) \\
&+\sum_{\nu} \operatorname{res}_{z=a_{\nu}} \operatorname{Tr}\left(\left(G^{(\nu)}\right)^{-1} \frac{\partial G^{(\nu)}}{\partial t_{k}}\left(G^{(\nu)}\right)^{-1} A \delta G^{(\nu)}\right) \\
&-\sum_{\nu} \operatorname{res}_{z=a_{\nu}} \operatorname{Tr}\left(\left(G^{(\nu)}\right)^{-1} \delta G^{(\nu)}\left(G^{(\nu)}\right)^{-1} A \frac{\partial G^{(\nu)}}{\partial t_{k}}\right) .
\end{aligned}
$$

Let us work with $I_{1}$. We apply (2.10) and get

$$
\begin{gather*}
I_{1}=\sum_{\nu} \operatorname{res}_{z=a_{\nu}} \operatorname{Tr}\left(\left(G^{(\nu)}\right)^{-1} \frac{d U_{k}}{d z} \delta G^{(\nu)}\right)+\sum_{\nu} \operatorname{res}_{z=a_{\nu}} \operatorname{Tr}\left(\left(G^{(\nu)}\right)^{-1}\left[U_{k}, A\right] \delta G^{(\nu)}\right) \\
-\sum_{\nu} \operatorname{res}_{z=a_{\nu}} \operatorname{Tr}\left(\left(G^{(\nu)}\right)^{-1} \delta A \frac{d G^{(\nu)}}{d t_{k}}\right)+\sum_{\nu} \operatorname{res}_{z=a_{\nu}} \operatorname{Tr}\left(\left[A, \frac{d G^{(\nu)}}{d t_{k}}\left(G^{(\nu)}\right)^{-1}\right] \delta G^{(\nu)}\left(G^{(\nu)}\right)^{-1}\right) . \tag{5.9}
\end{gather*}
$$

Consider the first term. We replace $U_{k}$ using (2.20)

$$
\begin{gather*}
\sum_{\nu} \operatorname{res}_{z=a_{\nu}} \operatorname{Tr}\left(\left(G^{(\nu)}\right)^{-1} \frac{d U_{k}}{d z} \delta G^{(\nu)}\right)=\sum_{\nu} \operatorname{res}_{z=a_{\nu}} \operatorname{Tr}\left(\left(G^{(\nu)}\right)^{-1} \frac{d}{d z}\left(\frac{d G^{(\nu)}}{d t_{k}}\left(G^{(\nu)}\right)^{-1}\right) \delta G^{(\nu)}\right) \\
+\sum_{\nu} \operatorname{res}_{z=a_{\nu}} \operatorname{Tr}\left(\left(G^{(\nu)}\right)^{-1} \frac{d}{d z}\left(G^{(\nu)} \frac{d \Theta_{\nu}}{d t_{k}}\left(G^{(\nu)}\right)^{-1}\right) \delta G^{(\nu)}\right) \tag{5.10}
\end{gather*}
$$

Since $G^{(\nu)}$ is regular near $a_{\nu}$ the first term on the right hand side is zero. The second term we integrate by parts using (2.22). Taking into account (2.18) we have

$$
\begin{gather*}
\sum_{\nu} \operatorname{res}_{z=a_{\nu}} \operatorname{Tr}\left(\left(G^{(\nu)}\right)^{-1} \frac{d}{d z}\left(G^{(\nu)} \frac{d \Theta_{\nu}}{d t_{k}}\left(G^{(\nu)}\right)^{-1}\right) \delta G^{(\nu)}\right)= \\
\sum_{\nu} \operatorname{res}_{z=a_{\nu}} \operatorname{Tr}\left(\left(G^{(\nu)}\right)^{-1} A G^{(\nu)} \frac{d \Theta_{\nu}}{d t_{k}}\left(G^{(\nu)}\right)^{-1} \delta G^{(\nu)}\right) \\
-\sum_{\nu} \operatorname{res}_{z=a_{\nu}} \operatorname{Tr}\left(\frac{d \Theta_{\nu}}{d z} \frac{d \Theta_{\nu}}{d t_{k}}\left(G^{(\nu)}\right)^{-1} \delta G^{(\nu)}\right)-\sum_{\nu} \operatorname{res}_{z=a_{\nu}} \operatorname{Tr}\left(\frac{d \Theta_{\nu}}{d t_{k}}\left(G^{(\nu)}\right)^{-1} \frac{d}{d z}\left(\delta G^{(\nu)}\right)\right) . \tag{5.11}
\end{gather*}
$$

We can use (2.18) again to write

$$
\frac{d}{d z}\left(\delta G^{(\nu)}\right)=\delta A G^{(\nu)}+A \delta G^{(\nu)}-\delta G^{(\nu)} \frac{d \Theta_{\nu}}{d z}-G^{(\nu)} \frac{d}{d z}\left(\delta \Theta_{\nu}\right)
$$

Therefore we have

$$
\begin{gather*}
-\sum_{\nu} \operatorname{res}_{z=a_{\nu}} \operatorname{Tr}\left(\frac{d \Theta_{\nu}}{d t_{k}}\left(G^{(\nu)}\right)^{-1} \frac{d}{d z}\left(\delta G^{(\nu)}\right)\right)=-\sum_{\nu} \operatorname{res}_{z=a_{\nu}} \operatorname{Tr}\left(\frac{d \Theta_{\nu}}{d t_{k}}\left(G^{(\nu)}\right)^{-1} \delta A G^{(\nu)}\right) \\
-\sum_{\nu} \operatorname{res}_{z=a_{\nu}} \operatorname{Tr}\left(\frac{d \Theta_{\nu}}{d t_{k}}\left(G^{(\nu)}\right)^{-1} A \delta G^{(\nu)}\right)+\sum_{\nu} \operatorname{res}_{z=a_{\nu}} \operatorname{Tr}\left(\frac{d \Theta_{\nu}}{d t_{k}}\left(G^{(\nu)}\right)^{-1} \delta G^{(\nu)} \frac{d \Theta_{\nu}}{d z}\right) \\
+\sum_{\nu} \operatorname{res}_{z=a_{\nu}} \operatorname{Tr}\left(\frac{d \Theta_{\nu}}{d t_{k}} \frac{d}{d z}\left(\delta \Theta_{\nu}\right)\right) . \tag{5.12}
\end{gather*}
$$

The last term here has pole at least of order 2 and therefore vanishes.
Now combining (5.10), (5.11), (5.12) we can write

$$
\begin{gather*}
\sum_{\nu} \operatorname{res}_{z=a_{\nu}} \operatorname{Tr}\left(\left(G^{(\nu)}\right)^{-1} \frac{d U_{k}}{d z} \delta G^{(\nu)}\right)=-\sum_{\nu} \operatorname{res}_{z=a_{\nu}} \operatorname{Tr}\left(\delta\left(\frac{d \Theta_{\nu}}{d t_{k}}\left(G^{(\nu)}\right)^{-1} A G^{(\nu)}\right)\right) \\
+\sum_{\nu} \operatorname{res}_{z=a_{\nu}} \operatorname{Tr}\left(\frac{d}{d t_{k}}\left(\delta \Theta_{\nu}\right)\left(G^{(\nu)}\right)^{-1} A G^{(\nu)}\right) \tag{5.13}
\end{gather*}
$$

We use (2.20) in the first term on the right hand side and get

$$
\begin{align*}
-\sum_{\nu} \operatorname{res}_{z=a_{\nu}} \operatorname{Tr} & \left(\delta\left(\frac{d \Theta_{\nu}}{d t_{k}}\left(G^{(\nu)}\right)^{-1} A G^{(\nu)}\right)\right)=-\sum_{\nu} \operatorname{res}_{z=a_{\nu}} \operatorname{Tr}\left(\delta\left(U_{k} A\right)\right) \\
& +\sum_{\nu} \operatorname{res}_{z=a_{\nu}} \operatorname{Tr}\left(\delta\left(\frac{d G^{(\nu)}}{d t_{k}}\left(G^{(\nu)}\right)^{-1} A\right)\right) \tag{5.14}
\end{align*}
$$

The first term here is zero, since $\delta U_{k} A$ is the rational function and sum of its residues is zero. To simplify second term we take $\delta$ of (2.20). We get

$$
\delta\left(\frac{d G^{(\nu)}}{d t_{k}}\right)=\delta U_{k} G^{(\nu)}+U_{k} \delta G^{(\nu)}-\delta G^{(\nu)} \frac{d \Theta_{\nu}}{d t_{k}}-G^{(\nu)} \delta\left(\frac{d \Theta_{\nu}}{d t_{k}}\right)
$$

Replacing here $\frac{d \Theta_{\nu}}{d t_{k}}$ in the third term according to (2.20) we get
$\delta\left(\frac{d G^{(\nu)}}{d t_{k}}\right)=\delta U_{k} G^{(\nu)}+U_{k} \delta G^{(\nu)}-\delta G^{(\nu)}\left(G^{(\nu)}\right)^{-1} U_{k} G^{(\nu)}+\delta G^{(\nu)}\left(G^{(\nu)}\right)^{-1} \frac{d G^{(\nu)}}{d t_{k}}-G^{(\nu)} \delta\left(\frac{d \Theta_{\nu}}{d t_{k}}\right)$.
Using this formula, (5.13) and (5.14) we have

$$
\begin{aligned}
& \sum_{\nu} \operatorname{res}_{z=a_{\nu}} \operatorname{Tr}\left(\left(G^{(\nu)}\right)^{-1} \frac{d U_{k}}{d z} \delta G^{(\nu)}\right)=\sum_{\nu} \operatorname{res}_{z=a_{\nu}} \operatorname{Tr}\left(\frac{d G^{(\nu)}}{d t_{k}}\left(G^{(\nu)}\right)^{-1} \delta A\right) \\
& +\sum_{\nu} \operatorname{res}_{z=a_{\nu}} \operatorname{Tr}\left(A \delta U_{k}\right)+\sum_{\nu} \operatorname{res}_{z=a_{\nu}} \operatorname{Tr}\left(\left[A, U_{k}\right] \delta G^{(\nu)}\left(G^{(\nu)}\right)^{-1}\right) \\
& \quad+\sum_{\nu} \operatorname{res}_{z=a_{\nu}} \operatorname{Tr}\left(\left[\frac{d G^{(\nu)}}{d t_{k}}\left(G^{(\nu)}\right)^{-1}, A\right] \delta G^{(\nu)}\left(G^{(\nu)}\right)^{-1}\right) .
\end{aligned}
$$

The second term here is zero since $A \delta U_{k}$ is rational function on $z$. Plugging this formula in (5.9) we get $I_{1}=0$.

Let us work now with $I_{2}$. Using (2.18) we can write

$$
\begin{align*}
\delta A= & \delta G^{(\nu)} \frac{d \Theta_{\nu}}{d z}\left(G^{(\nu)}\right)^{-1}-G^{(\nu)} \frac{d \Theta_{\nu}}{d z}\left(G^{(\nu)}\right)^{-1} \delta G^{(\nu)}\left(G^{(\nu)}\right)^{-1} \\
& +G^{(\nu)} \frac{d}{d z}\left(\delta \Theta_{\nu}\right)\left(G^{(\nu)}\right)^{-1}+\delta\left(\frac{d G^{(\nu)}}{d z}\left(G^{(\nu)}\right)^{-1}\right) \tag{5.15}
\end{align*}
$$

Using (2.18) and (5.15) we get rid of $A$ and $\delta A$ in $I_{2}$. We have

$$
\begin{aligned}
I_{2}=- & \sum_{\nu} \operatorname{res}_{z=a_{\nu}} \operatorname{Tr}\left(\left(G^{(\nu)}\right)^{-1} \frac{\partial A}{\partial t_{k}} \delta G^{(\nu)}\right)+\sum_{\nu} \operatorname{res}_{z=a_{\nu}} \operatorname{Tr}\left(\frac{d\left(\delta \Theta_{\nu}\right)}{d z}\left(G^{(\nu)}\right)^{-1} \frac{\partial G^{(\nu)}}{\partial t_{k}}\right) \\
& +\sum_{\nu} \operatorname{res}_{z=a_{\nu}} \operatorname{Tr}\left(\delta\left(\frac{d G^{(\nu)}}{d z}\left(G^{(\nu)}\right)^{-1}\right) \frac{\partial G^{(\nu)}}{\partial t_{k}}\left(G^{(\nu)}\right)^{-1}\right) \\
& +\sum_{\nu} \operatorname{res}_{z=a_{\nu}} \operatorname{Tr}\left(\frac{d G^{(\nu)}}{d z}\left(G^{(\nu)}\right)^{-1}\left[\delta G^{(\nu)}\left(G^{(\nu)}\right)^{-1}, \frac{\partial G^{(\nu)}}{\partial t_{k}}\left(G^{(\nu)}\right)^{-1}\right]\right)
\end{aligned}
$$

The last two terms here are zero, since $G^{(\nu)}$ is regular near $a_{\nu}$. Using (5.4) we now get (5.8).

This result allows us to formulate the conjecture
Conjecture 5.2. Form $\Omega_{k}$ given by (5.7) is exact.
If this conjecture holds, it provides the formula for Hamiltonians in general case. Below in Chapter 6 we check Conjecture 5.2 and Conjecture 5.1 for Painlevé equations.

## 6. ISOMONODROMIC SETTING OF PAINLEVÉ EQUATIONS

### 6.1 PI equation

The linear system associated with the first Painlevé equation is the $2 \times 2$ matrix ODE with one irregular singular point of Poincaré rank 5 at $z=\infty$ and with one Fuchsian singular point at $z=0$,

$$
\begin{equation*}
\frac{d \Phi}{d z}=A(z) \Phi, \quad A(z)=A_{\infty,-5} z^{4}+A_{\infty,-3} z^{2}+A_{\infty,-2} z+A_{\infty,-1}+\frac{A_{0,0}}{z} \tag{6.1}
\end{equation*}
$$

The matrix coefficients are,

$$
\begin{gathered}
A_{\infty,-5}=\left(\begin{array}{cc}
4 & 0 \\
0 & -4
\end{array}\right), \quad A_{\infty,-3}=\left(\begin{array}{cc}
0 & -4 u \\
4 u & 0
\end{array}\right), \quad A_{\infty,-2}=\left(\begin{array}{cc}
0 & -v \\
-v & 0
\end{array}\right) \\
A_{\infty,-1}=\left(\begin{array}{cc}
2 u^{2}+x & -2 u^{2}-x \\
2 u^{2}+x & -2 u^{2}-x
\end{array}\right), \quad A_{0,0}=-\frac{1}{2}\left(\begin{array}{cc}
0 & 1 \\
1 & 0
\end{array}\right)
\end{gathered}
$$

and so that the space $\mathcal{A}$ is parametrized by $v, u$, and $t$,

$$
\mathcal{A}=\{(v, u, x)\} .
$$

It is not generic system with one irregular singular point of Poincaré rank 5 at $z=\infty$ and with one Fuchsian singular point at $z=0$ and dimension of $\mathcal{A}$ is not given by the formula (2.2).

The formal solution at $z=\infty$ is given by the series,

$$
\begin{equation*}
\Phi_{\mathrm{form}}(z)=\left(I+\frac{g_{1}}{z}+\frac{g_{2}}{z^{2}}+\frac{g_{3}}{z^{3}}+\frac{g_{4}}{z^{4}}+\frac{g_{5}}{z^{5}}+O\left(\frac{1}{z^{6}}\right)\right) e^{\Theta(z)}, \quad \Theta(z)=\sigma_{3}\left(\frac{4 z^{5}}{5}+x z\right) \tag{6.2}
\end{equation*}
$$

with the explicit formulae for the first five coefficient matrices $g_{k}$ given by the equations,

$$
g_{1}=\frac{1}{2}\left(\begin{array}{cc}
-H & 0  \tag{6.3}\\
0 & H
\end{array}\right), \quad g_{2}=\left(\begin{array}{cc}
\frac{H^{2}}{8} & \frac{u}{2} \\
\frac{u}{2} & \frac{H^{2}}{8}
\end{array}\right), \quad g_{3}=\left(\begin{array}{cc}
-\frac{H^{3}}{48}-\frac{v-x^{2}}{24} & \frac{u H}{4}+\frac{v}{8} \\
-\frac{u H}{4}-\frac{v}{8} & \frac{H^{3}}{48}+\frac{v-x^{2}}{24}
\end{array}\right),
$$

$$
\begin{gather*}
g_{4}=\left(\begin{array}{cc}
\frac{H^{4}}{384}+\frac{v-x^{2}}{48} H+\frac{u^{2}}{8} & \frac{u H^{2}}{16}+\frac{v H}{16}+\frac{2 u^{2}+x}{8} \\
\frac{u H^{2}}{16}+\frac{v H}{16}+\frac{2 u^{2}+x}{8} & \frac{H^{4}}{384}+\frac{v-x^{2}}{48} H+\frac{u^{2}}{8}
\end{array}\right),  \tag{6.4}\\
g_{5}=\left(\begin{array}{cl}
-\frac{H^{5}}{3840}-\frac{v-x^{2}}{192} H^{2}-\frac{5 u^{2}-2 x}{80} H-\frac{2 v u+1}{160} & \frac{u H^{3}}{96}+\frac{v H^{2}}{64}+\frac{2 u^{2}+x}{16} H+\frac{v-x^{2}}{48} u+\frac{1}{16} \\
-\frac{u H^{3}}{96}-\frac{v H^{2}}{64}-\frac{2 u^{2}+x}{16} H-\frac{v-x^{2}}{48} u-\frac{1}{16} & \frac{H^{5}}{3840}+\frac{v-x^{2}}{192} H^{2}+\frac{5 u^{2}-2 x}{80} H+\frac{2 v u+1}{160}
\end{array}\right) . \tag{6.5}
\end{gather*}
$$

where

$$
\begin{equation*}
H=\frac{v^{2}}{4}-4 u^{3}-2 x u \tag{6.6}
\end{equation*}
$$

The Fuchsian point $z=0$ is a resonant point and hence the generic theory outlined in the Section 2.1 is not applicable. In fact, the behavior of the solution $\Phi(z)$ at $z=0$ is given by the formula [87],

$$
\Phi(z)=\left(\begin{array}{cc}
1 & \frac{1}{2} \\
1 & -\frac{1}{2}
\end{array}\right) z^{-\frac{1}{2} \sigma_{3}} \hat{\Phi}(z)
$$

where $\hat{\Phi}(z)$ is holomorphic and invertible at $z=0$.
The isomonodromic deformation of system (6.14) with respect to parameter $t$ yields the linear matrix differential equation

$$
\begin{gather*}
\frac{d \Phi}{d x}=U(z) \Phi, \\
U_{1}=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right), \quad U_{-1}=\left(\begin{array}{cc}
u & -u \\
u & -u
\end{array}\right) \tag{6.7}
\end{gather*}
$$

The compatibility condition of (6.1) and (6.7) yields the system of ODEs

$$
\begin{gather*}
\frac{d u}{d x}=\frac{v}{2}  \tag{6.8}\\
\frac{d v}{d x}=12 u^{2}+2 x
\end{gather*}
$$

which is equivalent to the PI equation.
We are passing now to the forms $\omega_{\text {JMU }}$ and $\omega$ corresponding to the Painlevé I system (6.1). Because $z=0$ is the resonant Fuchsian point we strictly speaking can not use the definitions (2.12) and (2.16) for the forms $\omega_{\text {JMU }}$ and $\omega$. However, following [87], we take (2.12) and (2.16), where the undefined contribution of the resonant point $z=0$ simply ignored, as the definitions of these forms in the case of the Painlevé I equations, i.e. we put

$$
\begin{equation*}
\omega_{\mathrm{JMU}}=-\operatorname{res}_{z=\infty} \operatorname{Tr}\left(G^{-1}(z) \frac{d G(z)}{d z} \frac{d \Theta(z)}{d t}\right) d t \tag{6.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\omega=\operatorname{res}_{z=\infty} \operatorname{Tr}\left(A(z) d G(z) G(z)^{-1}\right), \tag{6.10}
\end{equation*}
$$

where $G(z)$ and $\Theta(z)$ are the series and the exponent from (6.2). We obtain from (6.9) at once that

$$
\omega_{\mathrm{JMU}} \equiv \frac{d \ln \tau}{d x} d x=H d x
$$

The form $\omega$ needs more work.
Introduce the matrix coefficients $h_{j}$ of the series inverse to the series (6.2),

$$
\begin{equation*}
\left(I+\frac{h_{1}}{z}+\frac{h_{2}}{z^{2}}+\frac{h_{3}}{z^{3}}+\frac{h_{4}}{z^{4}}+O\left(\frac{1}{z^{5}}\right)\right)=\left(I+\frac{g_{1}}{z}+\frac{g_{2}}{z^{2}}+\frac{g_{3}}{z^{3}}+\frac{g_{4}}{z^{4}}+\frac{g_{5}}{z^{5}}+O\left(\frac{1}{z^{6}}\right)\right)^{-1} . \tag{6.11}
\end{equation*}
$$

We have for the first four coefficients the relations,

$$
\begin{gathered}
h_{1}=-g_{1}, \quad h_{2}=-g_{2}+g_{1}^{2}, \quad h_{3}=-g_{3}+g_{2} g_{1}+g_{1} g_{2}-g_{1}^{3} \\
h_{4}=-g_{4}+g_{3} g_{1}+g_{1} g_{3}+g_{2}^{2}-g_{2} g_{1}^{2}-g_{1} g_{2} g_{1}-g_{1}^{2} g_{2}+g_{1}^{4}
\end{gathered}
$$

Plugging (6.11) and (6.2) into (6.10) we arrive at the formula,

$$
\begin{gathered}
\omega=\operatorname{Tr}\left(-A_{4}\left(h_{4} d g_{1}+h_{3} d g_{2}+h_{2} d g_{3}+h_{1} d g_{4}+d g_{5}\right)-A_{2}\left(h_{2} d g_{1}+h_{1} d g_{2}+d g_{3}\right)\right. \\
\left.-A_{1}\left(h_{1} d g_{1}+d g_{2}\right)-A_{0} d g_{1}\right) .
\end{gathered}
$$

Using (6.3)-(6.5) we get after (quite a lot of) simplifications

$$
\omega=\frac{3}{5} v d u-\frac{2}{5} u d v-\frac{1}{5} H d x+\frac{4}{5} x d H,
$$

and properly combining the terms,

$$
\begin{equation*}
\omega=\left[v d u-H d x+d\left(\frac{4 H x}{5}-\frac{2 v u}{5}\right)\right] . \tag{6.12}
\end{equation*}
$$

Equation (6.12) proves Conjecture 2.2, in the case of the $2 \times 2$ system (6.1) and gives the explicit formula for $G(v, u, x)$,

$$
G(v, u, x)=\frac{1}{5}(4 H x-2 v u) .
$$

The corresponding equation (2.32) is

$$
\frac{d \ln \tau}{d x}=\left(v \frac{d u}{d x}-H\right)+\frac{1}{5} \frac{d}{d x}(4 H x-2 v u)
$$

and, of course, can be easily checked directly.
Let us show now the Conjecture 5.1. Plugging (6.11) and (6.2) into (5.1) we arrive at the formula,

$$
\begin{gathered}
\omega_{a}=\operatorname{Tr}\left(-A_{\infty,-5}\left(h_{4} \delta g_{1}+h_{3} \delta g_{2}+h_{2} \delta g_{3}+h_{1} \delta g_{4}+\delta g_{5}\right)-A_{\infty,-3}\left(h_{2} \delta g_{1}+h_{1} \delta g_{2}+\delta g_{3}\right)\right. \\
\left.-A_{\infty,-2}\left(h_{1} \delta g_{1}+\delta g_{2}\right)-A_{\infty,-1} \delta g_{1}\right) .
\end{gathered}
$$

Using (6.3)-(6.5) we get again

$$
\omega_{a}=\frac{3}{5} v \delta u-\frac{2}{5} u \delta v+\frac{4}{5} x \delta H .
$$

After taking differential $\delta$ it becomes nondegenerate 2-form

$$
\begin{equation*}
\delta \omega_{a}=\delta v \wedge \delta u \tag{6.13}
\end{equation*}
$$

That shows Conjecture 5.1.
For the form (5.7) we have

$$
\Omega=\operatorname{Tr}\left(-\frac{\partial A_{\infty,-1}}{\partial x} \delta g_{1}\right)=\delta H,
$$

with $H$ given by (6.6). That means that Conjecture 5.2 holds. We can easily check that system (6.8) is Hamiltonian system with symplectic form (6.13) and the Hamiltonian (6.6).

### 6.2 PII equation

According to [76], the second Painlevé equation describes the isomonodromic deformations of the $2 \times 2$ linear system having only one irregular singular point at $z=\infty$ of the Poincaré rank 3.

$$
\begin{gather*}
\frac{d \Phi}{d z}=A(z) \Phi, \quad A(z)=A_{-3} z^{2}+A_{-2} z+A_{-1} . \\
A_{-3}=\sigma_{3}, \quad A_{-2}=\left(\begin{array}{cc}
0 & k \\
-\frac{2 v}{k} & 0
\end{array}\right), \quad A_{-1}=\left(\begin{array}{cc}
v+\frac{x}{2} & -k u \\
-\frac{2}{k}(\theta+v u) & -v-\frac{x}{2}
\end{array}\right) . \tag{6.14}
\end{gather*}
$$

This representation is differs from the one considered in the introduction (see [48]). The complex parameters $v, u, k, \theta$, and $x$ can be taken as the original coordinates on the corresponding space $\mathcal{A}$. Its dimension is given by (2.2).

$$
\mathcal{A}=\{(v, u, k, \theta, x)\}
$$

The formal solution of system (6.14) at its only (irregular) singular point, $z=\infty$, has the structure

$$
\begin{equation*}
\Phi_{\text {form }}(z) \simeq\left(I+\sum_{m=1}^{\infty} g_{m} z^{-m}\right) \exp \left(\sigma_{3}\left(\frac{z^{3}}{3}+\frac{x z}{2}-\theta \ln z\right)\right), \quad z \rightarrow \infty \tag{6.15}
\end{equation*}
$$

with the first three matrix coefficients $g_{k}, k=1,2,3$ given by the explicit formulae,

$$
\begin{gather*}
g_{1}=\left(\begin{array}{cc}
-H & -\frac{k}{2} \\
-\frac{v}{k} & H
\end{array}\right)  \tag{6.16}\\
g_{2}=\left(\begin{array}{cc}
\frac{H^{2}}{2}+\frac{v}{4}-\frac{x \theta}{4} & -\frac{k H}{2}+\frac{k u}{2} \\
\frac{v H}{k}-\frac{v u}{k}-\frac{\theta}{k} & \frac{H^{2}}{2}+\frac{v}{4}+\frac{x \theta}{4}
\end{array}\right),  \tag{6.17}\\
g_{3}=\left(\begin{array}{cc}
-\frac{H^{3}}{6}-\frac{H v}{4}+\frac{H x}{6}+\frac{H x \theta}{4}+\frac{v u}{6}+\frac{\theta^{2}}{6}+\frac{\theta}{3} & -\frac{k H^{2}}{4}+\frac{k u H}{2}+\frac{k v}{8}+\frac{k x}{4}-\frac{k x \theta}{8} \\
-\frac{v H^{2}}{2 k}+\frac{H v u}{k}+\frac{H \theta}{k}+\frac{v^{2}}{4 k}+\frac{v x \theta}{4 k}+\frac{v x}{2 k} & \frac{H^{3}}{6}+\frac{H v}{4}-\frac{H x}{6}+\frac{H x \theta}{4}-\frac{v u}{6}-\frac{\theta^{2}}{6}+\frac{\theta}{6}
\end{array}\right), \tag{6.18}
\end{gather*}
$$

where

$$
\begin{equation*}
H=\frac{v^{2}}{2}+v u^{2}+\frac{v x}{2}+u \theta \tag{6.19}
\end{equation*}
$$

The isomonodromic deformation of system (6.14) with respect to parameter $t$ yields the linear matrix differential equation

$$
\begin{align*}
\frac{d \Phi}{d x} & =U(z) \Phi, \quad U(z)=U_{1} z+U_{0} \\
U_{1} & =\frac{1}{2} \sigma_{3}, \quad U_{0}=\frac{1}{2}\left(\begin{array}{cc}
0 & k \\
-\frac{2 v}{k} & 0
\end{array}\right) . \tag{6.20}
\end{align*}
$$

The compatibility condition of (6.20) and (6.14) reads

$$
\begin{gather*}
\frac{d u}{d x}=v+u^{2}+\frac{x}{2} \\
\frac{d v}{d x}=-2 v u-\theta,  \tag{6.21}\\
\frac{d k}{d x}=-k u \\
\frac{d \theta}{d x}=0
\end{gather*}
$$

The last equation of this system is just the statement that $\theta$, as the part of the monodromy data, is constant. The third equation gives $\ln k(x)$ as the antiderivative of $-u(x)$. The first
two first order differential equations are equivalent to one second order differential equation, indeed, the PII equation, with $\alpha=\frac{1}{2}-\theta$.

Let us now discuss the forms $\omega_{\text {JMU }}$ and $\omega$ corresponding to (6.14). The linear system (6.14) has only $\infty$ as its singular point. Therefore, the general definition (2.12) of the form $\omega_{\text {JMU }}$ transforms to the equation,

$$
\omega_{\mathrm{JMU}}=-\operatorname{res}_{z=\infty} \operatorname{Tr}\left(G^{-1}(z) \frac{d G(z)}{d z} \frac{d \Theta(z)}{d x}\right) d x
$$

Plugging (6.15) at the right hand side we arrive at the formulae,

$$
\omega_{\mathrm{JMU}}=-\operatorname{Tr}\left(\frac{1}{2} g_{1} \sigma_{3}\right)
$$

or, taking into account (6.16) (cf. (5.2),

$$
\omega_{\mathrm{JMU}} \equiv \frac{d \ln \tau}{d x} d x=H d x
$$

Similarly, the general definition (2.16) of the form $\omega$ transforms to the equation,

$$
\begin{equation*}
\omega=\operatorname{res}_{z=\infty} \operatorname{Tr}\left(A(z) d G(z) G(z)^{-1}\right) . \tag{6.22}
\end{equation*}
$$

Plugging (6.15) into (6.22) we arrive at the formula,

$$
\omega=\operatorname{Tr}\left(A_{2} d g_{3}-A_{2} d g_{2} g_{1}-A_{2} d g_{1} g_{2}+A_{2} d g_{1} g_{1}^{2}+A_{1} d g_{2}-A_{1} d g_{1} g_{1}+A_{0} d g_{1}\right)
$$

Now, it is more involved to plug (6.16) - (6.18) into the right hand side of the last equation. However, after performing some algebra, the final expression comes out rather simple,

$$
\omega=-\frac{1}{3} u d v+\frac{2}{3} v d u-\theta \frac{d k}{k}+\frac{2}{3} x d H-\frac{1}{3} H d x-\frac{2 \theta-1}{3} d \theta,
$$

and can be in turn easily transformed to the equation,

$$
\omega=v d u-H d x+d\left(\frac{2}{3} H x-\frac{1}{3} v u-\theta \ln k-\frac{\theta^{2}}{3}+\frac{\theta}{3}\right)+\ln k d \theta
$$

or, using the definition of the canonical coordinates,

$$
p_{1}=v, \quad q_{1}=u, \quad p_{2}=\ln k, \quad q_{2}=\theta
$$

we can write

$$
\begin{equation*}
\omega=p_{1} d q_{1}+p_{2} d q_{2}-H d x+d\left(\frac{2}{3} H x-\frac{1}{3} p_{1} q_{1}-p_{2} q_{2}-\frac{q_{2}^{2}}{3}+\frac{q_{2}}{3}\right) . \tag{6.23}
\end{equation*}
$$

Equation (6.23) proves Conjecture 2.2 in the case of the $2 \times 2$ system (6.14). Indeed, this is exactly the formula (2.31) with the specification

$$
G\left(p_{1}, q_{1}, p_{2}, q_{2}, x\right)=\frac{2}{3} H x-\frac{1}{3} p_{1} q_{1}-p_{2} q_{2}-\frac{q_{2}^{2}}{3}+\frac{q_{2}}{3} .
$$

The corresponding equation (2.32) is

$$
\begin{aligned}
\frac{d \ln \tau}{d x} & =v \frac{d u}{d x}-H+\frac{d}{d x}\left(\frac{2}{3} H x-\frac{1}{3} u v-\theta \ln k\right) \\
& =v \frac{d u}{d x}-H+\frac{d}{d x}\left(\frac{2}{3} H x-\frac{1}{3} u v\right)+\theta q
\end{aligned}
$$

We want to interpret (6.21) as Hamiltonian system using Conjectures 5.1, 5.2. Plugging (6.15) into (5.1) we arrive at the formula,

$$
\omega_{a}=\operatorname{Tr}\left(A_{-3} \delta g_{3}-A_{-3} \delta g_{2} g_{1}-A_{-3} \delta g_{1} g_{2}+A_{-3} \delta g_{1} g_{1}^{2}+A_{-2} \delta g_{2}-A_{-2} \delta g_{1} g_{1}+A_{-1} \delta g_{1}\right)
$$

Now, it is more involved to plug (6.16) - (6.18) into the right hand side of the last equation. However, after performing some algebra, the final expression comes out rather simple,

$$
\omega_{a}=-\frac{1}{3} u \delta v+\frac{2}{3} v \delta u-\theta \frac{\delta k}{k}+\frac{2}{3} x \delta H-\frac{2 \theta-1}{3} \delta \theta,
$$

We take differential $\delta$ and we get

$$
\begin{equation*}
\delta \omega_{a}=\delta v \wedge \delta u+\delta(\ln k) \wedge \delta \theta \tag{6.24}
\end{equation*}
$$

Therefore Conjecture 5.1 holds. Now for the form (5.7) we have

$$
\Omega=\operatorname{Tr}\left(-\frac{\partial A_{-1}}{\partial x} \delta g_{1}\right)=\delta H
$$

with $H$ given by (6.19). That means that Conjecture 5.2 holds. We can easily check that system (6.21) is Hamiltonian system with symplectic form (6.24) and the Hamiltonian (6.19).

### 6.3 PIII(D6) equation

The linear system associated with the third Painlevé equation we take again from [76]. This is the system

$$
\begin{equation*}
\frac{d \Phi}{d z}=A(z) \Phi, \quad A(z)=\frac{A_{0,-1}}{z^{2}}+\frac{A_{0,0}}{z}+A_{\infty,-1} \tag{6.25}
\end{equation*}
$$

with

$$
\begin{gathered}
A_{\infty,-1}=\frac{1}{2}\left(\begin{array}{cc}
x & 0 \\
0 & -x
\end{array}\right), \quad A_{0,0}=\left(\begin{array}{cc}
-\theta_{\infty} & -u k x \\
\frac{v u(x-v)}{k x}+\frac{\theta_{0}+\theta_{\infty}}{k}-\frac{2 \theta_{\infty} v}{k x} & \theta_{\infty}
\end{array}\right) \\
A_{0,-1}=\left(\begin{array}{cc}
v-\frac{x}{2} & -k x \\
\frac{v(v-x)}{k x} & -v+\frac{x}{2}
\end{array}\right) .
\end{gathered}
$$

The system has two irregular singular points at $z=\infty$ and $z=0$, both of the Poincaré rank 1.

The corresponding formal solutions are:

$$
\begin{equation*}
\Phi_{\text {form }}^{(\infty)}(z)=\left(I+\frac{g_{\infty, 1}}{z}+O\left(\frac{1}{z^{2}}\right)\right) e^{\Theta_{\infty}(z)}, \quad \Theta_{\infty}(z)=\sigma_{3}\left(\frac{x z}{2}-\theta_{\infty} \ln z\right) \tag{6.26}
\end{equation*}
$$

with

$$
g_{\infty, 1}=\left(\begin{array}{cc}
-\frac{H}{2}-\frac{v u}{2 x}+\frac{\theta_{\infty}^{2}-\theta_{0}^{2}}{2 x}+\frac{x}{2} & k u  \tag{6.27}\\
\frac{v u(x-v)}{k x^{2}}+\frac{\theta_{0}+\theta_{\infty}}{k x}-\frac{2 \theta_{\infty} v}{k x^{2}} & \frac{H}{2}+\frac{v u}{2 x}-\frac{\theta_{\infty}^{2}-\theta_{0}^{2}}{2 x}-\frac{x}{2}
\end{array}\right),
$$

at $z=\infty$, and

$$
\begin{equation*}
\Phi_{\text {form }}^{(0)}(z)=G_{0}\left(I+g_{0,1} z+O\left(z^{2}\right)\right) e^{\Theta_{0}(z)}, \quad \Theta_{0}(z)=\sigma_{3}\left(\frac{x}{2 z}+\theta_{0} \ln z\right) \tag{6.28}
\end{equation*}
$$

with

$$
g_{0,1}=\left(\begin{array}{cc}
-\frac{H}{2}-\frac{v u}{2 x}-\frac{\theta_{\infty}^{2}-\theta_{0}^{2}}{2 x}+\frac{x}{2} & \frac{u a}{x}(v-x)+\frac{a}{x}\left(\theta_{\infty}-\theta_{0}\right)  \tag{6.29}\\
-\frac{1}{x a}\left(v u+\theta_{0}+\theta_{\infty}\right) & \frac{H}{2}+\frac{v u}{2 x}+\frac{\theta_{\infty}^{2}-\theta_{0}^{2}}{2 x}-\frac{x}{2}
\end{array}\right),
$$

at $z=0$. In (6.27) and (6.29),

$$
\begin{equation*}
H=\frac{1}{x}\left(2 v^{2} u^{2}+v\left(2 x-2 x u^{2}+\left(4 \theta_{\infty}-1\right) u\right)-2 x u\left(\theta_{0}+\theta_{\infty}\right)+\theta_{\infty}^{2}-\theta_{0}^{2}\right), \tag{6.30}
\end{equation*}
$$

and $G_{0}$ diagonalizes matrix $A_{0,-1}$,

$$
G_{0}^{-1} A_{0,-1} G_{0}=-\frac{x \sigma_{3}}{2}
$$

and it is chosen in the form

$$
G_{0}=\frac{1}{\sqrt{k}}\left(\begin{array}{cc}
k & -k  \tag{6.31}\\
\frac{v}{x} & \frac{x-v}{x}
\end{array}\right) a^{-\frac{\sigma_{3}}{2}},
$$

with $a$ being an extra gauge parameter, so that the full space $\mathcal{A}$ is seven dimensional,

$$
\begin{equation*}
\mathcal{A}=\left\{v, u, k, a, x, \theta_{0}, \theta_{\infty}\right\} \tag{6.32}
\end{equation*}
$$

as given by the formula (2.2).
From the series (6.26) and (6.28) it follows that $\theta_{\infty}$ and $\theta_{0}$ are the formal monodromy exponents and the parameter $x$ is the isomonodromic time. The isomonodromicity with respect to $x$ yields the second differential equation for $\Phi(z) \equiv \Phi(z, x)$,

$$
\begin{equation*}
\frac{d \Phi}{d x}=U(z) \Phi, \quad U(z)=U_{1} z+U_{0}+\frac{U_{-1}}{z} \tag{6.33}
\end{equation*}
$$

where,

$$
\begin{aligned}
U_{1}=\frac{1}{2}\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right), \quad U_{0} & =\frac{1}{x}\left(\begin{array}{cc}
0 & -u k x \\
\frac{v u(x-v)}{k x}+\frac{\theta_{0}+\theta_{\infty}}{k}-\frac{2 \theta_{\infty} v}{k x} & 0
\end{array}\right) \\
U_{-1} & =\left(\begin{array}{cc}
\frac{x-2 v}{2 x} & k \\
\frac{v(x-v)}{k x^{2}} & \frac{2 v-x}{2 x}
\end{array}\right) .
\end{aligned}
$$

The compatibility condition of the matrix equations (6.25) and (6.33) implies the following dynamical system on (6.32),

$$
\begin{gather*}
\frac{d u}{d x}=\frac{4 v u^{2}}{x}-2 u^{2}+\frac{u\left(4 \theta_{\infty}-1\right)}{x}+2, \\
\frac{d v}{d x}=-\frac{4 v^{2} u}{x}+\frac{v\left(4 x u-4 \theta_{\infty}+1\right)}{x}+2 \theta_{0}+2 \theta_{\infty},  \tag{6.34}\\
\frac{d k}{d x}=-\frac{4 v u k}{x}+2 u k-\frac{2 \theta_{\infty} k}{x}, \quad \frac{d a}{d x}=\frac{a}{x}\left(2 u x+2 \theta_{0}\right), \\
\frac{d \theta_{\infty}}{d x}=0, \quad \frac{d \theta_{0}}{d x}=0 .
\end{gather*}
$$

It should be also mentioned, that the fourth equation, i.e. the equation for the function $a(x)$, follows from plugging (6.28) into equation (6.33) - the second equation of the Lax pair, and equating the terms of zero order with respect to $z$.

The last two equations of system (6.34) just state that $\theta_{\infty}$ and $\theta_{0}$ as the part of the monodromy data, are constant. The third and the fourth equations give $\ln k(x)$ and $\ln a(x)$ as the antiderivatives of the simple combinations of $v$ and $u$. The first two equations are equivalent to the $\operatorname{PIII}(D 6)$ equation, with

$$
\alpha=8 \theta_{0}, \quad \beta=4-8 \theta_{\infty}, \quad \gamma=4, \quad \delta=-4
$$

The general formulae (2.12) and (2.16) transform, in the case of system (6.25), into the equations,

$$
\begin{align*}
\omega_{\mathrm{JMU}} & =-\operatorname{res}_{z=\infty} \operatorname{Tr}\left(\left(G^{(\infty)}(z)\right)^{-1} \frac{d G^{(\infty)}(z)}{d z} \frac{d \Theta_{\infty}(z)}{d x}\right) d x \\
& -\operatorname{res}_{z=0} \operatorname{Tr}\left(\left(G^{(0)}(z)\right)^{-1} \frac{d G^{(0)}(z)}{d z} \frac{d \Theta_{0}(z)}{d x}\right) d x \tag{6.35}
\end{align*}
$$

and

$$
\begin{equation*}
\omega=\operatorname{res}_{z=\infty} \operatorname{Tr}\left(A(z) d G^{(\infty)}(z) G^{(\infty)}(z)^{-1}\right)+\operatorname{res}_{z=0} \operatorname{Tr}\left(A(z) d G^{(0)}(z) G^{(0)}(z)^{-1}\right) \tag{6.36}
\end{equation*}
$$

respectively. Substituting the series $G^{(\infty, 0)}(z)$ and the exponentials $\Theta_{\infty, 0}(z)$ from (6.26) and (6.28) into (6.35), we obtain that

$$
\omega_{\mathrm{JMU}}=-\frac{1}{2} \operatorname{Tr}\left(g_{\infty, 1} \sigma_{3}\right) d t-\frac{1}{2} \operatorname{Tr}\left(g_{0,1} \sigma_{3}\right) d t
$$

and using (6.27) and (6.29) we arrive at the final formula for $\omega_{\mathrm{JMU}}$,

$$
\begin{equation*}
\omega_{\mathrm{JMU}} \equiv \frac{d \ln \tau}{d x} d x=H d x+\frac{u v}{x} d x-x d x \tag{6.37}
\end{equation*}
$$

Note the additional to $H d x$ terms in the right hand side of (6.37).
Similar substitution of $G^{(\infty, 0)}(z)$ from (6.26) and (6.28) into (6.36) leads us to the formula,

$$
\omega=\operatorname{Tr}\left(A_{-1} d G_{0} G_{0}^{-1}+G_{0}^{-1} A_{-2} G_{0} d g_{0,1}-A_{0} d g_{\infty, 1}\right)
$$

and using again (6.27), (6.29) and (6.31) we arrive at the equation,

$$
\omega=v d u+x d H-\theta_{\infty} \frac{d k}{k}-\theta_{0} \frac{d a}{a}-x d x
$$

After regrouping the terms we obtain that

$$
\omega=v d u-H d x+d\left(H x-\theta_{\infty} \ln k-\theta_{0} \ln a-\frac{x^{2}}{2}\right)+\ln k d \theta_{\infty}+\ln a d \theta_{0}
$$

or, using the definition of the canonical coordinates,

$$
p_{1}=v, \quad q_{1}=u, \quad p_{2}=\ln k, \quad q_{2}=\theta_{\infty}, \quad p_{3}=\ln a, \quad q_{3}=\theta_{0}
$$

we can write

$$
\begin{equation*}
\omega=p_{1} d q_{1}+p_{2} d q_{2}+p_{3} d q_{3}-H d t+d\left(H t-q_{2} p_{2}-q_{3} p_{3}-\frac{t^{2}}{2}\right) \tag{6.38}
\end{equation*}
$$

Equation (6.38) proves Conjecture 2.2, in the case of the $2 \times 2$ system (6.25) and gives the explicit formula for $G\left(p_{j}, q_{j}, t\right)$,

$$
G\left(p_{1}, p_{2}, p_{3}, q_{1}, q_{2}, q_{3}, x\right)=H x-q_{2} p_{2}-q_{3} p_{3}-\frac{x^{2}}{2}
$$

The corresponding equation (2.32) is

$$
\begin{equation*}
\frac{d \ln \tau}{d x}=v \frac{d u}{d x}-H+\frac{d}{d x}\left(H x-\theta_{\infty} \ln k-\theta_{0} \ln a-\frac{x^{2}}{2}\right) . \tag{6.39}
\end{equation*}
$$

Remark 6.1. One can deduce from (6.34) that

$$
\frac{v u}{x}=\frac{1}{4} \frac{d}{d x} \ln \frac{a}{k}-\frac{\theta_{0}+\theta_{\infty}}{2 x} .
$$

Combining this with (6.37) and (6.39), we arrive at the equation,

$$
H d x=v d u-H d x+d\left(H x+\frac{1-4 \theta_{\infty}}{4} \ln k-\frac{1+4 \theta_{0}}{4} \ln a+\frac{\theta_{0}+\theta_{\infty}}{2} \ln x\right),
$$

where $d f \equiv d_{x} f=\frac{d f}{d x}$. In other words, although the truncated action, $H d x$, is not in this case exactly the Jimbo-Miwa-Ueno form $\omega_{\mathrm{JMU}}$, we still can conclude from the calculations above the fact that it coincides with the full classical action, up to a total differential. As we will see, this is true in all other examples when accidentally $H d x \neq \omega_{\mathrm{JMU}}$.

We want now to check Conjecture 5.1. Substitution of $G^{(\infty, 0)}(z)$ from (6.26) and (6.28) into (5.1) leads us to the formula

$$
\omega_{a}=\operatorname{Tr}\left(A_{0,0} \delta G_{0} G_{0}^{-1}+G_{0}^{-1} A_{0,-1} G_{0} \delta g_{0,1}-A_{\infty,-1} \delta g_{\infty, 1}\right)
$$

Using (6.27), (6.29), (6.31) we arrive at the equation,

$$
\omega_{a}=v \delta u-\theta_{\infty} \frac{\delta k}{k}-\theta_{0} \frac{\delta a}{a} .
$$

and taking differential $\delta$ we get

$$
\begin{equation*}
\delta \omega_{a}=\delta v \wedge \delta u+\delta(\ln k) \wedge \delta \theta_{\infty}+\delta(\ln a) \wedge \delta \theta_{0} \tag{6.40}
\end{equation*}
$$

Therefore Conjecture 5.1 holds.
For Conjecture 5.2 we can notice that in case of Painlevé-III equation second term in (5.7) starts playing role. We have

$$
\Omega=\operatorname{Tr}\left(-\frac{\partial A_{\infty,-1}}{\partial x} \delta g_{\infty, 1}+\frac{\partial A_{0,0}}{\partial x} \delta G_{0} G_{0}^{-1}+\frac{\partial A_{0,-1}}{\partial x} G_{0} \delta g_{0,1} G_{0}^{-1}-\delta \theta_{0} \sigma_{3} G_{0}^{-1} \frac{\partial G_{0}}{\partial x}\right) .
$$

After some computation using (6.27), (6.29) and (6.31) we conclude that (5.8) holds with $H$ given by (6.30). That means that Conjecture 5.2 is true. We can easily check that system (6.34) is Hamiltonian system with symplectic form (6.40) and the Hamiltonian (6.30).

### 6.4 PIV equation

This time (see again [76]) the linear system is the $2 \times 2$ system with one irregular singular point at $z=\infty$ of Poincaré rank 2 and one Fuchsian point at $z=0$

$$
\begin{equation*}
\frac{d \Phi}{d z}=A(z) \Phi, \quad A(z)=\frac{A_{0,0}}{z}+A_{\infty,-1}+A_{\infty,-2} z \tag{6.41}
\end{equation*}
$$

where

$$
\begin{gathered}
A_{\infty,-2}=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right), \quad A_{\infty,-1}=\left(\begin{array}{cc}
x & k \\
-\frac{u(4 v-u-2 x)+4 \theta_{\infty}}{2 k} & -x
\end{array}\right), \\
A_{0,0}=\frac{1}{2}\left(\begin{array}{cc}
\frac{u(4 v-u-2 x)}{2} & -k u \\
\frac{u^{2}(4 v-u-2 x)^{2}-16 \theta_{0}^{2}}{4 k u} & -\frac{u(4 v-u-2 x)}{2}
\end{array}\right) .
\end{gathered}
$$

The corresponding formal solution at $z=\infty$ is

$$
\begin{equation*}
\Phi_{\text {form }}^{(\infty)}(z)=\left(I+\frac{g_{\infty, 1}}{z}+\frac{g_{\infty, 2}}{z^{2}}+O\left(\frac{1}{z^{3}}\right)\right) e^{\Theta(z)}, \quad \Theta(z)=\sigma_{3}\left(\frac{z^{2}}{2}+x z-\theta_{\infty} \ln z\right) \tag{6.42}
\end{equation*}
$$

with

$$
\begin{gather*}
g_{\infty, 1}=\frac{1}{2}\left(\begin{array}{cc}
-\frac{2 H+u}{2} & -k \\
-\frac{u(4 v-u-2 x)+4 \theta_{\infty}}{2 k} & \frac{2 H+u}{2}
\end{array}\right),  \tag{6.43}\\
g_{\infty, 2}=\frac{1}{8}\left(\begin{array}{cc}
\frac{\left((2 H+u+2 x)^{2}-4 x^{2}-8 \theta_{0}^{2}+8 \theta_{\infty}^{2}\right)}{4} & -k(2 H-u-4 x) \\
\frac{\left((2 H-u)\left(u(4 v-u-2 x)+4 \theta_{\infty}+4\right)+8 u\right)}{2 k} & \frac{\left((2 H+u+2 x)^{2}-4 x^{2}+8 \theta_{0}^{2}-8 \theta_{\infty}^{2}\right)}{4},
\end{array}\right),
\end{gather*}
$$

and

$$
\begin{equation*}
H=2 v^{2} u-\frac{1}{8} u^{3}-\frac{1}{2} x u^{2}+\frac{1}{2}\left(2 \theta_{\infty}-1-x^{2}\right) u+2 \theta_{\infty} x-\frac{2 \theta_{0}^{2}}{u} . \tag{6.44}
\end{equation*}
$$

The behavior of the solution of (6.41) at the (non-resonant, this time) Fuchsian point $z=0$ is described by the equation,

$$
\begin{equation*}
\Phi_{\text {form }}^{(0)}(z)=G_{0}(I+O(z)) z^{\theta_{0} \sigma_{3}}, \quad z \rightarrow 0, \tag{6.45}
\end{equation*}
$$

where $G_{0}$ diagonalizes the matrix $A_{0,0}$,

$$
G_{0}^{-1} A_{0,0} G_{0}=\theta_{0} \sigma_{3}
$$

and it is chosen in the form,

$$
G_{0}=\frac{1}{2 \sqrt{k u \theta_{0}}}\left(\begin{array}{cc}
-k u & -k u  \tag{6.46}\\
-\frac{u(4 v-u-2 x)-4 \theta_{0}}{2} & -\frac{u(4 v-u-2 x)+4 \theta_{0}}{2}
\end{array}\right) a^{-\frac{\sigma_{3}}{2}} .
$$

The full parameter space,

$$
\mathcal{A}=\left\{v, u, k, a, x, \theta_{0}, \theta_{\infty},\right\},
$$

is again seven dimensional with $x$ being the isomonodromic time and $\theta_{\infty}$ and $\theta_{0}$ serving as the formal monodromy exponents at the respective singular points. The dimension is given by formula (2.2).

The isomonodromicity with respect to $x$ yields the second differential equation for $\Phi(z)$,

$$
\begin{equation*}
\frac{d \Phi}{d x}=U(z) \Phi, \quad U(z)=U_{1} z+U_{0} \tag{6.47}
\end{equation*}
$$

where

$$
U_{1}=A_{\infty,-2}, \quad U_{0}=\left(\begin{array}{cc}
0 & k \\
\frac{u(4 v-u-2 x)+4 \theta_{\infty}}{2 k} & 0
\end{array}\right)
$$

and the compatibility of (6.47) and (6.41) implies,

$$
\begin{gather*}
\frac{d u}{d x}=4 v u, \quad \frac{d v}{d x}=-2 v^{2}+\frac{3}{8} u^{2}+u x+\frac{1}{2} x^{2}-\theta_{\infty}+\frac{1}{2}-\frac{2 \theta_{0}^{2}}{u^{2}} \\
\frac{d k}{d x}=-(u+2 x) k, \quad \frac{d a}{d x}=\frac{4 \theta_{0}}{u} a, \quad \frac{d \theta_{\infty}}{d x}=0, \quad \frac{d \theta_{0}}{d x}=0 \tag{6.48}
\end{gather*}
$$

As in the previous section, the fourth equation follows from the substitution of (6.45) into (6.47).

Similar to the previous cases, the last equations of (6.48) manifest the time-independence of the formal monodromy exponents, the third and the fourth equations express $k$ and $a$ in terms of $v$ and $u$, while the first and the second equations are equivalent to a Painlevé equation, this time to the PIV equation, with

$$
\alpha=2 \theta_{\infty}-1, \quad \beta=-8 \theta_{0}^{2}
$$

The general formulae (2.12) and (2.16) transform, in the case of system (6.41), into the equations

$$
\begin{equation*}
\omega_{\mathrm{JMU}}=-\operatorname{res}_{z=\infty} \operatorname{Tr}\left(\left(G^{(\infty)}(z)\right)^{-1} \frac{d G^{(\infty)}(z)}{d z} \frac{d \Theta_{\infty}(z)}{d x}\right) d x \tag{6.49}
\end{equation*}
$$

and

$$
\begin{equation*}
\omega=\operatorname{res}_{z=\infty} \operatorname{Tr}\left(A(z) d G^{(\infty)}(z) G^{(\infty)}(z)^{-1}\right)+\operatorname{res}_{z=0} \operatorname{Tr}\left(A(z) d G^{(0)}(z) G^{(0)}(z)^{-1}\right) \tag{6.50}
\end{equation*}
$$

respectively. Substituting the series $G^{(\infty)}(z)$ and the exponentials $\Theta_{\infty}(z)$ from (6.42) into (6.49), and using (6.43) we obtain that

$$
\begin{equation*}
\omega_{\mathrm{JMU}} \equiv \frac{d \ln \tau}{d x} d x=H d x+\frac{1}{2} u d x \tag{6.51}
\end{equation*}
$$

Note again the additional to $H d x$ term in the right hand side of (6.51).
Similar substitution of $G^{(\infty, 0)}(z)$ from (6.42) and (6.45) into (6.50) followed by the use of (6.43) and (6.46) leads us to the formulae,

$$
\begin{gathered}
\omega=\operatorname{Tr}\left(A_{-1} d G_{0} G_{0}^{-1}-A_{1} d g_{2}+A_{1} d g_{1} g_{1}-A_{0} d g_{1}\right) \\
=-\frac{1}{2} u d v+\frac{1}{2} v d u+\frac{1}{2} x d H-\frac{1}{2} H d x-\theta_{\infty} \frac{d k}{k}-\theta_{0} \frac{d a}{a}+\theta_{0} d \theta_{0}-\frac{2 \theta_{\infty}-1}{2} d \theta_{\infty} .
\end{gathered}
$$

Regrouping the last equation, we arrive at the final answer for the form $\omega$, $\omega=v d u-H d x+d\left(\frac{H x}{2}-\frac{u v}{2}-\theta_{\infty} \ln k-\theta_{0} \ln a+\frac{\theta_{0}^{2}}{2}+\frac{\theta_{\infty}}{2}-\frac{\theta_{\infty}^{2}}{2}\right)+\ln k d \theta_{\infty}+\ln a d \theta_{0}$ or, using the definition of the canonical coordinates,

$$
p_{1}=v, \quad q_{1}=u, \quad p_{2}=\ln k, \quad q_{2}=\theta_{\infty}, \quad p_{3}=\ln a, \quad q_{3}=\theta_{0}
$$

we have

$$
\begin{equation*}
\omega=p_{1} d q_{1}+p_{2} d q_{2}+p_{3} d q_{3}-H d x+d\left(\frac{H x}{2}-\frac{p_{1} q_{1}}{2}-q_{2} p_{2}-q_{3} p_{3}+\frac{q_{3}^{2}}{2}+\frac{q_{2}}{2}-\frac{q_{2}^{2}}{2}\right) \tag{6.52}
\end{equation*}
$$

Equation (6.52) proves Conjecture 2.2, in the case of the $2 \times 2$ system (6.41) and gives the explicit formula for $G\left(p_{j}, q_{j}, t\right)$,

$$
G\left(p_{1}, p_{2}, p_{3}, q_{1}, q_{2}, q_{3}, x\right)=\frac{H x}{2}-\frac{p_{1} q_{1}}{2}-q_{2} p_{2}-q_{3} p_{3}+\frac{q_{3}^{2}}{2}+\frac{q_{2}}{2}-\frac{q_{2}^{2}}{2} .
$$

The corresponding equation (2.32) and the formula for the truncated action are

$$
\frac{d \ln \tau}{d x}=v \frac{d u}{d x}-H+\frac{d}{d x}\left(\frac{H x}{2}-\frac{u v}{2}-\theta_{\infty} \ln k-\theta_{0} \ln a\right),
$$

and

$$
H d x=v d u-H d x+d\left(\frac{H x}{2}-\frac{u v}{2}+\frac{1-2 \theta_{\infty}}{2} \ln k-\theta_{0} \ln a+\frac{x^{2}}{2}\right), \quad d \equiv d_{x}
$$

respectively.
We want to check Conjecture 5.1. Substitution of $G^{(\infty, 0)}(z)$ from (6.42) and (6.45) into (5.1) leads us to the formulae

$$
\omega_{a}=\operatorname{Tr}\left(A_{0,0} \delta G_{0} G_{0}^{-1}-A_{\infty,-2} d g_{\infty, 2}+A_{\infty,-2} d g_{\infty, 1} g_{\infty, 1}-A_{\infty,-1} d g_{\infty, 1}\right)
$$

The use of (6.43) and (6.46) gives us

$$
\omega_{a}=-\frac{1}{2} u \delta v+\frac{1}{2} v \delta u+\frac{1}{2} x \delta H-\theta_{\infty} \frac{\delta k}{k}-\theta_{0} \frac{\delta a}{a}+\theta_{0} \delta \theta_{0}-\frac{2 \theta_{\infty}-1}{2} \delta \theta_{\infty} .
$$

After taking differential $\delta$ we get

$$
\begin{equation*}
\delta \omega_{a}=\delta v \wedge \delta u+\delta(\ln k) \wedge \delta \theta_{\infty}+\delta(\ln a) \wedge \delta \theta_{0} \tag{6.53}
\end{equation*}
$$

Therefore Conjecture 5.1 holds.
Now for the form (5.7) we have

$$
\Omega=\operatorname{Tr}\left(-\frac{\partial A_{\infty,-1}}{\partial x} \delta g_{\infty, 1}+\frac{\partial A_{0,0}}{\partial x} \delta G_{0} G_{0}^{-1}-\delta \theta_{0} \sigma_{3} G_{0}^{-1} \frac{\partial G_{0}}{\partial x}\right) .
$$

After using (6.43) and (6.46) we get (5.8) with $H$ given by (6.44). That means that Conjecture 5.2 holds. We can easily check that system (6.48) is Hamiltonian system with symplectic form (6.53) and the Hamiltonian (6.44).

### 6.5 PV equation

In [76] the following linear system is associated with the fifth Painlevé equation

$$
\begin{equation*}
\frac{d \Phi}{d z}=A(z) \Phi, \quad A(z)=A_{\infty,-1}+\frac{A_{0,0}}{z}+\frac{A_{1,0}}{z-1} \tag{6.54}
\end{equation*}
$$

where

$$
\begin{gathered}
A_{\infty,-1}=\frac{x}{2}\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right), \quad A_{0,0}=\left(\begin{array}{cc}
-v u-\theta_{\infty}-\theta_{1} & k\left(v u+\theta_{\infty}+\theta_{1}-\theta_{0}\right) \\
-\frac{1}{k}\left(v u+\theta_{\infty}+\theta_{1}+\theta_{0}\right) & v u+\theta_{\infty}+\theta_{1}
\end{array}\right), \\
A_{1,0}=\left(\begin{array}{cc}
v u+\theta_{1} & -k u\left(v u+2 \theta_{1}\right) \\
\frac{v}{k} & -v u-\theta_{1}
\end{array}\right) .
\end{gathered}
$$

This system has one irregular singular point of Poincaré rank 1 at $z=\infty$ and two Fuchsian singular points $z=0$ and $z=1$.

The corresponding formal solution at $z=\infty$ is given by the formulae,

$$
\begin{equation*}
\Phi_{\text {form }}^{(\infty)}(z)=\left(I+\frac{g_{1}}{z}+O\left(\frac{1}{z^{2}}\right)\right) e^{\Theta(z)}, \quad z \rightarrow \infty, \quad \Theta(z)=\sigma_{3}\left(\frac{x z}{2}-\theta_{\infty} \ln z\right) \tag{6.55}
\end{equation*}
$$

with

$$
g_{1}=\left(\begin{array}{cc}
-H & \frac{k\left(v u^{2}-v u+2 \theta_{1} u-\theta_{\infty}-\theta_{1}+\theta_{0}\right)}{x}  \tag{6.56}\\
-\frac{2 v u-2 v+2 \theta_{\infty}+2 \theta_{1}+2 \theta_{0}}{x k} & H
\end{array}\right)
$$

and

$$
\begin{gather*}
H=\frac{v^{2}(u-1)^{2} u}{x}+v\left(\frac{u^{2}}{x}\left(\theta_{0}+3 \theta_{1}+\theta_{\infty}\right)+\frac{u}{x}\left(x-2 \theta_{\infty}-4 \theta_{1}\right)+\frac{1}{x}\left(\theta_{\infty}+\theta_{1}-\theta_{0}\right)\right)  \tag{6.57}\\
+\frac{u 2 \theta_{1}}{x}\left(\theta_{\infty}+\theta_{1}+\theta_{0}\right)+\frac{\theta_{0}^{2}-\theta_{1}^{2}-\theta_{\infty}^{2}+\theta_{1} x-2 \theta_{1} \theta_{\infty}}{x} .
\end{gather*}
$$

The behavior of the solutions of (6.54) at the (non-resonant) Fuchsian points $z=0$ and $z=1$ are described by the equations,

$$
\begin{equation*}
\Phi_{\text {form }}^{(0)}(z)=G_{0}(I+O(z)) z^{\theta_{0} \sigma_{3}}, \quad z \rightarrow 0 \tag{6.58}
\end{equation*}
$$

and

$$
\begin{equation*}
\Phi_{\text {form }}^{(1)}(z)=G_{1}(I+O(z-1))(z-1)^{\theta_{1} \sigma_{3}}, \quad z \rightarrow 1 \tag{6.59}
\end{equation*}
$$

respectively. The matrices $G_{0}$ and $G_{1}$ diagonalize the matrix coefficients $A_{0,0}$ and $A_{1,0}$,

$$
G_{0}^{-1} A_{0,0} G_{0}=\theta_{0} \sigma_{3}, \quad G_{1}^{-1} A_{1,0} G_{1}=\theta_{1} \sigma_{3}
$$

and are chosen in the form,

$$
G_{0}=\frac{1}{\sqrt{-4 k \theta_{0}}}\left(\begin{array}{cc}
k\left(2 v u+2 \theta_{\infty}+2 \theta_{1}-2 \theta_{0}\right) & k  \tag{6.60}\\
2 v u+2 \theta_{\infty}+2 \theta_{1}+2 \theta_{0} & 1
\end{array}\right) a^{-\frac{\sigma_{3}}{2}}
$$

and

$$
G_{1}=\frac{1}{\sqrt{2 k \theta_{1}}}\left(\begin{array}{cc}
k\left(v u+2 \theta_{1}\right) & k u  \tag{6.61}\\
v & 1
\end{array}\right) b^{-\frac{\sigma_{3}}{2}} .
$$

The full space

$$
\mathcal{A}=\left\{v, u, k, a, b, x, \theta_{0}, \theta_{1}, \theta_{\infty},\right\} .
$$

is nine dimensional with $x$ being the isomonodromic time and $\theta_{\infty}, \theta_{0}$, and $\theta_{1}$ serving as the formal monodromy exponents at the respective singular points. The dimension is given by (2.2).

The isomonodromicity with respect to $x$ yields the second differential equation for $\Phi(z)$,

$$
\begin{equation*}
\frac{d \Phi}{d x}=U(z) \Phi, \quad U(z)=U_{1} z+U_{0} \tag{6.62}
\end{equation*}
$$

where

$$
U_{1}=\frac{A_{\infty,-1}}{x}, U_{0}=\left(\begin{array}{cc}
0 & \frac{k}{x}\left(-v u^{2}+v u-2 \theta_{1} u+\theta_{\infty}+\theta_{1}-\theta_{0}\right) \\
-\frac{1}{x k}\left(v u+\theta_{\infty}-v+\theta_{1}+\theta_{0}\right)
\end{array}\right)
$$

and the compatibility of (6.62) and (6.54) implies,

$$
\begin{gather*}
\frac{d u}{d x}=\frac{2 v u(u-1)^{2}}{x}+\frac{u^{2}}{x}\left(\theta_{0}+3 \theta_{1}+\theta_{\infty}\right)+\frac{u}{x}\left(x-2 \theta_{\infty}-4 \theta_{1}\right)+\frac{1}{x}\left(\theta_{\infty}+\theta_{1}-\theta_{0}\right), \\
\left.\frac{d v}{d x}=-\frac{v^{2}}{x}\left(3 u^{2}-4 u+1\right)-v\left(\frac{2 u}{x}\left(\theta_{0}+3 \theta_{1}+\theta_{\infty}\right)+\frac{1}{x}\left(x-2 \theta_{\infty}-4 \theta_{1}\right)\right)\right)-\frac{2 \theta_{1}}{x}\left(\theta_{\infty}+\theta_{1}+\theta_{0}\right), \\
\frac{d k}{d x}=-\frac{k}{x}\left(v u^{2}-2 v u+v+2 \theta_{1} u-2 \theta_{\infty}-2 \theta_{1}\right), \\
\frac{d a}{d x}=\frac{a}{x}\left(v-v u^{2}-2 \theta_{1} u-2 \theta_{0}\right), \\
\frac{d b}{d x}=-\frac{b}{x}\left(3 v u^{2}+v-4 v u+2 \theta_{\infty} u+4 \theta_{1} u+2 \theta_{0} u-2 \theta_{\infty}-2 \theta_{1}+x\right), \\
\frac{d \theta_{\infty}}{d x}=0, \quad \frac{d \theta_{0}}{d x}=0, \quad \frac{d \theta_{1}}{d x}=0 . \tag{6.63}
\end{gather*}
$$

As before, the equations for $a$ and $b$ follow from the substitution of (6.58) into (6.62) and (6.59) into (6.62), respectively, and they simply express the functions $a(x)$ and $b(x)$ in terms of $v$ and $u$. The third equation in (6.63) is also trivial - just an expression of $k$ in terms of $v$ and $u$, and the last three equations are the manifestation of the time-independence of the formal monodromy exponents. The nontrivial first two equations are equivalent to the PV equation, with

$$
\alpha=\frac{\left(\theta_{0}-\theta_{1}+\theta_{\infty}\right)^{2}}{2}, \quad \beta=-\frac{\left(\theta_{0}-\theta_{1}-\theta_{\infty}\right)^{2}}{2}, \quad \gamma=\left(1-2 \theta_{0}-2 \theta_{1}\right), \quad \delta=-\frac{1}{2} .
$$

The general formulae (2.12) and (2.16) transform, in the case of system (6.54), into the equations

$$
\begin{equation*}
\omega_{\mathrm{JMU}}=-\operatorname{res}_{z=\infty} \operatorname{Tr}\left(\left(G^{(\infty)}(z)\right)^{-1} \frac{d G^{(\infty)}(z)}{d z} \frac{d \Theta_{\infty}(z)}{d x}\right) d x \tag{6.64}
\end{equation*}
$$

and

$$
\begin{gather*}
\omega=\operatorname{res}_{z=\infty} \operatorname{Tr}\left(A(z) d G^{(\infty)}(z) G^{(\infty)}(z)^{-1}\right)+\operatorname{res}_{z=0} \operatorname{Tr}\left(A(z) d G^{(0)}(z) G^{(0)}(z)^{-1}\right)  \tag{6.65}\\
+\operatorname{res}_{z=1} \operatorname{Tr}\left(A(z) d G^{(1)}(z) G^{(1)}(z)^{-1}\right),
\end{gather*}
$$

respectively. Substituting the series $G^{(\infty)}(z)$ and the exponent $\Theta_{\infty}(z)$ from (6.55) into (6.64) and using (6.56), we obtain that

$$
\begin{equation*}
\omega_{\mathrm{JMU}} \equiv \frac{d \ln \tau}{d x} d x=H d x \tag{6.66}
\end{equation*}
$$

Substituting $G^{(\infty, 0,1)}(z)$ from (6.55), (6.58), and (6.59) into (6.65) and using after that (6.56), (6.60), (6.61) leads us to the formulae,

$$
\begin{gathered}
\omega=\operatorname{Tr}\left(A_{0} d G_{0} G_{0}^{-1}+A_{1} d G_{1} G_{1}^{-1}-A_{2} d g_{1}\right) \\
=p d q+x d H-\theta_{\infty} \frac{d k}{k}-\theta_{0} \frac{d a}{a}-\theta_{1} \frac{d b}{b}+d \theta_{0}+d \theta_{1} .
\end{gathered}
$$

Regrouping the last equation, we arrive at the final answer for the form $\omega$,
$\omega=v d u-H d x+d\left(H x-\theta_{\infty} \ln k-\theta_{0} \ln a-\theta_{1} \ln b+\theta_{0}+\theta_{1}\right)+\ln a d \theta_{0}+\ln b d \theta_{1}+\ln k d \theta_{\infty}$, or, using the definition of the canonical coordinates,

$$
p_{1}=v, \quad q_{1}=u, \quad p_{2}=\ln k, \quad q_{2}=\theta_{\infty}, \quad p_{3}=\ln a, \quad q_{3}=\theta_{0}, \quad p_{4}=\ln b, \quad q_{4}=\theta_{1}
$$

we have

$$
\begin{equation*}
\omega=p_{1} d q_{1}+p_{2} d q_{2}+p_{3} d q_{3}+p_{4} d q_{4}-H d x+d\left(H x-q_{2} p_{2}-q_{3} p_{3}-q_{4} p_{4}+q_{3}+q_{4}\right) \tag{6.67}
\end{equation*}
$$

Equation (6.67) proves Conjecture 2.2, in the case of the $2 \times 2$ system (6.54) and gives the explicit formula for $G\left(p_{j}, q_{j}, x\right)$,

$$
G\left(p_{1}, p_{2}, p_{3}, p_{4}, q_{1}, q_{2}, q_{3}, q_{4}, x\right)=H x-q_{2} p_{2}-q_{3} p_{3}-q_{4} p_{4}+q_{3}+q_{4} .
$$

The corresponding equation (2.32) is

$$
\frac{d \ln \tau}{d x}=v \frac{d u}{d x}-H+\frac{d}{d x}\left(H x-\theta_{\infty} \ln k-\theta_{0} \ln a-\theta_{1} \ln b\right)
$$

This equation together with (6.66) make an identity, which would not be so easy to check directly.

We want to check Conjecture 5.1 now. Substituting $G^{(\infty, 0,1)}(z)$ from (6.55), (6.58), and (6.59) into (5.1) leads us to the formulae,

$$
\omega_{a}=\operatorname{Tr}\left(A_{0,0} \delta G_{0} G_{0}^{-1}+A_{1,0} \delta G_{1} G_{1}^{-1}-A_{\infty,-1} \delta g_{1}\right)
$$

Using after that (6.56), (6.60), (6.61) we get

$$
\omega_{a}=v \delta u+x \delta H-\theta_{\infty} \frac{\delta k}{k}-\theta_{0} \frac{\delta a}{a}-\theta_{1} \frac{\delta b}{b}+\delta \theta_{0}+\delta \theta_{1} .
$$

After taking differential $\delta$ we obtain

$$
\begin{equation*}
\delta \omega_{a}=\delta v \wedge \delta u+\delta(\ln k) \wedge \delta \theta_{\infty}+\delta(\ln a) \wedge \delta \theta_{0}+\delta(\ln b) \wedge \delta \theta_{1} \tag{6.68}
\end{equation*}
$$

Therefore Conjecture 5.1 holds.
Now for the form (5.7) we have

$$
\Omega=\operatorname{Tr}\left(-\frac{\partial A_{-1}}{\partial x} \delta g_{1}\right)=\delta H
$$

with $H$ given by (6.57). That means that Conjecture 5.2 holds. We can easily check that system (6.63) is Hamiltonian system with symplectic form (6.68) and the Hamiltonian (6.57).

### 6.6 PVI equation

Consider the $2 \times 2$ Fuchsian system with 4 regular singularities at $0,1, x$ and $\infty$

$$
\begin{equation*}
\frac{d \Phi}{d z}=A(z) \Phi, \quad A(z)=\frac{A_{0}}{z}+\frac{A_{x}}{z-x}+\frac{A_{1}}{z-1} \tag{6.69}
\end{equation*}
$$

where

$$
\begin{equation*}
A_{0}, A_{1}, A_{x} \in \mathfrak{s l}_{2}(\mathbb{C}), \quad A_{0}+A_{1}+A_{x}=-\theta_{\infty} \sigma_{3} \tag{6.70}
\end{equation*}
$$

Following to [76], we introduce the parametrization

$$
A_{0}=\left(\begin{array}{cc}
y_{0}+\theta_{0} & -l y_{0}  \tag{6.71}\\
\frac{y_{0}+2 \theta_{0}}{l} & -y_{0}-\theta_{0}
\end{array}\right), A_{1}=\left(\begin{array}{cc}
y_{1}+\theta_{1} & -m y_{1} \\
\frac{y_{1}+2 \theta_{1}}{m} & -y_{1}-\theta_{1}
\end{array}\right), A_{x}=\left(\begin{array}{cc}
y_{x}+\theta_{x} & -n y_{x} \\
\frac{y_{x}+2 \theta_{x}}{n} & -y_{x}-\theta_{x}
\end{array}\right) .
$$

Observe that, $\pm \theta_{0}, \pm \theta_{1}, \pm \theta_{x}$ are the eigenvalues of $A_{0}, A_{1}, A_{x}$, and that the following constraints are satisfied because of (6.70)

$$
\begin{gather*}
y_{0}+\theta_{0}+y_{1}+\theta_{1}+y_{x}+\theta_{x}=-\theta_{\infty}  \tag{6.72}\\
l y_{0}+m y_{1}+n y_{x}=0  \tag{6.73}\\
\frac{y_{0}+2 \theta_{0}}{l}+\frac{y_{1}+2 \theta_{1}}{m}+\frac{y_{x}+2 \theta_{x}}{n}=0 . \tag{6.74}
\end{gather*}
$$

We also introduce the parameters $k$ and $u$ by writing the entry $A_{12}(z)$ of the matrix $A(z)$ as,

$$
A_{12}(z)=\frac{k(z-u)}{z(z-1)(z-x)}
$$

Notice that,

$$
\begin{equation*}
l y_{0}(1+x)+m y_{1}+n y_{x}=k, \quad l y_{0} x=k u \tag{6.75}
\end{equation*}
$$

Finally we put

$$
\begin{equation*}
v=A_{11}(u)=\frac{y_{0}+\theta_{0}}{u}+\frac{y_{1}+\theta_{1}}{u-1}+\frac{y_{x}+\theta_{x}}{u-x} . \tag{6.76}
\end{equation*}
$$

Solving equations (6.73) and (6.75) with respect to $u, v, w$, we get

$$
\begin{equation*}
l=\frac{k u}{y_{0} x}, \quad m=\frac{k(u-1)}{y_{1}(1-x)}, \quad n=\frac{k(x-u)}{y_{x} x(1-x)} . \tag{6.77}
\end{equation*}
$$

Next, we express $y_{1}, y_{x}$ from (6.72), (6.76), and then we express $y_{0}$ from (6.74). The result is

$$
\begin{gather*}
y_{0}=\frac{v^{2} u^{2}(u-1)(u-x)}{x 2 \theta_{\infty}}+\frac{v u(u-1)(u-x)}{x}+\frac{\theta_{\infty} u(u-x-1)}{2 x}+\frac{\theta_{1}^{2}(x-1)}{2 x \theta_{\infty}(u-1)} \\
-\quad-\frac{\theta_{x}^{2} x(x-1)}{2 \theta_{\infty}(u-x)}-\frac{\theta_{1}^{2}(1-x)}{2 x \theta_{\infty}}-\frac{\theta_{x}^{2} x(x-1)}{2 x \theta_{\infty}}-\theta_{0}-\frac{\theta_{0}^{2}}{2 \theta_{\infty}}, \\
y_{1}=\frac{v^{2} u(u-1)^{2}(x-u)}{(x-1) 2 \theta_{\infty}}+\frac{v u(u-1)(x-u)}{x-1}+\frac{\theta_{\infty}(u-1)(x-u-1)}{2(x-1)}-\frac{\theta_{0}^{2} x}{2 u \theta_{\infty}(x-1)} \\
\quad+\frac{\theta_{x}^{2} x(x-1)}{2 \theta_{\infty}(u-x)}+\frac{\theta_{0}^{2} x}{2(x-1) \theta_{\infty}}+\frac{\theta_{x}^{2} x(x-1)}{2(x-1) \theta_{\infty}}-\theta_{1}-\frac{\theta_{1}^{2}}{2 \theta_{\infty}},
\end{gather*}
$$

Equations (6.77) - (6.78) provide parametrization of the matrices $A_{0}, A_{1}$, and $A_{x}$ by the variables $u, v, k, \theta_{0}, \theta_{1}, \theta_{x}, \theta_{\infty}$, which will prove to be the Darboux coordinates, and by the parameter $x$ which is the isomonodromic time.

Solutions of (6.69) have the following behavior at $z=0,1, x$, and $\infty$

$$
\begin{gather*}
\Phi_{\text {form }}^{(\infty)}(z)=\left(I+O\left(z^{-1}\right)\right) z^{-\theta_{\infty} \sigma_{3}}, \quad z \rightarrow \infty . \\
\Phi_{\text {form }}^{(0)}(z)=G_{0}(I+O(z)) z^{\theta_{0} \sigma_{3}}, \quad z \rightarrow 0,  \tag{6.79}\\
\Phi_{\text {form }}^{(1)}(z)=G_{1}(I+O(z-1))(z-1)^{\theta_{1} \sigma_{3}}, \quad z \rightarrow 1, \\
\Phi_{\text {form }}^{(x)}(z)=G_{x}\left(I+g_{1}(z-x)+O\left((z-x)^{2}\right)\right)(z-x)^{\theta_{x} \sigma_{3}}, \quad z \rightarrow x .
\end{gather*}
$$

The matrices $G_{0}, G_{1}$, and $G_{x}$ diagonalize the matrix residues $A_{0}, A_{1}$, and $A_{x}$,

$$
G_{0}^{-1} A_{0} G_{0}=\theta_{0} \sigma_{3}, \quad G_{1}^{-1} A_{1} G_{1}=\theta_{1} \sigma_{3}, \quad G_{x}^{-1} A_{x} G_{x}=\theta_{x} \sigma_{3}
$$

and they are chosen in the form,

$$
\begin{gather*}
G_{0}=\sqrt{\frac{k u}{2 \theta_{0} x}}\left(\begin{array}{cc}
1 & 1 \\
\frac{1}{l} & \frac{y_{0}+2 \theta_{0}}{l y_{0}}
\end{array}\right) a^{-\frac{\sigma_{3}}{2}}, \\
G_{1}=\sqrt{\frac{k(u-1)}{2 \theta_{1}(1-x)}}\left(\begin{array}{cc}
1 & 1 \\
\frac{1}{m} & \frac{y_{1}+2 \theta_{1}}{m y_{1}}
\end{array}\right) b^{-\frac{\sigma_{3}}{2}},  \tag{6.80}\\
G_{x}=\sqrt{\frac{k(x-u)}{2 \theta_{x} x(1-x)}}\left(\begin{array}{cc}
1 & 1 \\
\frac{1}{n} & \frac{y_{x}+2 \theta_{x}}{n y_{x}}
\end{array}\right) c^{-\frac{\sigma_{3}}{2}} .
\end{gather*}
$$

We also have

$$
\begin{gather*}
\left(g_{1}\right)_{11}=\frac{H}{2 \theta_{x}}-v \frac{u(u-1)}{2 \theta_{x} x(x-1)}-\frac{\theta_{\infty}(u-x)}{2 \theta_{x} x(x-1)} \\
\left(g_{1}\right)_{12}=\frac{H c}{2 \theta_{x}\left(1-2 \theta_{x}\right)}-v \frac{u(u-1) c}{2 \theta_{x} x(x-1)}-\frac{\theta_{\infty}(u-x) c}{2 \theta_{x} x(x-1)}-\frac{\theta_{x}\left(2 u x-x^{2}-u\right) c}{\left(2 \theta_{x}-1\right) x(x-1)(u-x)} \\
\left(g_{1}\right)_{21}=\frac{H}{2 \theta_{x}\left(1+2 \theta_{x}\right) c}+v \frac{u(u-1)}{2 \theta_{x} x(x-1) c}+\frac{\theta_{\infty}(u-x)}{2 \theta_{x} x(x-1) c}-\frac{\theta_{x}\left(2 u x-x^{2}-u\right)}{\left(2 \theta_{x}+1\right) x(x-1)(u-x) c} \\
\left(g_{1}\right)_{22}=-\frac{H}{2 \theta_{x}}+v \frac{u(u-1)}{2 \theta_{x} x(x-1)}+\frac{\theta_{\infty}(u-x)}{2 \theta_{x} x(x-1)} \tag{6.81}
\end{gather*}
$$

where

$$
\begin{align*}
H & =v^{2} \frac{u(u-1)(u-x)}{x(x-1)}+v \frac{u(u-1)}{x(x-1)}+\frac{\theta_{\infty}\left(1-\theta_{\infty}\right)(u-x)}{x(x-1)} \\
& +\frac{\theta_{0}^{2}(u-x)}{u x(x-1)}-\frac{\theta_{1}^{2}(u-x)}{(u-1) x(x-1)}+\frac{\theta_{x}^{2}\left(x^{2}-u(2 x-1)\right)}{(u-x) x(x-1)} . \tag{6.82}
\end{align*}
$$

The whole parameter space $\mathcal{A}$ has dimension 11 as given by (2.2),

$$
\begin{equation*}
\mathcal{A}=\left\{v, u, k, a, b, c, x, \theta_{0}, \theta_{1}, \theta_{t}, \theta_{\infty}\right\} . \tag{6.83}
\end{equation*}
$$

The isomonodromicity with respect to $x$ yields the second differential equation for $\Phi(z)$,

$$
\begin{equation*}
\frac{d \Phi}{d x}=-\frac{A_{x}}{z-x} \Phi \tag{6.84}
\end{equation*}
$$

and the equations

$$
\begin{equation*}
\frac{d G_{0}}{d x}=\frac{A_{x}}{x} G_{0}, \quad \frac{d G_{1}}{d x}=\frac{A_{x}}{x-1} G_{1}, \quad \frac{d G_{x}}{d x}=\left(\frac{A_{0}}{x}+\frac{A_{1}}{x-1}\right) G_{x} \tag{6.85}
\end{equation*}
$$

for the gauge matrices $G_{0}, G_{1}, G_{x}$. The compatibility of (6.84) and (6.69) together with the equations (6.85) imply the following dynamical system on (6.83),

$$
\begin{gather*}
\frac{d u}{d x}=\frac{2 v u(u-1)(u-x)}{x(x-1)}+\frac{u(u-1)}{x(x-1)}, \\
\frac{d v}{d x}=\frac{1}{4 x(x-1)}\left(4 v^{2}\left(2 x u-3 u^{2}-x+2 u\right)+4 v(1-2 u)+4 \theta_{\infty}\left(\theta_{\infty}-1\right)\right) \\
-\frac{\theta_{0}^{2}}{u^{2}(x-1)}+\frac{\theta_{1}^{2}}{x(u-1)^{2}}-\frac{\theta_{x}^{2}}{(u-x)^{2}},  \tag{6.86}\\
\frac{d k}{d x}=\frac{k\left(2 \theta_{\infty}-1\right)(u-x)}{x(x-1)}, \\
\frac{d a}{d x}=-\frac{2 \theta_{0}(u-x) a}{u x(x-1)}, \quad \frac{d b}{d x}=\frac{2 \theta_{1}(u-x) b}{x(x-1)(u-1)}, \quad \frac{d c}{d x}=\frac{2 \theta_{x}\left(u(2 x-1)-x^{2}\right) c}{(u-x) x(x-1)}, \\
\frac{d \theta_{0}}{d x}=\frac{d \theta_{1}}{d x}=\frac{d \theta_{x}}{d x}=\frac{d \theta_{\infty}}{d x}=0 .
\end{gather*}
$$

As before, the only non-trivial equations are the first two, and they are equivalent to the PVI equation for the function $u(x)$, with

$$
\alpha=\frac{\left(2 \theta_{\infty}-1\right)^{2}}{2}, \quad \beta=-2 \theta_{0}^{2}, \quad \gamma=2 \theta_{1}^{2}, \quad \delta=\frac{1-4 \theta_{x}^{2}}{2} .
$$

The general formulae (2.12) and (2.16) transform, in the case of system (6.69), into the equations

$$
\begin{equation*}
\omega_{\mathrm{JMU}}=-\operatorname{res}_{z=t} \operatorname{Tr}\left(\left(G^{(x)}(z)\right)^{-1} \frac{d G^{(x)}(z)}{d z} \frac{d \Theta_{t}(z)}{d x}\right) d x \tag{6.87}
\end{equation*}
$$

and

$$
\begin{gather*}
\omega=\operatorname{res}_{z=\infty} \operatorname{Tr}\left(A(z) d G^{(\infty)}(z) G^{(\infty)}(z)^{-1}\right)+\operatorname{res}_{z=0} \operatorname{Tr}\left(A(z) d G^{(0)}(z) G^{(0)}(z)^{-1}\right) \\
\operatorname{res}_{z=1} \operatorname{Tr}\left(A(z) d G^{(1)}(z) G^{(1)}(z)^{-1}\right)+\operatorname{res}_{z=t} \operatorname{Tr}\left(A(z) d G^{(x)}(z) G^{(x)}(z)^{-1}\right) \tag{6.88}
\end{gather*}
$$

From (6.87) it follows that

$$
\omega_{\mathrm{JMU}}=\theta_{x} \operatorname{Tr}\left(g_{1} \sigma_{3}\right)
$$

and taking into account (6.81), we obtain that,

$$
\omega_{\mathrm{JMU}} \equiv \frac{d \ln \tau}{d x} d x=H d x-v \frac{u(u-1)}{x(x-1)} d x-\frac{\theta_{\infty}(u-x)}{x(x-1)} d t .
$$

Similarly, (6.88) reduces to the equation,

$$
\omega=\operatorname{Tr}\left(\mathrm{G}_{0}^{-1} \mathrm{~A}_{0} \mathrm{dG}_{0}+\mathrm{G}_{1}^{-1} \mathrm{~A}_{1} \mathrm{dG}_{1}+\mathrm{G}_{\mathrm{x}}^{-1} \mathrm{~A}_{\mathrm{x}} \mathrm{dG}_{\mathrm{x}}-\mathrm{A}_{\mathrm{x}} \mathrm{G}_{\mathrm{x}} \mathrm{~g}_{1} \mathrm{G}_{\mathrm{x}}^{-1} \mathrm{dx}\right)
$$

which after using (6.80) and simplifying yields the formula

$$
\omega=v d u-H d x-\theta_{\infty} \frac{d k}{k}-\theta_{0} \frac{d a}{a}-\theta_{1} \frac{d b}{b}-\theta_{x} \frac{d c}{c}+d \theta_{\infty}
$$

This, in turn, can be rewritten as
$\omega=v d u-H d x+d\left(\theta_{\infty}-\theta_{0} \ln a-\theta_{1} \ln b-\theta_{x} \ln c-\theta_{\infty} \ln k\right)+\ln k d \theta_{\infty}+\ln a d \theta_{0}+\ln b d \theta_{1}+\ln c d \theta_{x}$. or, introducing the canonical coordinates,

$$
\begin{aligned}
p_{1}=v, \quad & q_{1}=u, \quad p_{2}=\ln k, \quad q_{2}=\theta_{\infty}, \quad p_{3}=\ln a, \quad q_{3}=\theta_{0}, \\
& p_{4}=\ln b, \quad q_{4}=\theta_{1}, \quad p_{5}=\ln c, \quad q_{5}=\theta_{x} .
\end{aligned}
$$

$$
\begin{equation*}
\omega=\sum_{j=1}^{5} p_{j} d q_{j}-H d x+d\left(q_{2}-q_{3} p_{3}-q_{4} p_{4}-q_{5} p_{5}-q_{2} p_{2}\right) . \tag{6.89}
\end{equation*}
$$

Equation (6.89) proves Conjecture 2.2, in the case of the $2 \times 2$ system (6.69) and gives the explicit formula for $G\left(p_{j}, q_{j}, x\right)$

$$
G\left(p_{1}, p_{2}, p_{3}, p_{4}, p_{5}, q_{1}, q_{2}, q_{3}, q_{4}, q_{5}, x\right)=q_{2}-q_{3} p_{3}-q_{4} p_{4}-q_{5} p_{5}-q_{2} p_{2} .
$$

The corresponding equation (2.32) and the truncated action are

$$
\frac{d \ln \tau}{d x}=v \frac{d u}{d x}-H-\frac{d}{d x}\left(\theta_{0} \ln a+\theta_{1} \ln b+\theta_{x} \ln c+\theta_{\infty} \ln k\right)
$$

and

$$
H d x=v d u-H d x+d\left(\frac{1}{2} \ln \left(\frac{k(q-x)}{x(x-1)}\right)-\theta_{0} \ln a-\theta_{1} \ln b-\theta_{x} \ln c-\theta_{\infty} \ln k\right), \quad d \equiv d_{x},
$$

respectively.
We now want to check Conjecture 5.1. Substituting $G^{(\infty, 0,1, x)}(z)$ from (6.79) into (5.1) leads us to the formula

$$
\omega_{a}=\operatorname{Tr}\left(\mathrm{G}_{0}^{-1} \mathrm{~A}_{0} \delta \mathrm{G}_{0}+\mathrm{G}_{1}^{-1} \mathrm{~A}_{1} \delta \mathrm{G}_{1}+\mathrm{G}_{\mathrm{x}}^{-1} \mathrm{~A}_{\mathrm{x}} \delta \mathrm{G}_{\mathrm{x}}\right)
$$

which after using $(6.71),(6.80)$ and simplifying yields the formula

$$
\omega_{a}=v \delta u-\theta_{\infty} \frac{\delta k}{k}-\theta_{0} \frac{\delta a}{a}-\theta_{1} \frac{\delta b}{b}-\theta_{x} \frac{\delta c}{c}+\delta \theta_{\infty}
$$

After taking differential $\delta$ we get

$$
\begin{equation*}
\delta \omega_{a}=\delta v \wedge \delta u+\delta(\ln k) \wedge \delta \theta_{\infty}+\delta(\ln a) \wedge \delta \theta_{0}+\delta(\ln b) \wedge \delta \theta_{1}+\delta(\ln c) \wedge \delta \theta_{x} \tag{6.90}
\end{equation*}
$$

Therefore Conjecture 5.1 holds.
Now for the form (5.7) we have

$$
\begin{aligned}
\Omega & =\operatorname{Tr}\left(\frac{\partial A_{0}}{\partial x} \delta G_{0} G_{0}^{-1}+\frac{\partial A_{1}}{\partial x} \delta G_{1} G_{1}^{-1}+\frac{\partial A_{x}}{\partial x} \delta G_{x} G_{x}^{-1}+A_{x} G_{x} \delta g_{1} G_{x}^{-1}\right. \\
& \left.-\delta \theta_{0} \sigma_{3} G_{0}^{-1} \frac{\partial G_{0}}{\partial x}-\delta \theta_{1} \sigma_{3} G_{1}^{-1} \frac{\partial G_{1}}{\partial x}-\delta \theta_{x} \sigma_{3} G_{x}^{-1} \frac{\partial G_{x}}{\partial x}+\delta \theta_{x} \sigma_{3} g_{1}\right)
\end{aligned}
$$

After some computation we get (5.8) with $H$ given by (6.82). That means that Conjecture 5.2 holds. We can easily check that system (6.86) is Hamiltonian system with symplectic form (6.90) and the Hamiltonian (6.82).
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