Experimental simulations of explosive degassing of magma
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The violent release of volatiles in explosive volcanic eruptions is known to cause fragmentation of magma and acceleration of the resulting mixture of gas and pyroclasts to velocities exceeding 100 m s⁻¹ (ref. 1). But the mechanisms underlying bubble nucleation, flow acceleration and fragmentation are complex and poorly understood. To gain insight into these phenomena, we have simulated explosive eruptions using two model systems that generate expansion rates and flow velocities comparable to those observed in erupting volcanos. The key feature of both experiments is the generation of large supersaturations of carbon dioxide in a liquid phase, achieved either by decompressing CO₂-saturated water or by rapid mixing of concentrated K₂CO₃ and HCl solutions. We show that liberation of CO₂ from the aqueous phase is enhanced by violent acceleration of the mixture, which induces strong extensional strain in the developing foam. Fragmentation then occurs when the bubble density and expansion rate are such that the bubble walls rupture. In contrast to conventional models of fragmentation¹, we find that expansion and acceleration precede—and indeed cause—fragmentation.

The experiments were carried out (Fig. 1) at the University of Bristol and the California Institute of Technology using shock-tube techniques first proposed in this context by Bennett and more recently developed in studies of volcanic jets, explosive vaporization and high-speed dense dusty gases. A crucial characteristic of the natural systems that we have tried to match in our experiments is that the volatile component (largely H₂O and/or CO₂ in real volcanic eruptions) is in a gaseous state after exsolution but the liquid component (in nature, a silicate liquid ± crystals), which makes up most of the mass of the system, is essentially entirely condensed, even after the volatile component has nearly completely exsolved. In these respects the systems in our experiments differ significantly from one-component systems and two-component systems that completely (or nearly completely) vaporize on decompression.

Design of small-scale experiments to model large-scale volcanic phenomena requires consideration of scaling and dynamic similarity, but no scaling relationships have been established¹ for rapidly degassing bubbly liquids or the high-velocity high-density gas–particle flows that they generate. Thus it is desirable to conduct simulations at the same velocity and with accelerations and flow densities similar to those in the large-scale setting. Velocities in our experiments approach those of volcanic flows (~100 m s⁻¹), as do the accelerations (~100g). Note that gravity (g) is unimportant in flows that experience such large accelerations. The high velocities and accelerations experienced by these flows mean that inertial rather than viscous forces control the dynamics. The ratio of the test-cell pressure to reservoir pressure in the decompression experiments (Fig. 1a) ranges from 30 to 300, comparable to magmas with a few per cent dissolved water (saturation pressures ~50–100 MPa) that disrupt explosively at a few megapascals (refs 2, 9). Obviously, the length scales of the volcanic system cannot be reproduced in the laboratory. Generally, in the study of bubbly liquids and dusty gases, the diameter of the laboratory flow channel is chosen to be much larger than the smallest bubble or particle class being modelled¹,¹⁰,¹¹ so that the long-range dynamical interactions between phases that generate a variety of flow scales are free to act.

Bubble nucleation and growth are ultimately the processes that drive the accelerations observed in our experiments, so scaling of our results to nature requires an evaluation of how they may differ in supersaturated magmas. Molar fractions of volatiles in our experiments (up to 0.004 for CO₂ in the depressurization experiments, and as large as 0.1 in the chemical injection experiments) are comparable to those of intermediate to silicic magmas (0.02–0.06 for H₂O⁴), so the ratio of gas to condensed matter is comparable in the experiments and in nature. However, the diffusivity of CO₂ in H₂O (2 × 10⁻⁹ m² s⁻¹ at 20°C) is ~200 times larger than that of H₂O (at concentrations of ~0.03%) at 850°C (~10⁻¹⁴ m² s⁻¹)¹²,¹³. The diffusivity-controlled volume growth rate of bubbles during degassing is proportional to the product of diffusivity and concentration, which ranges from ~10 times larger than in magma in the decompression experiments to locally 200 times in the chemical experiments. The viscosity of water is also many orders of magnitude less than that of magma in explosive eruptions. But numerical calculations (ref. 14 and J. Barclay, D. S. Riley and R.S.J.S., unpublished results) indicate that, even under conditions of explosive eruption, diffusive bubble growth is not retarded by viscous effects unless magma viscosities exceed 10⁷ Pa s. In the fragmentation region, with pressures of a few megapascals, magmas are not fully degassed and a few tenths of a per cent of residual dissolved water are sufficient to keep viscosities at values that would not inhibit explosive expansion.
rates. Initial bubble densities measured in the decompression experiments are of the order of 10^9 m^-3, whereas in laboratory experiments on volcanic glasses densities of the order of 2 x 10^10 m^-3 have been reported; observations of pumice suggest nucleation densities of 3 x 10^10 to 3 x 10^11 m^-3. That bubble densities in the present experiments are up to 5 orders of magnitude smaller than in nature and in decompression experiments on magmatic compositions is probably more important than the smaller difference in diffusivities noted above and suggests that natural events could be even more explosive than those observed by us in the laboratory.

Figure 2 shows representative single frames taken from high-speed motion pictures of the two experiments. In the experiment of Fig. 2a, velocities up to 14 m s^-1 and accelerations of more than 200g are observed for supersaturation pressures of 0.7 MPa. The flows expand at almost constant acceleration (Fig. 3a), which is strongly and positively correlated with the ratio of test-cell pressure to reservoir pressure, and weakly negatively correlated with liquid viscosity. As bubble growth causes expansion and the number of bubbles remains constant following initial nucleation (suggesting heterogeneous nucleation), constant acceleration implies that the bubble volume increases in proportion to r^2 (where r is time), or the bubble diameter increases as r^1.5. Preliminary measurements on individual bubbles, during the time when bubbles are well-separated and roughly spherical, confirm this relationship. In the flows generated by chemical reaction (Fig. 2b), peak velocities and accelerations increase with CO2 supersaturation (Fig. 3b). CO2 supersaturations up to 9 MPa, velocities up to 30 m s^-1 and accelerations up to 150g are achieved when saturated K2CO3 (6 M) is injected into concentrated HCl (12 M). The acceleration of these flows increases approximately linearly with time because...
of continuous mixing of the reactants, which is itself enhanced by the stretching of the accelerating two-phase mixture. Eventually the acceleration reaches a maximum and then decreases when the reactants are depleted.

The two sets of experiments reveal several aspects of the physics of violent degassing.

(1) The growth rate measured in the decomposition experiments is greater than the \( t^{1/2} \) power-law behaviour expected for diffusive growth of a spherical bubble at rest in an infinite fluid and frequently used in models of explosive volcanic eruptions.\(^{2,19} \)

The observed \( t^{2/3} \) growth rate has, however, been predicted theoretically\(^{19} \) for bubbles moving with constant convective velocity \( U \) relative to supersaturated liquid. One mechanism for inducing convective motion of bubbles in these experiments and in erupting magmas is buoyant rise in the rapidly-accelerating fluid. Constant-velocity (that is, independent of bubble diameter) buoyant rise occurs in a regime of bubble motion dominated by capillarity and gravity, when \( We^{2}/Fr > 100 \) (ref. 20), where \( We = \rho U^2 D/\sigma \) is the Weber number, \( Fr = U^2/AD \) is the Froude number, \( \rho \) is the liquid density, \( D \) is the bubble diameter, \( \sigma \) is the surface tension and \( a \) is the acceleration. Under these conditions \( U = 1.2(a\sigma/\rho)^{1/4} \). Thus the rise velocity depends weakly on acceleration and surface tension and, for the experiments reported here \( (\sigma = 100 \text{ g cm}^{-2}, \rho = 1,000 \text{ kg m}^{-3}) \) is \( \approx 0.6 \text{ m s}^{-1} \), \( We^{2}/Fr = 6,000 \) for \( D = 2 \times 10^{-3} \text{ m} \).

Although bubble rise under different laboratory conditions or in magmatic systems will probably be in a different regime of bubble rise, our experiments demonstrate that in general degassing in explosively accelerating liquids is enhanced by buoyant convective diffusion.

(2) In the chemically-generated flows, large gradients of HCl concentration near the injection jets generate large supersaturation gradients and spatially inhomogeneous liberation of CO\(_2\) vapour. Therefore, the chemically-generated two-phase flows are intrinsically heterogeneous, and thus they may model the behaviour of inhomogeneities occurring in natural systems. This difference between the two types of flows is visible in Fig. 2; striations of differing opacity, varying from clear (no bubbles) to black (highly vesiculated, fragmented) appear throughout the image of Fig. 2b, whereas the dark, high-bubble-density fragmentation region in Fig. 2a is confined to the neighbourhood of the free surface. In the chemically-generated flow, even liquid below virtually bubble-free clear fluid (Fig. 2b, top) is fragmented. Evidence of heterogeneous vesiculation is common in plinian pyroclastic deposits and ignimbrites.

(3) In our experiments, water fragments into a spray entirely in the liquid state, demonstrating that fragmentation induced by rapid expansion in the liquid state can occur as well in volcanic systems. But in contrast to water, silicic magmas exhibit viscoelastic behaviour\(^{22} \) at strain rates comparable to those observed in our experiments; we observe accelerations to \( 50 \text{ m s}^{-2} \) in distances of less than \( 1 \text{ m} \), so the extensional strain rate is of the order of \( 100 \text{ s}^{-1} \). In the Maxwell model of linear viscoelastic materials, the relaxation time \( \tau \) is given approximately by \( \tau = \mu/G \), where \( \mu \) is the shear viscosity and \( G \) is the shear modulus\(^{22} \). With \( \mu \approx 10^6 \text{ Pa} \) for magma with a few weight per cent \( H_2O \) at eruption temperature\(^{3} \) and \( G \approx 10^8 \text{ Pa} \), then \( \tau \approx 10^{-5} \text{ s} \), of the same order as the inverse strain rate in rapid exsolution. Thus rapid expansion sufficient to cause magma to cross the glass transition, leading to brittle fracture of the foam, may be possible. Future experiments will examine this mechanism in model viscoelastic fluids.

(4) An important result of our experiments is that models\(^{1,2} \), postulating that magma fragments at a simple downward-propagating front in almost static foams with viscosities of 0.7–0.8, and that flow expansion occurs after fragmentation, should be revised. Foam acceleration precedes fragmentation, rather than the reverse. In addition, in some of the depressurization experiments, viscosities in excess of 0.7–0.8 are achieved without fragmentation. Silicic pumices with high viscosities are also known\(^{23} \).

Convectively-enhanced degassing and the mechanisms of flow expansion and fragmentation will, when incorporated into theoretical models of eruption dynamics, significantly affect such parameters as flow velocity and density at the conduit exit, and the duration of eruptions. Consequently, new insight gained from these experimental simulations could have an important impact on the theoretical prediction of volcanic phenomena and hazards.
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FIG. 3 Position of the flow head \( h \) as a function of time \( t \) measured from high-speed motion pictures. \( a \), Flow generated by depressurization. Log-log (base 10) plot of \( h \) vs \( t \) against \( t \). Origin of time, \( 0 \leq t \leq 22.5 \) ms, was adjusted for each run to optimize the linearity of the plot. Results of 22 runs at different saturation pressure, ambient pressure, fluid viscosity and fill depth are shown. Lines of slope 2 (constant acceleration) are indicated at right and left. The acceleration increases monotonically from right to left on the plot from 0.7 m s\(^{-2} \) (run 88) to 2.100 m s\(^{-2} \) (run 90). \( b \), Flow generated by chemical reaction. Top curve, 6 M K\(_2\)CO\(_3\)→12 M HCl; bottom curve, 6 M K\(_2\)CO\(_3\)→6 M HCl. Each curve is a composite of data from five films viewing different parts of the test cell. The origin of time for each film was selected to ensure continuity of the plotted data. A least-squares fit (solid lines) of the initial linear part of the data was made to the function \( h = 1.5 \times 10^{-2} \), where \( h \) is the initial height of the liquid in the test cell, with the following results: 6 M K\(_2\)CO\(_3\)→6 M HCl, \( b = 2.69, A = 1.49 \times 10^{-2} \); 6 M K\(_2\)CO\(_3\)→12 M HCl, \( b = 3.26, A = 1.07 \times 10^{-2} \). As \( b \approx 2 \), these flows experience accelerations that increase with time and with CO\(_2\) yield. Line of slope 3 (\( a \times t \)) is shown on the right (dashed).
Optimal harvesting policies that maximize profit may fail to achieve sustainable use of renewable resources. Economists note that entrepreneurs typically discount future income at a rate equal to or greater than the real interest rate (monetary interest rate minus inflation rate). When the discount rate, \(\delta\), exceeds a critical value, \(\delta^*\), deterministic models of population growth show that the economically optimal strategy is immediate harvesting to extinction \(^{1,3}\) (Fig. 1). When the discount rate is below the critical value, deterministic models predict a perpetually constant harvest.

Real populations fluctuate because of demographic and environmental stochasticity (individual and temporal variation) in birth and death rates, and palaeontology indicates that extinction is the eventual fate of all species.\(^{5-16}\) Stochastic models demonstrate that population fluctuations reduce the maximum expected harvest below the deterministic maximum sustained yield (MSY)\(^{17,19}\); this and the collapse of many fisheries discredited the MSY concept.\(^1\) However, economic discounting and the dynamics of extinction have received little attention in stochastic harvesting models.

Denote the mean annual change in population of size \(N\) as \(\dot{N}(N) = M_d(N) - y(N)\), where \(M_d(N)\) represents the expected dynamics without harvesting and \(-y(N)\) is the reduction from harvesting. The variance of annual change in population, given the present size, is \(\gamma(N)\). The discount rate and the profit per unit harvest are assumed to be constants. If \(N_i\) is the population size at time \(i\), then from an initial population \(N_0\) the expected present value of cumulative harvest before extinction is

\[
\psi(N_0, \delta) = E \left[ \int_0^{t^*} e^{-\delta t} y(N_t) \, dt \right]
\]

where \(t^*\) is the extinction time of a particular population in a stochastic environment. Assuming that proportional changes in population per year are usually small, as for large-bodied birds
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Deterministic models demonstrate that when the economic discount rate of future harvests exceeds a critical value related to population growth rate, the strategy that maximizes the present value of cumulative harvest is immediate extinction (liquidation) of the population\(^\dagger,3\). Here we analyse stochastic models to derive optimal strategies that maximize the expected present value of cumulative harvest before extinction of a fluctuating population. Stochastic models reveal that discount rates below the critical value can substantially reduce the mean time to extinction and the expected real harvest before extinction. With an unstable equilibrium at small population size (Allee effect\(^4,6\) or depression\(^\dagger\)), the critical discount rate is lower in the stochastic model than in the corresponding deterministic model. These results argue against economic discounting in the development of optimal strategies for sustainable use of biological resources.

Commercially important species are often overharvested to economic depletion (many fisheries and forest-dwelling species\(^1\)), to near extinction (the blue whale, right whale, northern elephant seal, American bison, black rhino, white rhino, for example\(^2,11\)), or to extinction (Stellar's sea cow, great auk, Caribbean monk seal\(^4,10\)). Overexploitation, usually combined with habitat destruction and/or introduced species, threatens about one-third of the endangered mammals and birds of the world\(^10\).
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FIG. 1. Optimal harvesting strategies in deterministic and stochastic population models, assuming a constant profit per unit harvest. In the deterministic model, the population dynamics in the absence of harvesting are \(dN/dt = F(N)\). The population size that maximizes the present value of future harvests, \(c\), occurs where the slope of the population growth curve equals the discount rate, \(\delta\). There may be zero, one, or more solutions; the optimal strategy is the solution with the largest sustained yield. When the discount rate exceeds a critical value, \(\delta^*\), equal to the maximum \(F(N)\) with \(F(N) > 0\), there is no solution and the optimal strategy is immediate harvesting to extinction. The stochastic model has expected dynamics \(M_d(N)\) without harvesting. The optimal harvesting threshold, \(c\), above which all excess individuals are immediately harvested and below which no harvesting occurs, maximizes the expected present value of cumulative yield before extinction, \(\psi\), defined in equation (1). The (expected) population dynamics illustrated for both the deterministic and stochastic models are given in Fig. 2, and the values of \(c\) shown are for \(\delta = 0.01\) per year.