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#### Abstract

Nonholonomic models of automobiles are developed by utilizing tools of analytical mechanics, in particular the Appellian approach that allows one to describe the vehicle dynamics with minimum number of time-dependent state variables. The models are categorized based on how they represent the wheelground contact, whether they incorporate the longitudinal dynamics, and whether they consider the steering dynamics. It is demonstrated that the developed models can be used to design low-complexity controllers that enable automated vehicles to execute a large variety of maneuvers with high precision.
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## 1 Introduction

During the last century, we have seen an unprecedented evolution of road transportation. This started with Benz's invention of the horseless carriage or automobile at the end of the nineteenth century, which was turned into mass production by Ford during the early twentieth century. It was not until the second half of the twentieth century when engineers started to describe the motion of road vehicles and the subject vehicle dynamics was born, as evidenced by the establishment of the International Association of Vehicle Systems Dynamics (IAVSD) and the corresponding journals and symposia. During the last few decades, road vehicles transformed from mechanical to electromechanical systems by taking advantage of the products of the semiconductor industry. This essentially led to the birth of the subject vehicle control which was evidenced by the foundation of the organization Advanced Vehicle Control (AVEC) and the corresponding series of symposia. During the first two decades of the current century, starting with the DARPA Grand Challenges, the notion of automated vehicle or self-driving vehicle was established, and this is expected to dominate the research and development of vehicle dynamics and control during the next few decades. The timeline of these events is summarized at the top of Fig. 1.

The field of vehicle dynamics, control, and automation has been driven by three main factors: the demand for speed, the demand for maneuverability, and the need for safety. These led to many key inventions during the second half of the last century, including cruise control, anti-lock braking system (ABS), electronic stability control (ESC), adaptive cruise control (ACC), and lane keeping systems; see Fig. 1. These systems relieve the human driver from some of the driving tasks, while still keeping him/her in the loop. Recent efforts, on the other hand, have been mainly dedicated to handing over all driving tasks to automated systems whose capabilities supersede those of the human drivers. This ambitious goal demands for vehicle models that can describe a large variety of maneuvers and for low-complexity controllers which enable the vehicle to execute those maneuvers. These controllers need to achieve high level of maneuverability without large computational efforts, as the latter would result in time delays and would compromise safety, especially for high speed [12,43, 44, 81].

To move toward higher levels of automation, many efforts are put forward both in academia and in the industry. These include the establishment of research centers and test facilities at universities [67], large investments made by traditional automakers, and the creation of many start-up companies which primarily focus on automated driving. Researchers approach automation from various perspectives including safety, efficiency, security, legal, and even ethical considera-
tions. Vehicle dynamics and control plays a fundamental role in enhancing these performance measures and, thus, will have a key role in achieving self-driving functionalities.

In order to understand vehicle dynamics, we need to go back a little more in history. Figure 1 also displays a list of eminent scientists who predated the automotive revolution by centuries. As a matter of fact, most of the current modeling approaches are based on the works of Isaac Newton [52], which were reformulated later by Leonhard Euler [21]. This method, which maintains knowledge of reaction forces between bodies, still constitutes the base of vehicle dynamics software currently used in academia and industry; we refer to this as the Newtonian approach. A method that eliminates the reaction forces arising from geometric constraints is due to Joseph-Louis Lagrange (born Giuseppe Luigi Lagrangia) [37]. This can also be used for vehicle systems and we refer to this as the Lagrangian approach. Kinematic constraints, which can describe the dynamics of rolling wheels, were incorporated in the Lagrangian approach by Edward Routh [65] and Aurel Voss [80]. Nevertheless, the method developed by Paul Appell [6] and independently by Josiah Gibbs [25] was necessary to eliminate the reaction forces arising from the rolling constraints. We refer to this as the Appellian approach, though we remark that similar methods were developed later by Petr Voronets [79], Georg Hamel [30] and Thomas Kane [33]. Various analytic and geometric


Fig. 1 Timeline of the life of dynamicists and the development of vehicle dynamics, control, and automation
approaches to kinematic constraints and the so-called nonholonomic systems were later developed and summarized in $[11,14,20,24,29,34,36,51,55,58]$.

The Appellian approach has not yet been utilized widely in the field of vehicle dynamics. Kinematic constraints are often imposed on (potentially complex) vehicle models to form constrained optimization-based control problems, which are computationally expensive. In contrast, the Appellian approach eliminates kinematic constraints by selecting the minimum number of dynamic variables that can be used to describe the motion of the vehicle. It generates a system of firstorder differential equations, which is ready-made for control design without the need of imposing any additional constraint. Such simplicity can have tremendous benefit for motion planning and control of automated vehicles, which has not yet been exploited so far, except in case of steering control of kinematic models [19,50].

The first major contribution of this paper is the introduction of the Appellian approach into the field of vehicle dynamics. For the first time, nonholonomic dynamic models are derived, which incorporate the essential longitudinal and lateral dynamics of automobiles, while taking into account the kinematic constraints of rolling. We assume rigid wheels and skates to model the wheel-ground contact, and derive the constraining forces at the contact points which are needed to realize the kinematic constraints. This approach enables us to reveal the backbone dynamics of automobiles [4], and to describe a large variety of maneuvers without significant increase in model complexity. In particular, the models remain differentially flat [ $1,23,40,45,49]$, enabling the development of lowcomplexity planners and controllers with low computational cost.

We remark that in the literature, tire models [56] are utilized typically to calculate the wheel-ground contact forces. These involve many empirical parameters and the corresponding vehicle models are of higher complexity, making it difficult to identify the backbone dynamics [47,72]. We remark that the Appellian approach can also be used when incorporating tire models of different complexity [12,53,75]. The arising high-complexity vehicle models may be used to test the controllers designed using the nonholonomic models. We also remark that one may incorporate the elasticity of the suspension while assuming rigid wheel-ground contact $[16,42,74]$.

To investigate the developed nonholonomic models, we study the path-following control problem by utilizing these models. In their original form, the models describe the absolute position and orientation of the vehicle in an Earth-fixed frame. For path following, however, it is beneficial to use the relative position and orientation with respect to the given path. This can enable the design of analytical path-following controllers for any given path, rather than limiting to straight or circular paths. Therefore, the second major contribution of this paper is to derive a nonlinear transformation analytically, which can be used to transform the vehicle dynamics from absolute coordinates to relative coordinates. This transformation can be applied to any vehicle model (even to those with tires), and here we apply it to the developed nonholonomic vehicle models.

We use the transformed vehicle models to design path-following controllers. In the literature, many sophisticated, high-complexity controllers are available for path-following $[3,9,10,13,15,18,22,41,64$, $76,81]$. However, these rarely meet all the expectations of the automotive industry simultaneously, like low computational cost, high maneuverability, increased comfort, and enhanced safety. In particular, controllers based on models with tires require a great effort in parameter identification, whereas the uncertainties and model errors make them only capable of executing maneuvers in restricted scenarios. Consequently, automated vehicles, which are capable of following straight paths and circles, often perform poorly when the curvature changes abruptly or when disturbances occur. This can lead to reduced maneuverability, discomfort, and safety hazards.

The third major contribution of this paper is to create a novel low-complexity nonlinear path-following controller based on the backbone dynamics of nonholonomic models derived by the Appellian approach. We construct a controller by integrating a nonlinear feedforward controller revealed by the transformed dynamics and a nonlinear feedback controller that is able to handle both small and large errors in lateral deviation and relative yaw angle. We investigate the stability of the controller analytically and demonstrate via numerical simulations that it enables vehicles to follow different paths with high precision. Such controllers can enable automated vehicles to execute a large variety of maneuvers without compromising comfort or safety,
which will play an essential role as we move toward higher levels of automation.

We start the rest of the paper by discussing constraints in mechanical systems as well as the Newtonian, Lagrangian, and Appellian modeling approaches in Sect. 2. The latter one is utilized in the subsequent sections to develop the models for automobiles. Readers who are familiar with these modeling approaches may decide to skip this section. In Sect. 3, we describe our modeling assumptions used for the single track models developed in the paper. We categorize the models based on how the wheel-ground contact is modeled (rigid wheels vs skates), whether the longitudinal speed is restricted or the vehicle is driven by forces/torques, and whether the steering angle is assigned or a steering torque is applied. The models with skates are described in detail in Sect. 4, while the models with rigid wheels are discussed in Sect. 5. In both cases the models are given at the beginning of the sections followed by the detailed derivations in subsections. These derivations may be skipped by the reader depending on his/her interests. In Sect. 6 we discuss the roles of singularities, the calculation of nonholonomic constraining forces, and present an analytic method to reformulate the models using path coordinates. These equations are used in control design when the vehicle is intended to follow a given path in Sect. 7. We conclude the paper in Sect. 8 where we also point out some future research directions.

## 2 Analytical mechanics for nonholonomic systems

In this section, we briefly review the concepts involved in nonholonomic systems and the related modeling techniques. The reader may refer to $[11,14,20,24,29$, $34,36,51,55,58$ ] for more details on dynamics of nonholonomic systems. We start with defining constraints and degrees of freedom, and then review the Newtonian, the Lagrangian and the Appellian approaches. For the sake of simplicity, the derivations are carried out for systems of particles and we provide the necessary formulas to allow the reader to generalize the calculations for rigid bodies.

### 2.1 Constraints and degrees of freedom

Let us consider a system of $N$ particles of mass $m_{i}, i=$ $1, \ldots, N$ as shown in Fig. 2. Without constraints this


Fig. 2 Dynamical system of $N$ particles with constraints. A rod maintains the distance $l$ between particles $m_{1}$ and $m_{2}$, which is described by the constraint $f_{1}$. The particle $m_{N}$ is constrained to a surface while its velocity is directed by the blade of a skate sliding on the surface; the corresponding constraining equations are given by $f_{2}$ and $g_{1}$, respectively
system has $3 N$ degrees of freedom, that is, it requires $3 N$ scalar coordinates to unambiguously describe the system. The corresponding Newtonian equations of motion can be formulated as 3 N second-order ordinary differential equations, or equivalently, 6 N firstorder ordinary differential equations. In particular, one may use the position vectors $\mathbf{r}_{i}, i=1, \ldots, N$ of the particles to describe their motion uniquely.

Now consider that the system is subject to $g$ geometric (also called holonomic) constraints of the form
$f_{\alpha}\left(\mathbf{r}_{i}, t\right)=0, \quad \alpha=1, \ldots, g$,
see the examples $f_{1}$ and $f_{2}$ in Fig. 2. Here we use a simplified notation so that $\mathbf{r}_{i}$ stands for $\mathbf{r}_{1}, \ldots, \mathbf{r}_{N}$ representing that each constraint may depend on the position vectors of all particles as well as on the time $t$ explicitly. This notation is implemented in the rest of this section in order to keep the complexity of formulas manageable. For example, $w_{\beta}\left(\mathbf{r}_{j}, t\right)$ means that $\omega_{\beta}$ may depend on $\mathbf{r}_{1}, \ldots, \mathbf{r}_{N}$. Assume that apart from the geometric constraints, we also have $h$ kinematic (also called nonholonomic) constraints of the form
$g_{\beta}\left(\mathbf{r}_{i}, \dot{\mathbf{r}}_{i}, t\right)=0, \quad \beta=1, \ldots, h$,
where the dot represents derivative with respect to time $t$; see the example $g_{1}$ in Fig. 2.

We show that the geometric constraints can be eliminated using generalized coordinates, while the kinematic constrains can be handled using pseudovelocities, although the equations (2) shall be kept as

(b)


Fig. 3 Actual, admissible and virtual velocities. a Skating on a stationary surface. b Skating on a nonstationary surface that translates with velocity $\mathbf{u}$. In both cases the virtual velocity is tangential to the surface
part of the equations of motion. Consequently, one can define the degrees of freedom of the system as $3 N-g-h / 2$ corresponding to the $6 N-2 g-h$ firstorder ordinary differential equations that govern the motion of the system; see also [32].

In order to simplify the matter, we only consider kinematic constraints that are affine functions of velocities $\dot{\mathbf{r}}_{i}$ :

$$
\begin{equation*}
\sum_{i=1}^{N} \mathbf{w}_{\beta i}\left(\mathbf{r}_{j}, t\right) \cdot \dot{\mathbf{r}}_{i}+w_{\beta}\left(\mathbf{r}_{j}, t\right)=0, \quad \beta=1, \ldots, h \tag{3}
\end{equation*}
$$

where - denotes the dot product of vectors. In what follows, all the sliding and/or rolling constraints can be written in the form (3) which seems to be quite generic in classical multi-body systems.

Before trying to eliminate the constraints, we list some definitions. As already indicated above, the actual velocity of particle $i$ is denoted by $\dot{\mathbf{r}}_{i}$; this will be the solution of the equations of motion once they are constructed. The set of velocities that satisfy the constraints above (but may not satisfy the equations of motion) are called admissible velocities and they are denoted by $\left\{\dot{\mathbf{r}}_{i}^{\wedge}, \dot{\mathbf{r}}_{i}^{\wedge \wedge}, \dot{\mathbf{r}}_{i}^{\wedge \wedge \wedge}, \ldots\right\}$. One of these velocities is, in fact, the actual velocity. Finally, the virtual velocity
is defined as the difference of two admissible velocities, e.g., $\delta \dot{\mathbf{r}}_{i}=\dot{\mathbf{r}}_{i}^{\wedge}-\dot{\mathbf{r}}_{i}^{\wedge \wedge}$; see illustrations in Fig. 3. Notice that despite $\delta$ often refers to variations, the virtual velocities are not infinitesimal quantities.

Using the definitions above, one may reformulate (3) as follows. Since the admissible velocities satisfy the constraints (3), the velocities $\dot{\mathbf{r}}_{i}^{\wedge}$ and $\dot{\mathbf{r}}_{i}^{\wedge \wedge}$ may be substituted there instead of $\dot{\mathbf{r}}_{i}$. Then taking the difference of the two leads to
$\sum_{i=1}^{N} \mathbf{w}_{\beta i}\left(\mathbf{r}_{j}, t\right) \cdot \delta \dot{\mathbf{r}}_{i}=0, \quad \beta=1, \ldots, h$,
that are linear in the virtual velocities $\delta \dot{\mathbf{r}}_{i}$.

### 2.2 Newton's 2nd law and Jourdain's principle

The power of the force $\mathbf{F}_{i}$ acting on particle $i$ is defined as $P_{i}=\mathbf{F}_{i} \cdot \dot{\mathbf{r}}_{i}$. Based on the definitions above, the virtual power can also be defined as $\delta P_{i}=\mathbf{F}_{i} \cdot \delta \dot{\mathbf{r}}_{i}$. Then, the ideal constraints are defined by requiring the virtual power of the corresponding constraining forces $\mathbf{K}_{i}$ to be zero:
$\sum_{i=1}^{N} \mathbf{K}_{i} \cdot \delta \dot{\mathbf{r}}_{i}=0$.
Here we only consider ideal constraints, and the forces that do not satisfy (5) are called active forces and denoted by $\mathbf{F}_{i}$.

Thus, Newton's 2nd Law can be written in the form
$m_{i} \ddot{\mathbf{r}}_{i}=\mathbf{F}_{i}+\mathbf{K}_{i}, \quad i=1, \ldots, N$,
where the active and the constraining forces are separated. By multiplying this equation with the corresponding virtual velocity $\delta \dot{\mathbf{r}}_{i}$, and summing them for all particles, we obtain Jourdain's principle
$\sum_{i=1}^{N}\left(m_{i} \ddot{\mathbf{r}}_{i}-\mathbf{F}_{i}\right) \cdot \delta \dot{\mathbf{r}}_{i}=0$,
where (5) is utilized. Similar result is obtained by applying D'Alembert's principle with virtual displacements instead of virtual velocities, which is widely used in statics [20]. However, since virtual displacements are infinitesimal quantities, it is challenging to use them in dynamical problems [5].

### 2.3 Lagrange equations of the 2 nd kind

The Lagrangian approach can be used to eliminate the $g$ geometric constraints (1) and the corresponding geo-
metric constraining forces from the governing equations. In order to do this, $3 N-g$ so-called generalized coordinates $q_{k}, k=1, \ldots, 3 N-g$ have to be selected intuitively. While the chosen definitions
$q_{k}:=H_{k}\left(\mathbf{r}_{i}, t\right), \quad k=1, \ldots, 3 N-g$,
are optional, it can be considered appropriate if these generalized coordinates, together with the geometric constraints (1), provide an unambiguous description of the dynamical system. In mathematical terms, this means that the system of $3 N$ nonlinear algebraic equations

$$
\begin{align*}
H_{k}\left(\mathbf{r}_{i}, t\right) & =q_{k}, \quad k=1, \ldots, 3 N-g \\
f_{\alpha}\left(\mathbf{r}_{i}, t\right) & =0, \quad \alpha=1, \ldots, g \tag{9}
\end{align*}
$$

(cf. (1) and (8)) has a unique solution for the $3 N$ unknown coordinates of the position vectors $\mathbf{r}_{i}, i=$ $1, \ldots, N$. Consequently, if the generalized coordinate selection is appropriate, a unique solution
$\mathbf{r}_{i}\left(q_{k}, t\right), \quad i=1, \ldots, N$,
exists, where again, we use the abbreviated notation that $q_{k}$ represents $q_{1}, \ldots, q_{3 N-g}$. We remark that the explicit time dependence of (8), (9) and (10) originates in the fact that, in general, the constraints (1), (2) and (3) can be time dependent.

Taking the time derivative of (10) allows us to express the velocities $\dot{\mathbf{r}}_{i}$ as an affine function of the generalized velocities $\dot{q}_{k}$ :
$\dot{\mathbf{r}}_{i}=\sum_{k=1}^{3 N-g} \frac{\partial \mathbf{r}_{i}\left(q_{\ell}, t\right)}{\partial q_{k}} \dot{q}_{k}+\frac{\partial \mathbf{r}_{i}\left(q_{\ell}, t\right)}{\partial t}, \quad i=1, \ldots, N$.

Similarly to (3) and (4), this can be rewritten for the virtual velocities $\delta \dot{\mathbf{r}}_{i}=\dot{\mathbf{r}}_{i}^{\wedge}-\dot{\mathbf{r}}_{i}^{\wedge \wedge}$ by means of the virtual generalized velocities $\delta \dot{q}_{k}=\dot{q}_{k}^{\wedge}-\dot{q}_{k}^{\wedge \wedge}$ as
$\delta \dot{\mathbf{r}}_{i}=\sum_{k=1}^{3 N-g} \frac{\partial \mathbf{r}_{i}\left(q_{\ell}, t\right)}{\partial q_{k}} \delta \dot{q}_{k}, \quad i=1, \ldots, N$.
Substituting (11) into (3) yields the kinematic constraints in the form

$$
\begin{equation*}
\sum_{k=1}^{3 N-g} A_{\beta k}\left(q_{\ell}, t\right) \dot{q}_{k}+A_{\beta}\left(q_{\ell}, t\right)=0, \quad \beta=1, \ldots, h \tag{13}
\end{equation*}
$$

that are expressed with respect to the generalized velocities as

$$
\begin{align*}
A_{\beta k}\left(q_{\ell}, t\right)= & \sum_{i=1}^{N} \mathbf{w}_{\beta i}\left(\mathbf{r}_{j}\left(q_{\ell}, t\right), t\right) \cdot \frac{\partial \mathbf{r}_{i}\left(q_{\ell}, t\right)}{\partial q_{k}} \\
A_{\beta}\left(q_{\ell}, t\right)= & \sum_{i=1}^{N} \mathbf{w}_{\beta i}\left(\mathbf{r}_{j}\left(q_{\ell}, t\right), t\right) \cdot \frac{\partial \mathbf{r}_{i}\left(q_{\ell}, t\right)}{\partial t}  \tag{14}\\
& +w_{\beta}\left(\mathbf{r}_{j}\left(q_{\ell}, t\right), t\right)
\end{align*}
$$

Substituting (12) into (4) yields the kinematic constraints in the form

$$
\begin{equation*}
\sum_{k=1}^{3 N-g} A_{\beta k}\left(q_{\ell}, t\right) \delta \dot{q}_{k}=0, \quad \beta=1, \ldots, h \tag{15}
\end{equation*}
$$

expressed with the virtual generalized velocities.
In order to derive the equations of motion in terms of the generalized coordinates $q_{k}$, we substitute (12) into Jourdain's principle (7); this leads to

$$
\begin{equation*}
\sum_{k=1}^{3 N-g}\left(\sum_{i=1}^{N} m_{i} \ddot{\mathbf{r}}_{i} \cdot \frac{\partial \mathbf{r}_{i}}{\partial q_{k}}-\sum_{i=1}^{N} \mathbf{F}_{i} \cdot \frac{\partial \mathbf{r}_{i}}{\partial q_{k}}\right) \delta \dot{q}_{k}=0 \tag{16}
\end{equation*}
$$

Applying the relationship $\partial \dot{\mathbf{r}}_{i} / \partial \dot{q}_{k}=\partial \mathbf{r}_{i} / \partial q_{k}$ (cf. (11)) and the chain rule, one can reformulate (16) as

$$
\begin{equation*}
\sum_{k=1}^{3 N-g}\left(\frac{\mathrm{~d}}{\mathrm{~d} t} \frac{\partial T}{\partial \dot{q}_{k}}-\frac{\partial T}{\partial q_{k}}-Q_{k}\right) \delta \dot{q}_{k}=0 \tag{17}
\end{equation*}
$$

where

$$
\begin{align*}
T= & \frac{1}{2} \sum_{i=1}^{N} m_{i} \dot{\mathbf{r}}_{i}^{2} \\
= & \frac{1}{2} \sum_{j, k=1}^{3 N-g}\left(\sum_{i=1}^{N} m_{i} \frac{\partial \mathbf{r}_{i}}{\partial q_{j}} \cdot \frac{\partial \mathbf{r}_{i}}{\partial q_{k}}\right) \dot{q}_{j} \dot{q}_{k}  \tag{18}\\
& +\sum_{k=1}^{3 N-g}\left(\sum_{i=1}^{N} m_{i} \frac{\partial \mathbf{r}_{i}}{\partial q_{k}} \cdot \frac{\partial \mathbf{r}_{i}}{\partial t}\right) \dot{q}_{k} \\
& +\frac{1}{2} \sum_{i=1}^{N} m_{i}\left(\frac{\partial \mathbf{r}_{i}}{\partial t}\right)^{2}
\end{align*}
$$

is the kinetic energy of the system, while the generalized forces are introduced by the definition:
$Q_{k}:=\sum_{i=1}^{N} \mathbf{F}_{i} \cdot \frac{\partial \mathbf{r}_{i}}{\partial q_{k}}, \quad k=1, \ldots, 3 N-g$.

If the virtual generalized velocities $\delta \dot{q}_{k}$ were independent, one could equate the expression in the bracket in (17) to zero. Note, however, that these quantities cannot be chosen independently since they must satisfy the kinematic constraints (15). In order to resolve this issue, we introduce $h$ Lagrange multipliers $\lambda_{\beta}, \beta=1, \ldots, h$, one for each kinematic constraint equation in (15), summarize them and add the sum to (17). This yields

$$
\begin{equation*}
\sum_{k=1}^{3 N-g}\left(\frac{\mathrm{~d}}{\mathrm{~d} t} \frac{\partial T}{\partial \dot{q}_{k}}-\frac{\partial T}{\partial q_{k}}-Q_{k}-\sum_{\beta=1}^{h} \lambda_{\beta} A_{\beta k}\right) \delta \dot{q}_{k}=0 . \tag{20}
\end{equation*}
$$

Now, equating the expressions in the parentheses to zero and recalling the kinematic constraints (15), we obtain the Lagrange equations of 2 nd kind generalized for nonholonomic systems in the form:

$$
\begin{align*}
& \frac{\mathrm{d}}{\mathrm{~d} t} \frac{\partial T}{\partial \dot{q}_{k}}-\frac{\partial T}{\partial q_{k}}=Q_{k}+\sum_{\beta=1}^{h} \lambda_{\beta} A_{\beta k}, \\
& \quad k=1, \ldots, 3 N-g,  \tag{21}\\
& \sum_{k=1}^{3 N-g} A_{\beta k} \dot{q}_{k}+A_{\beta}=0, \quad \beta=1, \ldots, h .
\end{align*}
$$

This is a set of $3 N-g+h$ algebraic differential equations that needs to be solved for the $3 N-g+h$ unknown time histories of the generalized coordinates $q_{k}(t), k=1, \ldots, 3 N-g$ and the magnitudes $\lambda_{\beta}(t)$, $\beta=1, \ldots, h$ of the generalized constraining forces that ensure the kinematic constraints to be satisfied.

Since the Lagrange multipliers $\lambda_{\beta}, \beta=1, \ldots, h$ appear linearly in (21), they can be eliminated by algebraic manipulations, to obtain $3 N-g-h$ secondorder ordinary differential equations that are still augmented with $h$ first-order ordinary differential equations (the kinematic constraints). This is equivalent to having $2(3 N-g-h)+h=6 N-2 g-h$ firstorder ordinary differential equations, that is, $3 N-g-h / 2$ degrees of freedom. In this interpretation, each geometric (holonomic) constraint reduces the number of degrees of freedom by one, while each kinematic (nonholonomic) constraint reduces the number of degrees of freedom by one half.

The generalized forces (19) may be calculated by noticing that the virtual power of the active forces is the same as that of the generalized forces, that is, using (12) yields


Fig. 4 Derivation of the kinetic energy and the virtual power of active forces acting on rigid bodies

$$
\begin{align*}
\delta P & =\sum_{i=1}^{N} \mathbf{F}_{i} \cdot \delta \dot{\mathbf{r}}_{i}=\sum_{k=1}^{3 N-g} \sum_{i=1}^{N} \mathbf{F}_{i} \cdot \frac{\partial \mathbf{r}_{i}}{\partial q_{k}} \delta \dot{q}_{k} \\
& =\sum_{k=1}^{3 N-g} Q_{k} \delta \dot{q}_{k} . \tag{22}
\end{align*}
$$

Finally, as mentioned above, the theory also works for rigid bodies. In that case, for each rigid body in the system, the kinetic energy (18) has to be calculated. To do this, one should sum (integrate) the kinetic energy of each particle of the rigid body, that is,
$T=\frac{1}{2} \int_{(m)} \mathbf{v}^{2} \mathrm{~d} m$,
where $\mathbf{v} \equiv \dot{\mathbf{r}}$ refers to the velocity of a particle of the rigid body (see Fig. 4), which can be calculated as
$\mathbf{v}=\mathbf{v}_{\mathrm{G}}+\boldsymbol{\omega} \times \boldsymbol{\rho}$,
where $\mathbf{v}_{\mathrm{G}}$ is the velocity of the center of mass G (for which $\left.\int_{(m)} \boldsymbol{\rho} \mathrm{d} m=\mathbf{0}\right), \omega$ is the angular velocity vector of the body. The position vector $\rho$ points from the center of gravity G to the particle, and $\times$ denotes the cross product of vectors. Thus,

$$
\begin{align*}
T= & \frac{1}{2} \int_{(m)}\left(\mathbf{v}_{\mathrm{G}}+\boldsymbol{\omega} \times \boldsymbol{\rho}\right)^{2} \mathrm{~d} m \\
= & \frac{1}{2} \int_{(m)} \mathbf{v}_{\mathrm{G}}^{2} \mathrm{~d} m+\int_{(m)} \mathbf{v}_{\mathrm{G}} \cdot(\boldsymbol{\omega} \times \boldsymbol{\rho}) \mathrm{d} m \\
& +\frac{1}{2} \int_{(m)} \underbrace{(\boldsymbol{\omega} \times \boldsymbol{\rho}) \cdot(\boldsymbol{\omega} \times \boldsymbol{\rho})}_{=\omega \cdot(\boldsymbol{\rho} \times(\boldsymbol{\omega} \times \boldsymbol{\rho}))} \mathrm{d} m \\
= & \frac{1}{2} \underbrace{\int_{(m)} 1 \mathrm{~d} m \mathbf{v}_{\mathrm{G}}^{2}}_{=m}+\mathbf{v}_{\mathrm{G}} \cdot(\boldsymbol{\omega} \times \underbrace{\left.\int_{(m)} \boldsymbol{\rho} \mathrm{d} m\right)}_{=\mathbf{0}} \tag{25}
\end{align*}
$$

$$
\begin{aligned}
& +\frac{1}{2} \boldsymbol{\omega} \cdot \int_{(m)} \underbrace{\rho \times(\boldsymbol{\omega} \times \boldsymbol{\rho})}_{=\rho^{2} \omega-(\boldsymbol{\omega} \cdot \boldsymbol{\rho}) \rho} \mathrm{d} m \\
= & \frac{1}{2} m \mathbf{v}_{\mathrm{G}}^{2}+\frac{1}{2} \boldsymbol{\omega} \cdot \underbrace{\int_{(m)}\left(\rho^{2} \mathbf{I}-\boldsymbol{\rho} \otimes \rho\right) \mathrm{d} m}_{=\mathbf{J}_{\mathrm{G}}} \boldsymbol{\omega},
\end{aligned}
$$

where $m$ is the mass of the body, $\otimes$ is the diadic product, and $\mathbf{J}_{\mathrm{G}}$ is the mass moment of inertia tensor about the center of mass G. Hence, the kinetic energy becomes
$T=\frac{1}{2} m \mathbf{v}_{\mathrm{G}}^{2}+\frac{1}{2} \boldsymbol{\omega} \cdot \mathbf{J}_{\mathrm{G}} \boldsymbol{\omega}$.
Moreover, the virtual power (22) of the active force system acting on each rigid body can be calculated via the summation of the virtual powers of each active force $\mathbf{F}_{i}$ that acts on the $i$-th particle of the rigid body. In addition, the torques $\mathbf{T}_{j}$ acting on rigid bodies also have to be considered, namely:

$$
\begin{aligned}
\delta P & =\sum_{i} \mathbf{F}_{i} \cdot \delta \mathbf{v}_{i}+\sum_{j} \mathbf{T}_{j} \cdot \delta \boldsymbol{\omega} \\
& =\sum_{i} \mathbf{F}_{i} \cdot \delta\left(\mathbf{v}_{\mathrm{G}}+\boldsymbol{\omega} \times \boldsymbol{\rho}_{i}\right)+\sum_{j} \mathbf{T}_{j} \cdot \delta \boldsymbol{\omega} \\
& =\underbrace{\left(\sum_{i} \mathbf{F}_{i}\right) \cdot \delta \mathbf{v}_{\mathrm{G}}}_{=\mathbf{F}}+\underbrace{\left(\sum_{i} \boldsymbol{\rho}_{i} \times \mathbf{F}_{i}+\sum_{j} \mathbf{T}_{j}\right) \cdot \delta \boldsymbol{\omega}}_{=\mathbf{M}_{\mathrm{G}}} .
\end{aligned}
$$

So, the virtual power can be calculated
$\delta P=\mathbf{F} \cdot \delta \mathbf{v}_{\mathrm{G}}+\mathbf{M}_{\mathrm{G}} \cdot \delta \omega$,
where $\mathbf{F}$ is the resultant force, while $\mathbf{M}_{\mathrm{G}}$ is the resultant torque about the center of mass G.

### 2.4 Appell equations

The Appellian approach allows one to eliminate the kinematic (nonholonomic) constraints by selecting intuitively $n=3 N-g-h$ so-called pseudo-velocities $\sigma_{j}, j=1, \ldots, n$. These have to be defined appropriately as the linear combinations of the generalized velocities $\dot{q}_{k}, k=1, \ldots, 3 N-g$, such that
$\sigma_{j}:=\sum_{k=1}^{3 N-g} B_{j k}\left(q_{\ell}, t\right) \dot{q}_{k}, \quad j=1, \ldots, n$.
Similarly to the requirements for the selection of the generalized coordinates in (8), the otherwise optional functions $B_{j k}$ must be selected in a way that the defined
pseudo-velocities $\sigma_{j}$ provide an unambiguous description of the system dynamics. Accordingly, the definitions of the pseudo-velocities (29) together with the kinematic constraints (13) constitute a $(3 N-g)$ dimensional system of linear algebraic equations with respect to the generalized velocities. This can be written in the form

$$
\underbrace{\left[\begin{array}{ccc}
A_{11} & \ldots & A_{1(3 N-g)}  \tag{30}\\
\vdots & \ddots & \vdots \\
A_{h 1} & \ldots & A_{h(3 N-g)} \\
B_{11} & \ldots & B_{1(3 N-g)} \\
\vdots & \ddots & \vdots \\
B_{n 1} & \ldots & B_{n(3 N-g)}
\end{array}\right]}_{=: \mathbf{C}}\left[\begin{array}{c}
\dot{q}_{1} \\
\vdots \\
\dot{q}_{3 N-g}
\end{array}\right]=\left[\begin{array}{c}
-A_{1} \\
\vdots \\
-A_{h} \\
\sigma_{1} \\
\vdots \\
\sigma_{n}
\end{array}\right],
$$

which must have a unique solution for the generalized velocities $\dot{q}_{k}$. Consequently, the pseudo-velocities have to be defined appropriately, that is, the coefficients $B_{j k}$ in (29) must be selected in a way that the coefficient matrix $\mathbf{C}$ in (30) is not singular in the configuration space of the generalized coordinates $q_{\ell}$ at any time:
$\operatorname{det}\left(\mathbf{C}\left(q_{\ell}, t\right)\right) \neq 0$.
In general, if $\mathbf{C}$ is not singular then the generalized velocities can be expressed as a unique function of the pseudo-velocities, generalized coordinates and time:

$$
\begin{align*}
& \dot{q}_{k}=\sum_{j=1}^{n} f_{k j}\left(q_{\ell}, t\right) \sigma_{j}+f_{k}\left(q_{\ell}, t\right), \\
& k=1, \ldots, 3 N-g, \tag{32}
\end{align*}
$$

similarly to the generalized coordinates expressed as unique functions of the system position vectors in (10).

For the single track vehicle models presented in this paper, we will discuss different choices of the pseudo-velocities and the corresponding possible singular points of the configuration spaces in Sect. 6.1.

Substituting (32) into (11), we can express the velocities with the pseudo-velocities as

$$
\begin{equation*}
\dot{\mathbf{r}}_{i}=\sum_{j=1}^{n} \mathbf{d}_{i j}\left(q_{\ell}, t\right) \sigma_{j}+\mathbf{d}_{i}\left(q_{\ell}, t\right), \quad i=1, \ldots, N \tag{33}
\end{equation*}
$$

where

$$
\begin{align*}
\mathbf{d}_{i j}\left(q_{\ell}, t\right) & =\sum_{k=1}^{3 N-g} \frac{\partial \mathbf{r}_{i}\left(q_{\ell}, t\right)}{\partial q_{k}} f_{k j}\left(q_{\ell}, t\right), \\
\mathbf{d}_{i}\left(q_{\ell}, t\right) & =\sum_{k=1}^{3 N-g} \frac{\partial \mathbf{r}_{i}\left(q_{\ell}, t\right)}{\partial q_{k}} f_{k}\left(q_{\ell}, t\right)+\frac{\partial \mathbf{r}_{i}\left(q_{\ell}, t\right)}{\partial t} . \tag{34}
\end{align*}
$$

In a similar way as (12) is derived from (11), one can obtain
$\delta \dot{\mathbf{r}}_{i}=\sum_{j=1}^{n} \mathbf{d}_{i j}\left(q_{\ell}, t\right) \delta \sigma_{j}, \quad i=1, \ldots, N$,
from (33). Also, differentiating (33) yields the acceleration
$\ddot{\mathbf{r}}_{i}=\sum_{j=1}^{n} \mathbf{d}_{i j}\left(q_{\ell}, t\right) \dot{\sigma}_{j}+\ldots, \quad i=1, \ldots, N$,
where . . . represent terms that contain only generalized coordinates $q_{\ell}$, pseudo-velocities $\sigma_{j}$, and time $t$, but do not contain pseudo-accelerations $\dot{\sigma}_{j}$. Observe that (36) results in
$\frac{\partial \ddot{\mathbf{r}}_{i}}{\partial \dot{\sigma}_{j}}=\mathbf{d}_{i j}\left(q_{\ell}, t\right)$.
Recall Jourdain's principle in (7), where the substitution of (35) leads to
$\sum_{j=1}^{n}\left(\sum_{i=1}^{N} m_{i} \ddot{\mathbf{r}}_{i} \cdot \mathbf{d}_{i j}-\sum_{i=1}^{N} \mathbf{F}_{i} \cdot \mathbf{d}_{i j}\right) \delta \sigma_{j}=0$.
Using (37) and the chain rule, one can reformulate (38) as
$\sum_{j=1}^{n}\left(\frac{\partial S}{\partial \dot{\sigma}_{j}}-\Pi_{j}\right) \delta \sigma_{j}=0$,
where
$S=\frac{1}{2} \sum_{i=1}^{N} m_{i} \ddot{\mathbf{r}}_{i}^{2}$,
is the so-called acceleration energy (or Gibbs function) of the system, and the pseudo-force $\Pi_{j}$ is defined by
$\Pi_{j}=\sum_{i=1}^{N} \mathbf{F}_{i} \cdot \mathbf{d}_{i j}, \quad j=1, \ldots, n$.
Since the virtual pseudo-velocities $\delta \sigma_{j}$ in (39) are not constrained, the parentheses can be equated to zero. These, together with (32), constitute the Appell equations:

$$
\begin{align*}
\frac{\partial S}{\partial \dot{\sigma}_{j}} & =\Pi_{j}, \quad j=1, \ldots, n \\
\dot{q}_{k} & =\sum_{j=1}^{n} f_{k j} \sigma_{j}+f_{k}, \quad k=1, \ldots, 3 N-g, \tag{42}
\end{align*}
$$

which is a system of $n+3 N-g=6 N-2 g-h$ first-order ordinary differential equations for the
$n=3 N-g-h$ pseudo-velocities $\sigma_{j}$ and the $3 N-g$ generalized coordinates $q_{k}$ corresponding to the $3 N-g-h / 2$ degrees of freedom of the system.

Similarly to the derivation of (22), the pseudo-forces (41) can be calculated through the virtual power, that is,
$\delta P=\sum_{i=1}^{N} \mathbf{F}_{i} \cdot \delta \dot{\mathbf{r}}_{i}=\sum_{k=1}^{3 N-g} Q_{k} \delta \dot{q}_{k}=\sum_{j=1}^{n} \Pi_{j} \delta \sigma_{j}$.
When the theory is applied for multi-body systems, the acceleration energy of each rigid body has to be calculated as
$S=\frac{1}{2} \int_{(m)} \mathbf{a}^{2} \mathrm{~d} m$,
where $\mathbf{a} \equiv \ddot{\mathbf{r}}$ refers to the acceleration of a particle of the rigid body; see Fig. 5. Based on the rigid body kinematics, the acceleration of any particle can be calculated as
$\mathbf{a}=\mathbf{a}_{\mathrm{G}}+\boldsymbol{\alpha} \times \rho+\omega \times(\omega \times \rho)$,
where $\mathbf{a}_{\mathrm{G}}$ is the acceleration of the center of mass $\mathrm{G}, \boldsymbol{\alpha}$ is the angular acceleration vector of the body. Thus,

$$
\begin{align*}
& S= \frac{1}{2} \int_{(m)}\left(\mathbf{a}_{\mathrm{G}}+\boldsymbol{\alpha} \times \boldsymbol{\rho}+\boldsymbol{\omega} \times(\boldsymbol{\omega} \times \boldsymbol{\rho})\right)^{2} \mathrm{~d} m \\
&= \frac{1}{2} \int_{(m)} \mathbf{a}_{\mathrm{G}}^{2} \mathrm{~d} m+\frac{1}{2} \int_{(m)} \underbrace{(\boldsymbol{\alpha} \times \boldsymbol{\rho}) \cdot(\boldsymbol{\alpha} \times \boldsymbol{\rho})}_{=\boldsymbol{\alpha} \cdot(\boldsymbol{\rho} \times(\boldsymbol{\alpha} \times \boldsymbol{\rho}))} \mathrm{d} m \\
&+\int_{(m)} \mathbf{a}_{\mathrm{G}} \cdot(\boldsymbol{\alpha} \times \boldsymbol{\rho}) \mathrm{d} m \\
&+\int_{(m)} \mathbf{a}_{\mathrm{G}} \cdot(\boldsymbol{\omega} \times(\boldsymbol{\omega} \times \boldsymbol{\rho})) \mathrm{d} m \\
&+\int_{(m)} \underbrace{(\boldsymbol{\alpha} \times \boldsymbol{\rho}) \cdot(\boldsymbol{\omega} \times(\boldsymbol{\omega} \times \boldsymbol{\rho}))}_{=\boldsymbol{\alpha} \cdot(\boldsymbol{\rho} \times(\boldsymbol{\omega} \times(\boldsymbol{\omega} \times \boldsymbol{\rho})))} \mathrm{d} m \\
&+\frac{1}{2} \int_{(m)}^{\int_{\text {does not depend on } \dot{\sigma}_{j}}^{(\boldsymbol{\omega} \times(\boldsymbol{\omega} \times \boldsymbol{\rho}))^{2}} \mathrm{~d} m}  \tag{46}\\
&= \frac{1}{2} \underbrace{\int_{(m)} 1 \mathrm{~d} m \mathbf{a}_{\mathrm{G}}^{2}+\frac{1}{2} \boldsymbol{\alpha} \cdot \underbrace{\int_{(m)}}_{(m)}\left(\boldsymbol{\rho}^{2} \mathbf{I}-\boldsymbol{\rho} \otimes \boldsymbol{\rho}\right) \mathrm{d} m}_{(m)} \boldsymbol{\alpha} \\
&+\mathbf{a}_{\mathrm{G}} \cdot(\boldsymbol{\alpha} \times \underbrace{\left(\boldsymbol{\int _ { ( m ) }} \boldsymbol{\rho} \mathrm{d} m\right.}_{\mathbf{J}_{\mathrm{G}}}) \\
&+\mathbf{a}_{\mathrm{G}} \cdot(\boldsymbol{\omega} \times \underbrace{(\boldsymbol{\omega} \times \underbrace{\int_{(m)}}_{(m)} \boldsymbol{\rho} \mathrm{d} m)}_{=\mathbf{0}}) \\
&=\mathbf{0}
\end{align*}
$$



Fig. 5 Derivation of the acceleration energy for rigid bodies

$$
+\boldsymbol{\alpha} \cdot(\boldsymbol{\omega} \times \underbrace{\int_{(m)}\left(\rho^{2} \mathbf{I}-\boldsymbol{\rho} \otimes \boldsymbol{\rho}\right) \mathrm{d} m}_{=\mathbf{J}_{\mathrm{G}}} \boldsymbol{\omega})+\ldots
$$

where the same steps are used to extract the mass moment of inertia $\mathbf{J}_{\mathrm{G}}$ as in (25), and there is no need to calculate the additional terms referred to by ... since they do not contain accelerations, and consequently, their derivatives are always zero with respect to the pseudo-accelerations $\dot{\sigma}_{j}$ in the Appell equations (42).

Finally, the acceleration energy of a rigid body can be calculated as

$$
\begin{equation*}
S=\frac{1}{2} m \mathbf{a}_{\mathrm{G}}^{2}+\frac{1}{2} \boldsymbol{\alpha} \cdot \mathbf{J}_{\mathrm{G}} \boldsymbol{\alpha}+\boldsymbol{\alpha} \cdot\left(\boldsymbol{\omega} \times \mathbf{H}_{\mathrm{G}}\right)+\ldots \tag{47}
\end{equation*}
$$

where $\mathbf{H}_{\mathrm{G}}=\mathbf{J}_{\mathrm{G}} \boldsymbol{\omega}$ is the angular momentum vector about the center of mass G, that is, the last term is a scalar triple product of the angular acceleration, the angular velocity, and the angular momentum vectors.

To calculate the right-hand side of the Appell equations in case of multi-body system, one can calculate the virtual power of the active forces acting on the rigid body using (28) and identify the pseudo-forces via (43).

## 3 Single track models

In this section we describe the fundamental abstractions that are used to model the dynamics of automobiles. First, we introduce the so-called single track or bicycle model. Then we discuss different abstraction levels of the wheel, namely, rigid wheel and skate. Finally, we categorize the different models developed in this paper based on the wheel models and constraints considered.


Fig. 6 Single track (also called bicycle) model of an automobile with geometry and coordinate frames indicated


Fig. 7 Models of rigid rolling wheel (a) and skate (b) with geometry and kinematics indicated

Note that the dynamics of real bicycles are in fact quite different and substantially more intricate as discussed, for example, in $[42,46]$.

In Fig. 6, the dimmed part shows the top view of a four-wheeled, front-wheel-steered vehicle. By approximating the front wheel pair with a single front wheel and the rear wheel pair with a single rear wheel, we obtain an abstraction of the vehicle, called the single track or bicycle model [ $26,42,60,63,70,77]$ which is emphasized by dark gray color. The mass of the vehicle body is $m$, the wheel base is $l$, the distance between the rear axle and the center of mass G is $d$, and the moment of inertia of the vehicle body about the center of mass G is $J_{\mathrm{G}}$. Points R and F mark the center of the rear and front wheels, respectively, and the steering angle is $\gamma$.

To derive the constraints and the models, we define multiple (right-hand) coordinate systems as follows.

1. $(x, y, z)$ is the Earth-fixed frame (denoted as $\mathcal{F})$ with the origin located at point O ;
2. $\left(x_{0}, y_{0}, z_{0}\right)$ is the body-fixed frame of the vehicle (denoted as $\mathcal{F}_{0}$ ) with the origin located at the center of mass G of the vehicle, the $x_{0}$ and $y_{0}$ axes pointing toward the longitudinal and lateral directions;
3. $\left(x_{1}, y_{1}, z_{1}\right)$ is the body-fixed frame of the rear wheel (denoted as $\mathcal{F}_{1}$ ) with the origin located at the center of the rear wheel R , the $x_{1}$ and $y_{1}$ axes pointing toward the longitudinal and lateral directions;
4. $\left(x_{2}, y_{2}, z_{2}\right)$ is the body-fixed frame of the front wheel (denoted as $\mathcal{F}_{2}$ ) with the origin located at the center of the front wheel F , the $x_{2}$ and $y_{2}$ axes pointing toward the longitudinal and lateral directions of the front wheel.

The basis of the frames are denoted by $\mathbf{i}_{k}, \mathbf{j}_{k}, \mathbf{k}_{k}$, where the subscript $k$ refers to the frame $\mathcal{F}_{k}$. In the Earth-fixed frame $\mathcal{F}$, the yaw angle of the vehicle is $\psi$, while the position of points $\mathrm{G}, \mathrm{R}$ and F are $\left(x_{\mathrm{G}}, y_{\mathrm{G}}\right),\left(x_{\mathrm{R}}, y_{\mathrm{R}}\right)$ and ( $x_{\mathrm{F}}, y_{\mathrm{F}}$ ), respectively.

In the bicycle model, different wheel-ground contact models can be used from simple rigid wheel assumptions $[19,78]$ to complex tire models $[48,56]$. Here, we consider the first case, namely, we consider a single contact point at each wheel with no slip condition. This approach can be formulated by the consideration of a rigid wheel or a skate. In the following subsections, we summarize the main assumptions and the related kinematic constraints of these two different cases. In particular, we derive the kinematic constraints for the rear wheel of the vehicle. Indeed, similar formulas can be obtained for the front wheel that are also given later in the paper.

### 3.1 Modeling rigid wheels

Let us consider a rigid wheel of radius $r$ as shown in Fig. 7a. In order to describe the rotation about the wheel's symmetry axis $y_{1}$ we introduce the rotational angle $\varphi_{\mathrm{R}}$. Then the angular velocity vector of the rear wheel is given as
$\boldsymbol{\omega}_{\mathrm{R}}=\left[\begin{array}{c}0 \\ \dot{\varphi}_{\mathrm{R}} \\ \dot{\psi}\end{array}\right]_{\mathcal{F}_{1}}$.
Let us denote the velocity components of the wheel center point R in $\mathcal{F}_{1}$ by $v_{\mathrm{R}}^{x_{1}}, v_{\mathrm{R}}^{y_{1}}, v_{\mathrm{R}}^{z_{1}}$. Since the bicycle model assumes planar motion of the vehicle body, the vertical velocity of the wheel center point is zero, i.e.,
$v_{\mathrm{R}}^{Z_{1}} \equiv 0$. Thus, the velocity of the contact point P can be calculated as

$$
\begin{align*}
\mathbf{v}_{\mathrm{P}} & =\mathbf{v}_{\mathrm{R}}+\omega_{\mathrm{R}} \times \mathbf{r}_{\mathrm{RP}} \\
& =\left[\begin{array}{c}
v_{\mathrm{R}}^{x_{1}} \\
v_{\mathrm{R}}^{y_{1}} \\
0
\end{array}\right]_{\mathcal{F}_{1}}+\left[\begin{array}{c}
0 \\
\dot{\varphi}_{\mathrm{R}} \\
\dot{\psi}
\end{array}\right]_{\mathcal{F}_{1}} \times\left[\begin{array}{c}
0 \\
0 \\
-r
\end{array}\right]_{\mathcal{F}_{1}}  \tag{49}\\
& =\left[\begin{array}{c}
v_{\mathrm{R}}^{x_{1}}-r \dot{\varphi}_{\mathrm{R}} \\
v_{\mathrm{R}}^{y_{1}} \\
0
\end{array}\right]_{\mathcal{F}_{1}} .
\end{align*}
$$

Then, the kinematic constraint of rolling $\mathbf{v}_{P}=\mathbf{0}$ leads to
$v_{\mathrm{R}}^{x_{1}}-r \dot{\varphi}_{\mathrm{R}}=0, \quad v_{\mathrm{R}}^{y_{1}}=0$.
These formulas can be turned into first-order scalar ordinary differential equations, when the velocity components $v_{\mathrm{R}}^{x_{1}}$ and $v_{\mathrm{R}}^{y_{1}}$ are expressed as functions of the generalized velocities and coordinates. We will manage these calculations later for both wheels, but here we rather focus on the physical meaning of (50). Namely, the kinematic constraints of rolling can be rephrased in simple statements: the longitudinal speed of the wheel center point is equal to the wheel radius times the angular velocity component along the symmetry axis; and the lateral speed of wheel center point is zero.

### 3.2 Modeling with skates

When the dynamics of the automobile are analyzed without considering the drivetrain dynamics, the rotational angular speed of the wheels may not be of interest. As a consequence, the first equation in (50), related to the longitudinal motion of the wheel, can be "neglected" and the rotational angle $\varphi_{\mathrm{R}}$ can be "eliminated" from the mechanical model. More precisely, the skate model (see Fig. 7b) can be considered, which also simplifies the derivation of the kinematic constraint.

As the skate blade glides ahead, the velocity of its contact point $P$ is parallel with the longitudinal direction of the blade, i.e., $\mathbf{v}_{\mathrm{P}} \| \mathbf{i}_{1}$, where $\mathbf{i}_{1}$ indicates the directions of the $x_{1}$-axis. In other words, the lateral speed of the contact point is zero, which also holds for the point $R$, that is,
$v_{\mathrm{R}}^{y_{1}}=0$.
This formula is identical to the second equation in (50) and it eliminates the rotational degree of freedom of the wheel.

Table 1 Single track mechanical models of the automobile

| Model variation | Description | Generalized coordinates | Inputs | No. kinematic constraints | DoF | Section |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | skate <br> constant longitudinal speed assigned steering angle | $x_{\mathrm{G}}, y_{\mathrm{G}}, \psi$ | $\gamma$ | 3 | 1.5 | 4.1 |
|  | skate <br> force driven assigned steering angle | $x_{\mathrm{G}}, y_{\mathrm{G}}, \psi$ | $\gamma, F_{\mathrm{F}}, F_{\mathrm{R}}$ | 2 | 2 | 4.2 |
|  | skate constant longitudinal speed torque steering | $x_{\mathrm{G}}, y_{\mathrm{G}}, \psi, \gamma$ | $T_{\text {s }}$ | 3 | 2.5 | 4.3 |
|  | skate <br> force driven <br> torque steering | $x_{\mathrm{G}}, y_{\mathrm{G}}, \psi, \gamma$ | $T_{\mathrm{s}}, F_{\mathrm{F}}, F_{\mathrm{R}}$ | 2 | 3 | 4.4 |
|  | wheel constant longitudinal speed assigned steering angle | $x_{\mathrm{G}}, y_{\mathrm{G}}, \psi, \varphi_{\mathrm{F}}, \varphi_{\mathrm{R}}$ | $\gamma$ | 5 | 2.5 | 5.1 |
|  | wheel torque driven assigned steering angle | $x_{\mathrm{G}}, y_{\mathrm{G}}, \psi, \varphi_{\mathrm{F}}, \varphi_{\mathrm{R}}$ | $\gamma, T_{\mathrm{F}}, T_{\mathrm{R}}$ | 4 | 3 | 5.2 |
|  | wheel constant longitudinal speed torque steering | $x_{\mathrm{G}}, y_{\mathrm{G}}, \psi, \gamma, \varphi_{\mathrm{F}}, \varphi_{\mathrm{R}}$ | $T_{\text {s }}$ | 5 | 3.5 | 5.3 |
|  | wheel torque driven torque steering | $x_{\mathrm{G}}, y_{\mathrm{G}}, \psi, \gamma, \varphi_{\mathrm{F}}, \varphi_{\mathrm{R}}$ | $T_{\mathrm{s}}, T_{\mathrm{F}}, T_{\mathrm{R}}$ | 4 | 4 | 5.4 |

### 3.3 Model categorizations

In Sects. 4 and 5, we derive multiple single track vehicle models using skates and rigid wheels, respectively. We apply the kinematic constraints (51) and (50) for the skates and rigid wheels, respectively, and use the Appellian formalism to derive the equations of motion for these nonholonomic vehicle models. In particular, we derive four different models while using the skate approach as shown in the first four rows of Table 1. Here we list the assumptions, number of generalized coordinates, control inputs, kinematic constraints, and
degrees of freedom for each model. The related sections of the paper are also indicated in order to guide the reader.

We start with the kinematic bicycle model with constant longitudinal speed and assigned steering angle. This is described by three configuration coordinates (the position of the center of mass G and the yaw angle) and has three kinematic constraints (zero velocity components normal to the plane of the rear skate (51), the equivalent constraint for the front skate, and constant longitudinal speed assumption). These lead to $3-3 / 2=1.5$ degrees of freedom, that is, three first-
order ordinary differential equations. When the longitudinal speed is not constrained, we obtain a forcedriven model with two kinematic constraints (zero normal velocities for both skates) yielding $3-2 / 2=2$ degrees of freedom. Keeping the longitudinal speed constant but steering the front wheel by applying a steering torque requires one more configuration coordinate, so that with the three kinematic constraints we obtain $4-3 / 2=2.5$ degrees of freedom. Finally, driving the vehicle with forces and steering it with torque lead to $4-2 / 2=3$ degrees of freedom.

In the last four rows of Table 1, we summarize the models derived using the rigid wheel approach. When comparing to the corresponding skate models, one may observe that the rigid wheel models contain two more configuration coordinates, the rotational angles of the wheels, and they also have two more kinematic constraints for the rotational speeds of the wheels; cf. (50). Consequently, the degrees of freedom grow with $2-2 / 2=1$ compared to the corresponding skate models, yielding $2.5,3,3.5$, and 4 degrees of freedom models, respectively. Another change is that while the skate models are driven by forces the rigid wheel models are driven by torques applied to the axles. In Sect. 5, we will discuss the equivalence between force and torque driving.

## 4 Bicycle models with skates

In this section, we derive models with skates listed in the first four rows of Table 1. The mechanical model is shown in Fig. 8 where skates are used to model both the rear and front wheels; see Fig. 7b. The masses of the skates are $m_{\mathrm{R}}$ and $m_{\mathrm{F}}$ while the mass moments of inertia about the points R and F are $J_{\mathrm{R}}$ and $J_{\mathrm{F}}$, respectively. We assume that the driving forces $F_{\mathrm{R}}$ and $F_{\mathrm{F}}$ can be applied at the rear and front wheels, respectively, while the internal steering torque is $T_{\mathrm{s}}$.

Since the vehicle is moving in two-dimensional space, three generalized coordinates are needed to describe its position and orientation. Here we choose the position $\left(x_{\mathrm{G}}, y_{\mathrm{G}}\right)$ of the center of gravity G and the yaw angle $\psi$. Alternatively, one may choose the position ( $x_{\mathrm{R}}, y_{\mathrm{R}}$ ) of the center of the rear axle R and the yaw angle $\psi$. Without any kinematic constraint these would correspond to three degrees of freedom, i.e., three second-order ordinary differential equations. Below we will show how the number of degrees of free-


Fig. 8 Bicycle model considering skates at the wheels
dom, i.e., the number of ordinary differential equations will be reduced due to the kinematic constraints. Moreover, the state of the steering system can be described by an additional generalized coordinate, the steering angle $\gamma$, leading to an additional degree of freedom. This degree of freedom can also be removed, however, assuming that the steering angle can be assigned.

The kinematic constraints of the skates can be formulated based on Sect. 3.2, namely, the lateral velocity components of the points R and F are zeros:
$v_{\mathrm{R}}^{y_{1}}=0, \quad v_{\mathrm{F}}^{y_{2}}=0$.
The velocities of points R and F can be expressed as
$\mathbf{v}_{\mathrm{R}}=\left[\begin{array}{c}\dot{x}_{\mathrm{R}} \\ \dot{y}_{\mathrm{R}} \\ 0\end{array}\right]_{\mathcal{F}}=\left[\begin{array}{c}\dot{x}_{\mathrm{R}} \cos \psi+\dot{y}_{\mathrm{R}} \sin \psi \\ -\dot{x}_{\mathrm{R}} \sin \psi+\dot{y}_{\mathrm{R}} \cos \psi \\ 0\end{array}\right]_{\mathcal{F}_{1}}$,
$\mathbf{v}_{\mathrm{F}}=\left[\begin{array}{c}\dot{x}_{\mathrm{F}} \\ \dot{y}_{\mathrm{F}} \\ 0\end{array}\right]_{\mathcal{F}}=\left[\begin{array}{c}\dot{x}_{\mathrm{F}} \cos (\psi+\gamma)+\dot{y}_{\mathrm{F}} \sin (\psi+\gamma) \\ -\dot{x}_{\mathrm{F}} \sin (\psi+\gamma)+\dot{y}_{\mathrm{F}} \cos (\psi+\gamma) \\ 0\end{array}\right]_{\mathcal{F}_{2}}$
From geometry, the positions of points R and F are

$$
\begin{align*}
x_{\mathrm{R}} & =x_{\mathrm{G}}-d \cos \psi, \\
y_{\mathrm{R}} & =y_{\mathrm{G}}-d \sin \psi,  \tag{54}\\
x_{\mathrm{F}} & =x_{\mathrm{G}}+(l-d) \cos \psi, \\
y_{\mathrm{F}} & =y_{\mathrm{G}}+(l-d) \sin \psi .
\end{align*}
$$

After substituting the derivatives of (54) (cf. (179)) into (53), the formulas in (52) result in the kinematic constraining equations:

$$
\begin{align*}
& \dot{x}_{\mathrm{G}} \sin \psi-\dot{y}_{\mathrm{G}} \cos \psi+d \dot{\psi}=0 \\
& \dot{x}_{\mathrm{G}} \sin (\psi+\gamma)-\dot{y}_{\mathrm{G}} \cos (\psi+\gamma)  \tag{55}\\
& \quad-(l-d) \dot{\psi} \cos \gamma=0
\end{align*}
$$

As mentioned before, we consider different levels of model complexity with skates. Here we describe the four models listed in Table 2 (cf. the first four rows of Table 1), while the detailed derivations are left for

Table 2 Mechanical models with skates and their governing equations

| Model and parameters | Equations of motion using point G |
| :--- | :--- |

the following subsections. Readers who are not interested in these derivations may skip Sects. 4.1-4.4 and continue with Sect. 5.

The simplest model is given in the first row of Table 2 corresponding to the setup in the first row of Table 1. This is often referred to as the kinematic bicycle model as it contains neither mass nor moment of inertia but simply parameterized by the wheelbase $l$, the distance $d$, and the longitudinal velocity $V$. Given these param-
eters and assigning the steering angle $\gamma$, the position and the orientation of the vehicle can be determined by integrating the three ordinary differential equations. The first two equations can be further simplified when using the position of point $R$ instead of the position of point $G$, leaving the last equation intact. Such simplification is also possible for all the other models presented in this paper. The kinematic bicycle model is often used for path planning of automated vehicles due to its sim-
plicity and due to the fact that paths generated by this model are second-order smooth. The model derivations can be found in Sect. 4.1.

The model given in the second row of Table 2 uses the setup in the second row of Table 1 where the longitudinal speed $\sigma_{1}$ is not restricted but obtained from the driving forces. The first three equations are analogous to those in the kinematic model, while the longitudinal dynamics are given by the last equation that contains the masses and mass moments of inertia of the rigid bodies as well as the driving forces $F_{\mathrm{R}}$ and $F_{\mathrm{F}}$. Notice that for small steering angles one may omit the nonlinear terms and obtain $\dot{\sigma}_{1}=\left(F_{\mathrm{R}}+F_{\mathrm{F}}\right) / m_{1}$. This simplified model is often used for trajectory planning of automated vehicles as it can generate paths of second-order smoothness and also allow the design of the velocity along the paths; see more details in Sect. 7 . We remark that the nonlinear terms that originate from the nonholonomic constraining forces may become significant as the steering angle and the steering rate increase. Finally, we note that the masses $m_{\mathrm{R}}, m_{\mathrm{F}}$ and the mass moments of inertia $J_{\mathrm{R}}, J_{\mathrm{F}}$ of the wheels may be neglected as these are much smaller compared to the other terms in $m_{1}, m_{2}$. This assumption also makes the term with $\ddot{\gamma}$ disappear in the last equation. The model derivations can be found in Sect. 4.2.

The model in the third row of Table 2 uses the setup in the third row of Table 1 . Here the longitudinal speed is restricted and the front wheel is steered by the torque $T_{\mathrm{s}}$. Thus, the steering angle $\gamma$ becomes a configuration coordinate and the two additional ordinary differential equations describe the evolution of the steering angle $\gamma$ and the steering rate $\sigma_{2}$. The last equation contains the steering torque $T_{\mathrm{s}}$ as well as a self alignment term that acts as a nonlinear damper in the steering dynamics (and becomes singular for $|\gamma|=\frac{\pi}{2}$ ). The model derivations can be found in Sect. 4.3.

Finally, the model presented in the fourth row of Table 2 uses the setup in the fourth row of Table 1. Here neither the longitudinal speed nor the steering angle are assigned but they are derived from the driving forces $F_{\mathrm{R}}, F_{\mathrm{F}}$ and the steering torque $T_{\mathrm{s}}$, leading to a systems of six ordinary differential equations. Compared to the second model, the equation for $\sigma_{1}$ changes a little but the added terms are small compared to the others, that is, the longitudinal dynamics of the vehicle does not change significantly. On the other hand, compared to the third model, the equation for $\sigma_{2}$ changes significantly illustrating that changing the assumptions
about the vehicle dynamics can have a large effects on the steering dynamics. The model derivations can be found in Sect. 4.4.

### 4.1 Kinematic model

Again to describe the vehicle we need three configuration coordinates which we choose the position of the center of gravity $x_{\mathrm{G}}$ and $y_{\mathrm{G}}$ and the yaw angle $\psi$. In this model, we assume that steering angle $\gamma$ is directly assigned and the longitudinal speed is constant $V$, that is, $\mathbf{v}_{\mathrm{G}} \cdot \mathbf{i}_{0}=V$ which can be expressed as
$\dot{x}_{\mathrm{G}} \cos \psi+\dot{y}_{\mathrm{G}} \sin \psi=V$.
The three kinematic constraints in $(55,56)$ reduce the degrees of freedom of the system by 1.5 . Solving these equations for the generalized velocities we obtain the equation of motion:

$$
\begin{align*}
\dot{x}_{\mathrm{G}} & =V\left(\cos \psi-\frac{d}{l} \sin \psi \tan \gamma\right), \\
\dot{y}_{\mathrm{G}} & =V\left(\sin \psi+\frac{d}{l} \cos \psi \tan \gamma\right),  \tag{57}\\
\dot{\psi} & =\frac{V}{l} \tan \gamma .
\end{align*}
$$

### 4.2 Force-driven model with assigned steering angle

Releasing the constraint of constant longitudinal speed, the driving forces $F_{\mathrm{R}}$ and $F_{\mathrm{F}}$ are applied at the rear and front skates (along their moving directions). Assuming that the steering angle is still directly assigned, one pseudo-velocity is needed and we choose the longitudinal speed
$\sigma_{1}:=\dot{x}_{\mathrm{G}} \cos \psi+\dot{y}_{\mathrm{G}} \sin \psi$.
For different choices of pseudo-velocities, we refer to Sect. 6.1. Together with the kinematic constraints in (55), one can express the generalized velocities as

$$
\begin{align*}
\dot{x}_{\mathrm{G}} & =\sigma_{1}\left(\cos \psi-\frac{d}{l} \sin \psi \tan \gamma\right), \\
\dot{y}_{\mathrm{G}} & =\sigma_{1}\left(\sin \psi+\frac{d}{l} \cos \psi \tan \gamma\right),  \tag{59}\\
\dot{\psi} & =\frac{\sigma_{1}}{l} \tan \gamma .
\end{align*}
$$

Taking the second derivative of (54) (cf. (180)) and utilizing the first derivative of (59) (cf. (181)), one can
derive the acceleration energy

$$
\begin{align*}
S= & \frac{1}{2} m\left(\ddot{x}_{\mathrm{G}}^{2}+\ddot{y}_{\mathrm{G}}^{2}\right)+\frac{1}{2} J_{\mathrm{G}} \ddot{\psi}^{2} \\
& +\frac{1}{2} m_{\mathrm{R}}\left(\ddot{x}_{\mathrm{R}}^{2}+\ddot{y}_{\mathrm{R}}^{2}\right)+\frac{1}{2} J_{\mathrm{R}} \ddot{\psi}^{2} \\
& +\frac{1}{2} m_{\mathrm{F}}\left(\ddot{x}_{\mathrm{F}}^{2}+\ddot{y}_{\mathrm{F}}^{2}\right)+\frac{1}{2} J_{\mathrm{F}}(\ddot{\psi}+\ddot{\gamma})^{2}  \tag{60}\\
= & \frac{1}{2}\left(m_{1}+m_{2} \tan ^{2} \gamma\right) \dot{\sigma}_{1}^{2} \\
& +\left(m_{2} \frac{\tan \gamma}{\cos ^{2} \gamma} \sigma_{1} \dot{\gamma}+\frac{J_{\mathrm{F}}}{l} \ddot{\gamma} \tan \gamma\right) \dot{\sigma}_{1} \\
& +\left(\text { terms without } \dot{\sigma}_{1}\right),
\end{align*}
$$

where

$$
\begin{align*}
& m_{1}=m+m_{\mathrm{R}}+m_{\mathrm{F}}, \\
& m_{2}=\frac{1}{l^{2}}\left(J_{\mathrm{G}}+m d^{2}+J_{\mathrm{R}}+J_{\mathrm{F}}+m_{\mathrm{F}} l^{2}\right) . \tag{61}
\end{align*}
$$

The virtual power consists of the powers of the driving forces acting on the vehicle body, that is,

$$
\begin{align*}
\delta P= & {\left[\begin{array}{lll}
F_{\mathrm{R}} \cos \psi & F_{\mathrm{R}} \sin \psi & 0
\end{array}\right]_{\mathcal{F}}\left[\begin{array}{c}
\delta \dot{x}_{\mathrm{R}} \\
\delta \dot{y}_{\mathrm{R}} \\
0
\end{array}\right]_{\mathcal{F}} } \\
& +\left[F_{\mathrm{F}} \cos (\psi+\gamma) F_{\mathrm{F}} \sin (\psi+\gamma) 0\right]_{\mathcal{F}}\left[\begin{array}{c}
\delta \dot{x}_{\mathrm{F}} \\
\delta \dot{y}_{\mathrm{F}} \\
0
\end{array}\right]_{\mathcal{F}} \\
= & \left(F_{\mathrm{R}}+\frac{F_{\mathrm{F}}}{\cos \gamma}\right) \delta \sigma_{1}, \tag{62}
\end{align*}
$$

implying that the pseudo-force is

$$
\begin{equation*}
\Pi_{1}=F_{\mathrm{R}}+\frac{F_{\mathrm{F}}}{\cos \gamma} . \tag{63}
\end{equation*}
$$

The Appell equation

$$
\begin{equation*}
\frac{\partial S}{\partial \dot{\sigma}_{1}}=\Pi_{1} \tag{64}
\end{equation*}
$$

leads to

$$
\begin{align*}
& \left(m_{1}+m_{2} \tan ^{2} \gamma\right) \dot{\sigma}_{1}+m_{2} \frac{\tan \gamma}{\cos ^{2} \gamma} \sigma_{1} \dot{\gamma}+\frac{J_{\mathrm{F}}}{l} \ddot{\gamma} \tan \gamma \\
& \quad=F_{\mathrm{R}}+\frac{F_{\mathrm{F}}}{\cos \gamma} . \tag{65}
\end{align*}
$$

Combining (59) and (65), the equation of motion are
$\dot{x}_{\mathrm{G}}=\sigma_{1}\left(\cos \psi-\frac{d}{l} \sin \psi \tan \gamma\right)$,
$\dot{y}_{\mathrm{G}}=\sigma_{1}\left(\sin \psi+\frac{d}{l} \cos \psi \tan \gamma\right)$,
$\dot{\psi}=\frac{\sigma_{1}}{l} \tan \gamma$,
$\dot{\sigma}_{1}=\frac{\left(F_{\mathrm{R}}+\frac{F_{\mathrm{F}}}{\cos \gamma}\right)-m_{2} \frac{\tan \gamma}{\cos ^{2} \gamma} \sigma_{1} \dot{\gamma}-\frac{J_{\mathrm{F}}}{l} \ddot{\gamma} \tan \gamma}{m_{1}+m_{2} \tan ^{2} \gamma}$.

### 4.3 Model with constrained longitudinal speed and steering torque

Here we consider the steering dynamics of the front wheel and apply a steering torque $T_{\mathrm{s}}$, meanwhile we prescribe constant longitudinal speed. Thus, we have four generalized coordinates, i.e., the position $\left(x_{\mathrm{G}}, y_{\mathrm{G}}\right)$, the yaw angle $\psi$, and the steering angle $\gamma$. The two kinematic constraints in (55) are used to guarantee that there is no side-slip at the skates, and the kinematic constraint (56) maintains the constant longitudinal speed $V$. Thus, one pseudo-velocity is needed, and we choose the steering rate
$\sigma_{2}:=\dot{\gamma}$.
Solving ( $55,56,67$ ), one can obtain

$$
\begin{align*}
\dot{x}_{\mathrm{G}} & =V\left(\cos \psi-\frac{d}{l} \sin \psi \tan \gamma\right), \\
\dot{y}_{\mathrm{G}} & =V\left(\sin \psi+\frac{d}{l} \cos \psi \tan \gamma\right),  \tag{68}\\
\dot{\psi} & =\frac{V}{l} \tan \gamma, \\
\dot{\gamma} & =\sigma_{2} .
\end{align*}
$$

The acceleration energy is

$$
\begin{aligned}
S= & \frac{1}{2} m\left(\ddot{x}_{\mathrm{G}}^{2}+\ddot{y}_{\mathrm{G}}^{2}\right)+\frac{1}{2} J_{\mathrm{G}} \ddot{\psi}^{2} \\
& +\frac{1}{2} m_{\mathrm{R}}\left(\ddot{x}_{\mathrm{R}}^{2}+\ddot{y}_{\mathrm{R}}^{2}\right)+\frac{1}{2} J_{\mathrm{R}} \ddot{\psi}^{2} \\
& +\frac{1}{2} m_{\mathrm{F}}\left(\ddot{x}_{\mathrm{F}}^{2}+\ddot{y}_{\mathrm{F}}^{2}\right)+\frac{1}{2} J_{\mathrm{F}}(\ddot{\psi}+\ddot{\gamma})^{2} \\
= & \frac{1}{2} J_{\mathrm{F}} \dot{\sigma}_{2}^{2}+\frac{J_{\mathrm{F}} V}{l \cos ^{2} \gamma} \sigma_{2} \dot{\sigma}_{2}
\end{aligned}
$$

$$
+\left(\text { terms without } \dot{\sigma}_{2}\right)
$$

where we used the second derivative of (54) (cf. (180)) and the first derivative of (68) (cf. (182)).

The virtual power consists of the powers of the steering torque acting on the vehicle body and the front wheel, that is,

$$
\begin{aligned}
\delta P= & {\left[\begin{array}{lll}
0 & 0 & T_{\mathrm{s}}
\end{array}\right]_{\mathcal{F}_{2}}\left[\begin{array}{c}
0 \\
0 \\
\delta \dot{\psi}+\delta \dot{\gamma}
\end{array}\right]_{\mathcal{F}_{2}} } \\
& +\left[\begin{array}{lll}
0 & 0 & -T_{\mathrm{s}}
\end{array}\right]_{\mathcal{F}_{0}}\left[\begin{array}{c}
0 \\
0 \\
\delta \dot{\psi}
\end{array}\right]_{\mathcal{F}_{0}} \\
= & T_{\mathrm{s}} \delta \dot{\gamma}=T_{\mathrm{s}} \delta \sigma_{2},
\end{aligned}
$$

implying that the pseudo-force is
$\Pi_{2}=T_{\mathrm{s}}$.
The Appell equation
$\frac{\partial S}{\partial \dot{\sigma}_{2}}=\Pi_{2}$,
leads to
$J_{\mathrm{F}} \dot{\sigma}_{2}+\frac{J_{\mathrm{F}} V}{l \cos ^{2} \gamma} \sigma_{2}=T_{\mathrm{S}}$.
According to (68) and (73) the equations of motion are

$$
\begin{align*}
\dot{x}_{\mathrm{G}} & =V\left(\cos \psi-\frac{d}{l} \sin \psi \tan \gamma\right), \\
\dot{y}_{\mathrm{G}} & =V\left(\sin \psi+\frac{d}{l} \cos \psi \tan \gamma\right), \\
\dot{\psi} & =\frac{V}{l} \tan \gamma,  \tag{74}\\
\dot{\gamma} & =\sigma_{2} \\
\dot{\sigma}_{2} & =\frac{T_{\mathrm{s}}}{J_{\mathrm{F}}}-\frac{V \sigma_{2}}{l \cos ^{2} \gamma}
\end{align*}
$$

### 4.4 Force-driven model with steering torque

Here we consider the steering and longitudinal dynamics together, that is, we apply a steering torque $T_{\mathrm{s}}$ and the driving forces $F_{\mathrm{R}}$ and $F_{\mathrm{F}}$ at the rear and front skates. Again, we need four generalized coordinates, the position ( $x_{\mathrm{G}}, y_{\mathrm{G}}$ ), the heading angle $\psi$, and the steering angle $\gamma$. As the kinematic constraints (55) for the skates are still considered, we need two pseudo-velocities, i.e., the longitudinal speed and the steering rate:

$$
\begin{align*}
& \sigma_{1}:=\dot{x}_{\mathrm{G}} \cos \psi+\dot{y}_{\mathrm{G}} \sin \psi,  \tag{75}\\
& \sigma_{2}:=\dot{\gamma}
\end{align*}
$$

Solving $(55,75)$ we can express the generalized velocities as

$$
\begin{align*}
\dot{x}_{\mathrm{G}} & =\sigma_{1}\left(\cos \psi-\frac{d}{l} \sin \psi \tan \gamma\right), \\
\dot{y}_{\mathrm{G}} & =\sigma_{1}\left(\sin \psi+\frac{d}{l} \cos \psi \tan \gamma\right),  \tag{76}\\
\dot{\psi} & =\frac{\sigma_{1}}{l} \tan \gamma, \\
\dot{\gamma} & =\sigma_{2} .
\end{align*}
$$

The acceleration energy is

$$
\begin{align*}
S= & \frac{1}{2} m\left(\ddot{x}_{\mathrm{G}}^{2}+\ddot{y}_{\mathrm{G}}^{2}\right)+\frac{1}{2} J_{\mathrm{G}} \ddot{\psi}^{2} \\
& +\frac{1}{2} m_{\mathrm{R}}\left(\ddot{x}_{\mathrm{R}}^{2}+\ddot{y}_{\mathrm{R}}^{2}\right)+\frac{1}{2} J_{\mathrm{R}} \ddot{\psi}^{2} \\
& +\frac{1}{2} m_{\mathrm{F}}\left(\ddot{x}_{\mathrm{F}}^{2}+\ddot{y}_{\mathrm{F}}^{2}\right)+\frac{1}{2} J_{\mathrm{F}}(\ddot{\psi}+\ddot{\gamma})^{2} \\
= & \frac{1}{2}\left(m_{1}+m_{2} \tan ^{2} \gamma\right) \dot{\sigma}_{1}^{2}  \tag{77}\\
& +\frac{1}{2} J_{\mathrm{F}} \dot{\sigma}_{2}^{2}+\frac{J_{\mathrm{F}}}{l} \tan \gamma \dot{\sigma}_{1} \dot{\sigma}_{2} \\
& +m_{2} \frac{\tan \gamma}{\cos ^{2} \gamma} \sigma_{1} \sigma_{2} \dot{\sigma}_{1}+\frac{J_{\mathrm{F}}}{l \cos ^{2} \gamma} \sigma_{1} \sigma_{2} \dot{\sigma}_{2} \\
& +\left(\operatorname{terms} \text { without } \dot{\sigma}_{1} \text { and } \dot{\sigma}_{2}\right) .
\end{align*}
$$

where we used the second derivative of (54) (cf. (180)) and the first derivative of (76) (cf. Appendix A). Here $m_{1}$ and $m_{2}$ are still given by (61). The virtual power consists of the powers of the driving forces and steering torque acting on the vehicle body and the front wheel:

$$
\delta P=\left[\begin{array}{llll}
F_{\mathrm{R}} \cos \psi & F_{\mathrm{R}} \sin \psi & 0
\end{array}\right]_{\mathcal{F}}\left[\begin{array}{c}
\delta \dot{x}_{\mathrm{R}} \\
\delta \dot{y}_{\mathrm{R}} \\
0
\end{array}\right]_{\mathcal{F}}
$$

$$
\begin{align*}
& +\left[\begin{array}{lll}
F_{\mathrm{F}} \cos (\psi+\gamma) & F_{\mathrm{F}} \sin (\psi+\gamma) & 0
\end{array}\right]_{\mathcal{F}}\left[\begin{array}{c}
\delta \dot{x}_{\mathrm{F}} \\
\delta \dot{y}_{\mathrm{F}} \\
0
\end{array}\right]_{\mathcal{F}} \\
& +\left[\begin{array}{lll}
0 & 0 & T_{\mathrm{s}}
\end{array}\right]_{\mathcal{F}_{2}}\left[\begin{array}{c}
0 \\
0 \\
\delta \dot{\psi}+\delta \dot{\gamma}
\end{array}\right]_{\mathcal{F}_{2}} \\
& +\left[\begin{array}{lll}
0 & 0 & -T_{\mathrm{s}}
\end{array}\right]_{\mathcal{F}_{0}}\left[\begin{array}{c}
0 \\
0 \\
\delta \dot{\psi}
\end{array}\right]_{\mathcal{F}_{0}} \\
& =\left(F_{\mathrm{R}}+\frac{F_{\mathrm{F}}}{\cos \gamma}\right) \delta \sigma_{1}+T_{\mathrm{s}} \delta \sigma_{2}, \tag{78}
\end{align*}
$$

implying the pseudo-forces

$$
\begin{equation*}
\Pi_{1}=F_{\mathrm{R}}+\frac{F_{\mathrm{F}}}{\cos \gamma}, \quad \Pi_{2}=T_{\mathrm{S}} \tag{79}
\end{equation*}
$$

The Appell equations
$\frac{\partial S}{\partial \dot{\sigma}_{1}}=\Pi_{1}, \quad \frac{\partial S}{\partial \dot{\sigma}_{2}}=\Pi_{2}$,
yield

$$
\begin{align*}
& {\left[\begin{array}{cc}
\left(m_{1}+m_{2} \tan ^{2} \gamma\right) & \frac{J_{\mathrm{F}}}{l} \tan \gamma \\
\frac{J_{\mathrm{F}}}{l} \tan \gamma & J_{\mathrm{F}}
\end{array}\right]\left[\begin{array}{c}
\dot{\sigma}_{1} \\
\dot{\sigma}_{2}
\end{array}\right]} \\
& +\left[\begin{array}{c}
m_{2} \frac{\tan \gamma}{\cos ^{2} \gamma} \\
\frac{J_{\mathrm{F}}}{l \cos ^{2} \gamma}
\end{array}\right] \sigma_{1} \sigma_{2}=\left[\begin{array}{c}
F_{\mathrm{R}}+\frac{F_{\mathrm{F}}}{\cos \gamma} \\
T_{\mathrm{S}}
\end{array}\right] \tag{81}
\end{align*}
$$

Combining (76) and (81) gives the equation of motion

$$
\begin{align*}
\dot{x}_{\mathrm{G}} & =\sigma_{1}\left(\cos \psi-\frac{d}{l} \sin \psi \tan \gamma\right), \\
\dot{y}_{\mathrm{G}} & =\sigma_{1}\left(\sin \psi+\frac{d}{l} \cos \psi \tan \gamma\right), \\
\dot{\psi}= & \frac{\sigma_{1}}{l} \tan \gamma \\
\dot{\gamma}= & \sigma_{2} \\
\dot{\sigma}_{1}= & \frac{\left(F_{\mathrm{R}}+\frac{F_{\mathrm{F}}}{\cos \gamma}\right)-\left(m_{2}-\frac{J_{\mathrm{F}}}{l^{2}}\right) \frac{\tan \gamma}{\cos ^{2} \gamma} \sigma_{1} \sigma_{2}-\frac{T_{\mathrm{s}}}{l} \tan \gamma}{m_{1}+\left(m_{2}-\frac{J_{\mathrm{F}}}{l^{2}}\right) \tan ^{2} \gamma} \\
\dot{\sigma}_{2}= & \frac{-\frac{1}{l}\left(F_{\mathrm{R}}+\frac{F_{\mathrm{F}}}{\cos \gamma}\right) \tan \gamma-\frac{m_{1}}{l \cos ^{2} \gamma} \sigma_{1} \sigma_{2}}{m_{1}+\left(m_{2}-\frac{J_{\mathrm{F}}}{l^{2}}\right) \tan ^{2} \gamma} \ldots \\
& \quad+\frac{T_{\mathrm{s}}}{J_{\mathrm{F}}}\left(m_{1}+m_{2} \tan ^{2} \gamma\right) \tag{82}
\end{align*}
$$

## 5 Bicycle models with rigid wheels

In this section, we derive models with wheels listed in the last four rows of Table 1. The mechanical model is depicted in Fig. 9 where both wheels are considered to be rigid (see Fig. 7a) and the rotation angles of the wheels around the $y_{1}$ and $y_{2}$ axes are denoted by $\varphi_{\mathrm{R}}$ and $\varphi_{\mathrm{F}}$, respectively. These will be added to generalized coordinates $x_{\mathrm{G}}, y_{\mathrm{G}}, \psi$ to describe the configuration of the vehicle. In case of torque steering these are augmented with the steering angle $\gamma$. The radii of the wheels are equal and are denoted by $r$. The masses of the rear and front wheels are $m_{\mathrm{R}}^{0}$ and $m_{\mathrm{F}}^{0}$, respectively,


Fig. 9 Bicycle model considering rolling wheels
while their mass moment of inertia tensors about points R and F are given by
$\mathbf{J}_{\mathrm{R}}=\left[\begin{array}{ccc}J_{\mathrm{R}} & 0 & 0 \\ 0 & I_{\mathrm{R}} & 0 \\ 0 & 0 & J_{\mathrm{R}}\end{array}\right]_{\mathcal{F}_{1}}, \quad \mathbf{J}_{\mathrm{F}}=\left[\begin{array}{ccc}J_{\mathrm{F}} & 0 & 0 \\ 0 & I_{\mathrm{F}} & 0 \\ 0 & 0 & J_{\mathrm{F}}\end{array}\right]_{\mathcal{F}_{2}}$,
respectively. That is, $J_{\mathrm{R}}$ and $J_{\mathrm{F}}$ denote the mass moments of inertia with respect to the $x$ and $z$ axes, while $I_{\mathrm{R}}$ and $I_{\mathrm{F}}$ are the mass moments of inertia with respect to the symmetry axes $y_{1}$ and $y_{2}$ of the wheels. The driving torques $T_{\mathrm{R}}$ and $T_{\mathrm{F}}$ act on the rear wheel and the front wheel about their symmetry axes, respectively. In case of torque steering, the front wheel is steered by the internal steering torque $T_{\mathrm{s}}$, which acts between the vehicle body and the wheel about the vertical axis.

Denote the wheel-ground contact points by P and Q for the rear and front wheels, respectively. We assume rolling without slipping, i.e., the velocities of the contact points are zeros: $\mathbf{v}_{P}=\mathbf{0}$ and $\mathbf{v}_{Q}=\mathbf{0}$. Based on Sect. 3.1, the rolling constraints can be expressed as
$v_{\mathrm{R}}^{x_{1}}-r \dot{\varphi}_{\mathrm{R}}=0, \quad v_{\mathrm{R}}^{y_{1}}=0$,
$v_{\mathrm{F}}^{x_{2}}-r \dot{\varphi}_{\mathrm{F}}=0, \quad v_{\mathrm{F}}^{y_{2}}=0$.
Substituting the velocity components from (53) into these formulas, and using the derivatives of (54) (cf. (179)), the kinematic constraining equations become
$\dot{x}_{\mathrm{G}} \sin \psi-\dot{y}_{\mathrm{G}} \cos \psi+d \dot{\psi}=0$,
$\dot{x}_{\mathrm{G}} \sin (\psi+\gamma)-\dot{y}_{\mathrm{G}} \cos (\psi+\gamma)-(l-d) \dot{\psi} \cos \gamma=0$,
$\dot{x}_{\mathrm{G}} \cos \psi+\dot{y}_{\mathrm{G}} \sin \psi-r \dot{\varphi}_{\mathrm{R}}=0$,
$\dot{x}_{\mathrm{G}} \cos (\gamma+\psi)+\dot{y}_{\mathrm{G}} \sin (\gamma+\psi)+(l-d) \dot{\psi} \sin \gamma-r \dot{\varphi}_{\mathrm{F}}=0$.
Note that the first two equations in (85) are the same as those in (55).

Again, we consider different levels of model complexity with rigid wheels. Here we describe the four

Table 3 Mechanical models with wheels and their governing equations

| Model and parameters | Equations of motion using point G | Equations of motion using point R |
| :---: | :---: | :---: |
|  | $\begin{aligned} & \dot{x}_{\mathrm{G}}=V\left(\cos \psi-\frac{d}{l} \sin \psi \tan \gamma\right) \\ & \dot{y}_{\mathrm{G}}=V\left(\sin \psi+\frac{d}{l} \cos \psi \tan \gamma\right) \end{aligned}$ | $\begin{aligned} & \dot{x}_{\mathrm{R}}=V \cos \psi \\ & \dot{y}_{\mathrm{R}}=V \sin \psi \end{aligned}$ |
|  | $\dot{\psi}=\frac{V}{l} \tan \gamma$ |  |
|  | $\begin{aligned} & \dot{\varphi}_{\mathrm{R}}=\frac{V}{r} \\ & \dot{\varphi}_{\mathrm{F}}=\frac{V}{r} \frac{1}{\cos \gamma} \end{aligned}$ |  |
|  | $\begin{aligned} & \dot{x}_{\mathrm{G}}=\sigma_{1}\left(\cos \psi-\frac{d}{l} \sin \psi \tan \gamma\right) \\ & \dot{y}_{\mathrm{G}}=\sigma_{1}\left(\sin \psi+\frac{d}{l} \cos \psi \tan \gamma\right) \end{aligned}$ | $\begin{aligned} & \dot{x}_{\mathrm{R}}=\sigma_{1} \cos \psi \\ & \dot{y}_{\mathrm{R}}=\sigma_{1} \sin \psi \end{aligned}$ |
|  | $\begin{aligned} & \dot{\psi}=\frac{\sigma_{1}}{l} \tan \gamma \\ & \dot{\sigma}_{1}=\frac{\frac{1}{r}\left(T_{\mathrm{R}}+\frac{T_{\mathrm{F}}}{\cos \gamma}\right)-m_{2} \frac{\tan \gamma}{\cos ^{2} \gamma} \sigma_{1} \dot{\gamma}-\frac{J_{F}}{l} \dot{\gamma} \tan \gamma}{m_{1}+m_{2} \tan ^{2} \gamma} \end{aligned}$ |  |
|  | $\begin{aligned} & \dot{\varphi}_{\mathrm{R}}=\frac{\sigma_{1}}{r} \\ & \dot{\varphi}_{\mathrm{F}}=\frac{\sigma_{1}}{r} \frac{1}{\cos \gamma} \end{aligned}$ |  |
| $\begin{aligned} & m_{1}=m+m_{\mathrm{R}}+m_{\mathrm{F}} \\ & m_{2}=\left(J_{\mathrm{G}}+m^{2}+d_{\mathrm{F}}+m_{\mathrm{F}} l^{2}\right) / l^{2} \\ & m_{\mathrm{R}}=m_{\mathrm{R}}^{0}+I_{\mathrm{R}} / r^{2} \quad m_{\mathrm{F}}=m_{\mathrm{F}}^{0}+I_{\mathrm{F}} / r^{2} \end{aligned}$ |  |  |
|  | $\begin{aligned} & \dot{x}_{\mathrm{G}}=V\left(\cos \psi-\frac{d}{l} \sin \psi \tan \gamma\right) \\ & \dot{y}_{\mathrm{G}}=V\left(\sin \psi+\frac{d}{l} \cos \psi \tan \gamma\right) \end{aligned}$ | $\begin{aligned} & \dot{x}_{\mathrm{R}}=V \cos \psi \\ & \dot{y}_{\mathrm{R}}=V \sin \psi \end{aligned}$ |
|  | $\begin{aligned} & \dot{\psi}=\frac{V}{l} \tan \gamma \\ & \dot{\gamma}=\sigma_{2} \\ & \dot{\sigma}_{2}=\frac{T_{s}}{J_{\mathrm{F}}}-\frac{V}{l \cos ^{2} \gamma} \sigma_{2} \end{aligned}$ |  |
|  | $\begin{aligned} \dot{\varphi}_{\mathrm{R}} & =\frac{V}{r} \\ \dot{\varphi}_{\mathrm{F}} & =\frac{V}{r} \frac{1}{\cos \gamma} \end{aligned}$ |  |
|  | $\begin{aligned} & \hline \dot{x}_{\mathrm{G}}=\sigma_{1}\left(\cos \psi-\frac{d}{l} \sin \psi \tan \gamma\right) \\ & \dot{y}_{\mathrm{G}}=\sigma_{1}\left(\sin \psi+\frac{d}{l} \cos \psi \tan \gamma\right) \end{aligned}$ | $\begin{aligned} & \dot{x}_{\mathrm{R}}=\sigma_{1} \cos \psi \\ & \dot{y}_{\mathrm{R}}=\sigma_{1} \sin \psi \end{aligned}$ |
|  | $\begin{aligned} & \dot{\psi}=\frac{\sigma_{1}}{l} \tan \gamma \\ & \dot{\gamma}=\sigma_{2} \\ & \dot{\sigma}_{1}=\frac{\frac{1}{r}\left(T_{\mathrm{R}}+\frac{T_{\mathrm{F}}}{\cos \gamma}\right)-\left(m_{2}-\frac{J_{\mathrm{F}}}{l^{2}}\right) \frac{\tan \gamma}{\cos ^{2} \gamma} \sigma_{1} \sigma_{2}-\frac{T_{\mathrm{s}}}{l} \tan \gamma}{m_{1}+\left(m_{2}-\frac{J_{F}}{l^{2}}\right) \tan ^{2} \gamma} \\ & \dot{\sigma}_{2}=\frac{-\frac{1}{l r}\left(T_{\mathrm{R}}+\frac{T_{\mathrm{F}}}{\cos \gamma}\right) \tan \gamma-\frac{m_{1}}{l \cos ^{2} \gamma} \sigma_{1} \sigma_{2}+\frac{T_{\mathrm{s}}}{J_{\mathrm{F}}}\left(m_{1}+m_{2} \tan ^{2} \gamma\right)}{m_{1}+\left(m_{2}-\frac{J_{J_{2}}}{l^{2}}\right) \tan ^{2} \gamma} \end{aligned}$ |  |
| $\begin{aligned} & m_{1}=m+m_{\mathrm{R}}+m_{\mathrm{F}} \\ & m_{2}=\left(J_{\mathrm{G}}+m d^{2}+J_{\mathrm{R}}+J_{\mathrm{F}}+m_{\mathrm{F}} l^{2}\right) / l^{2} \\ & m_{\mathrm{R}}=m_{\mathrm{R}}^{\mathrm{o}}+I_{\mathrm{R}} / r^{2} \quad m_{\mathrm{F}}=m_{\mathrm{F}}^{0}+I_{\mathrm{F}} / r^{2} \end{aligned}$ | $\begin{aligned} & \dot{\varphi}_{\mathrm{R}}=\frac{\sigma_{1}}{r} \\ & \dot{\varphi}_{\mathrm{F}}=\frac{\sigma_{1}}{r} \frac{1}{\cos \gamma} \end{aligned}$ |  |

models listed in Table 3; cf. the last four rows of Table 1. The detailed derivations are left for Sects. 5.1-
5.4, which may be skipped if they are outside of the reader's interest.

The kinematic bicycle model given in the first row of Table 3 corresponds to the setup given in the fifth row of Table 1. In order to understand the role of the wheels, it is worth comparing this model to the one in the first row of Table 2. A color scheme is added to emphasize that the first three equations of the model with wheels are identical to those of the model with skates. One may observe that while the wheels increase the degrees of freedom with one, the two additional ordinary differential equations written for the rotation angles $\varphi_{\mathrm{R}}$ and $\varphi_{\mathrm{F}}$ are decoupled from the rest of the system. That is, someone not interested in these quantities may omit the last two equations. The model derivations can be found in Sect. 5.1.

Similar structure is observed for the torque-driven model in the second row of Table 3, which corresponds to the setup given in the sixth row of Table 1. Comparing this model to the one in the second row of Table 2, two additional ordinary differential equations appear that are decoupled from the rest of the system. In addition, the effective masses used for the skates can be calculated from the masses and mass moments of inertia of the wheels. Finally, the first four equations of the model with wheels are equivalent to those of the model with skates considering the relationships
$F_{\mathrm{R}}=\frac{T_{\mathrm{R}}}{r}, \quad F_{\mathrm{F}}=\frac{T_{\mathrm{R}}}{r}$,
between the driving forces and driving torques. The model derivations can be found in Sect. 5.2.

The model in the third row of Table 3 corresponds to the setup given in the seventh row of Table 1. Comparing this to the model in the third row of Table 2, one may identify the identical parts. The model derivations can be found in Sect. 5.3.

Finally, the fourth row of Table 3 corresponds to the eighth row of Table 1. One may compare this to the fourth row of Table 2 and identify the equivalent parts with the help of (86). The model derivations can be found in Sect. 5.4.

### 5.1 Kinematic model with wheels

Similar to Sect. 4.1, we assume that steering angle $\gamma$ is directly assigned and the longitudinal velocity $V$ is constant, i.e., the constraint (56) is considered in addition to the rolling constraints (85).

In order to describe the system, we need five configuration coordinates. Here we choose $x_{\mathrm{G}}, y_{\mathrm{G}}, \psi, \varphi_{\mathrm{R}}, \varphi_{\mathrm{F}}$.

The five kinematic constraints reduce the degrees of freedom by 2.5 , and the resulting 2.5 degree of freedom dynamic system is described by five ordinary differential equations. Solving the constraints $(56,85)$ for the generalized velocities leads to the equations of motion $\dot{x}_{\mathrm{G}}=V\left(\cos \psi-\frac{d}{l} \sin \psi \tan \gamma\right)$,
$\dot{y}_{\mathrm{G}}=V\left(\sin \psi+\frac{d}{l} \cos \psi \tan \gamma\right)$,
$\dot{\psi}=\frac{V}{l} \tan \gamma$,
$\dot{\varphi}_{\mathrm{R}}=\frac{V}{r}$,
$\dot{\varphi}_{\mathrm{F}}=\frac{V}{r} \frac{1}{\cos \gamma}$.
We remark that the first three equations are decoupled from that last two equations and that the first three equations are identical to those in the skate model (57) developed in Sect. 4.1.

### 5.2 Torque-driven model with assigned steering angle

Now, we release the constraint of constant longitudinal speed. Instead, the driving torques $T_{\mathrm{R}}$ and $T_{\mathrm{F}}$ are applied on the rear and front axles, respectively. However, the steering angle is still directly assigned. Thus, we have four kinematic constraints and five generalized coordinates, which requires one pseudo-velocity to be chosen. As formerly, we use the longitudinal speed:

$$
\begin{equation*}
\sigma_{1}:=\dot{x}_{\mathrm{G}} \cos \psi+\dot{y}_{\mathrm{G}} \sin \psi . \tag{88}
\end{equation*}
$$

Solving ( 85,88 ), one can express the generalized velocities as functions of the pseudo-velocity:

$$
\begin{align*}
\dot{x}_{\mathrm{G}} & =\sigma_{1}\left(\cos \psi-\frac{d}{l} \sin \psi \tan \gamma\right) \\
\dot{y}_{\mathrm{G}} & =\sigma_{1}\left(\sin \psi+\frac{d}{l} \cos \psi \tan \gamma\right) \\
\dot{\psi} & =\frac{\sigma_{1}}{l} \tan \gamma  \tag{89}\\
\dot{\varphi}_{\mathrm{R}} & =\frac{\sigma_{1}}{r} \\
\dot{\varphi}_{\mathrm{F}} & =\frac{\sigma_{1}}{r \cos \gamma}
\end{align*}
$$

The acceleration energy of the system reads
$S=\frac{1}{2} m\left(\ddot{x}_{\mathrm{G}}^{2}+\ddot{y}_{\mathrm{G}}^{2}\right)+\frac{1}{2} J_{\mathrm{G}} \ddot{\psi}^{2}$

$$
\begin{align*}
& +\frac{1}{2} m_{\mathrm{R}}^{0}\left(\ddot{x}_{\mathrm{R}}^{2}+\ddot{y}_{\mathrm{R}}^{2}\right)+\frac{1}{2} \boldsymbol{\alpha}_{\mathrm{R}} \cdot \mathbf{J}_{\mathrm{R}} \boldsymbol{\alpha}_{\mathrm{R}}  \tag{90}\\
& +\boldsymbol{\alpha}_{\mathrm{R}} \cdot\left(\boldsymbol{\omega}_{\mathrm{R}} \times \mathbf{H}_{\mathrm{R}}\right) \\
& +\frac{1}{2} m_{\mathrm{F}}^{0}\left(\ddot{x}_{\mathrm{F}}^{2}+\ddot{y}_{\mathrm{F}}^{2}\right)+\frac{1}{2} \boldsymbol{\alpha}_{\mathrm{F}} \cdot \mathbf{J}_{\mathrm{F}} \boldsymbol{\alpha}_{\mathrm{F}}+\boldsymbol{\alpha}_{\mathrm{F}} \cdot\left(\boldsymbol{\omega}_{\mathrm{F}} \times \mathbf{H}_{\mathrm{F}}\right)
\end{align*}
$$

where $\omega_{R}, \boldsymbol{\alpha}_{\mathrm{R}}$ and $\mathbf{H}_{\mathrm{R}}$ represent the angular velocity, angular acceleration and angular momentum vectors of the rear wheel, while $\boldsymbol{\omega}_{\mathrm{F}}, \boldsymbol{\alpha}_{\mathrm{F}}$ and $\mathbf{H}_{\mathrm{F}}$ are the angular velocity, angular acceleration and angular momentum vectors of the front wheel. Since the moment of inertia tensors $\mathbf{J}_{\mathrm{R}}$ and $\mathbf{J}_{\mathrm{F}}$ are expressed in frames $\mathcal{F}_{1}$ and $\mathcal{F}_{2}$, respectively (cf. 83), the angular velocities should also be expressed in the corresponding frames:
$\omega_{\mathrm{R}}=\left[\begin{array}{c}0 \\ \dot{\varphi}_{\mathrm{R}} \\ \dot{\psi}\end{array}\right]_{\mathcal{F}_{1}}, \quad \omega_{\mathrm{F}}=\left[\begin{array}{c}0 \\ \dot{\varphi}_{\mathrm{F}} \\ \dot{\psi}+\dot{\gamma}\end{array}\right]_{\mathcal{F}_{2}}$.
By taking the derivative of (91), one can obtain

$$
\begin{align*}
& \alpha_{\mathrm{R}}=\stackrel{\circ}{\omega}_{\mathrm{R}}+\omega_{\mathcal{F}_{1}} \times \omega_{\mathrm{R}} \\
& =\left[\begin{array}{c}
0 \\
\ddot{\varphi}_{\mathrm{R}} \\
\ddot{\psi}
\end{array}\right]_{\mathcal{F}_{1}}+\left[\begin{array}{c}
0 \\
0 \\
\dot{\psi}
\end{array}\right]_{\mathcal{F}_{1}} \times\left[\begin{array}{c}
0 \\
\dot{\varphi}_{\mathrm{R}} \\
\dot{\psi}
\end{array}\right]_{\mathcal{F}_{1}} \\
& =\left[\begin{array}{c}
-\dot{\psi} \dot{\varphi}_{\mathrm{R}} \\
\ddot{\varphi}_{\mathrm{R}} \\
\ddot{\psi}
\end{array}\right]_{\mathcal{F}_{1}},  \tag{92}\\
& \alpha_{\mathrm{F}}=\stackrel{\stackrel{\rightharpoonup}{\omega}}{\mathrm{F}}+\omega_{\mathcal{F}_{2}} \times \omega_{\mathrm{F}} \\
& =\left[\begin{array}{c}
0 \\
\ddot{\varphi}_{\mathrm{F}} \\
\ddot{\psi}+\ddot{\gamma}
\end{array}\right]_{\mathcal{F}_{2}}+\left[\begin{array}{c}
0 \\
0 \\
\dot{\psi}+\dot{\gamma}
\end{array}\right]_{\mathcal{F}_{2}} \times\left[\begin{array}{c}
0 \\
\dot{\varphi}_{\mathrm{F}} \\
\dot{\psi}+\dot{\gamma}
\end{array}\right]_{\mathcal{F}_{2}} \\
& =\left[\begin{array}{c}
-(\dot{\psi}+\dot{\gamma}) \dot{\varphi}_{\mathrm{F}} \\
\ddot{\varphi}_{\mathrm{F}} \\
\ddot{\psi}+\ddot{\gamma}
\end{array}\right]_{\mathcal{F}_{2}},
\end{align*}
$$

where $\stackrel{\circ}{\square}$ and $\stackrel{\circ}{\square}$ represent the frame derivatives with respect to the body-fixed frames $\mathcal{F}_{1}$ and $\mathcal{F}_{2}$, respectively, and $\omega_{\mathcal{F}_{1}}$ and $\omega_{\mathcal{F}_{2}}$ represent the angular velocities of the frames $\mathcal{F}_{1}$ and $\mathcal{F}_{2}$, respectively. Moreover, the angular momentum of the rear wheel and the front wheel are

$$
\begin{align*}
& \mathbf{H}_{\mathrm{R}}=\mathbf{J}_{\mathrm{R}} \omega_{\mathrm{R}}=\left[\begin{array}{c}
0 \\
I_{\mathrm{R}} \dot{\varphi}_{\mathrm{R}} \\
J_{\mathrm{R}} \dot{\psi}
\end{array}\right]_{\mathcal{F}_{1}}, \\
& \mathbf{H}_{\mathrm{F}}=\mathbf{J}_{\mathrm{F}} \boldsymbol{\omega}_{\mathrm{F}}=\left[\begin{array}{c}
0 \\
I_{\mathrm{F}} \dot{\varphi}_{\mathrm{F}} \\
J_{\mathrm{F}}(\dot{\psi}+\dot{\gamma})
\end{array}\right]_{\mathcal{F}_{2}} . \tag{93}
\end{align*}
$$

By taking the second derivative of (54) (cf. (180)) and then utilizing the first derivative of (89) (cf. $(181,183)$ )
along with ( $91,92,93$ ), the acceleration energy (90) can be rewritten as

$$
\begin{align*}
S= & \frac{1}{2}\left(m_{1}+m_{2} \tan ^{2} \gamma\right) \dot{\sigma}_{1}^{2} \\
& +\left(m_{2} \frac{\tan \gamma}{\cos ^{2} \gamma} \sigma_{1} \dot{\gamma}+\frac{J_{\mathrm{F}}}{l} \ddot{\gamma} \tan \gamma\right) \dot{\sigma}_{1}  \tag{94}\\
& +\left(\text { terms without } \dot{\sigma}_{1}\right) .
\end{align*}
$$

Here $m_{1}$ and $m_{2}$ are defined in (61), and the effective mass of the rear and front wheels are

$$
\begin{equation*}
m_{\mathrm{R}}=m_{\mathrm{R}}^{0}+\frac{I_{\mathrm{R}}}{r^{2}}, \quad m_{\mathrm{F}}=m_{\mathrm{F}}^{0}+\frac{I_{\mathrm{F}}}{r^{2}} . \tag{95}
\end{equation*}
$$

The virtual power consists of the powers of the driving torques acting between the wheels and the vehicle body:

$$
\begin{align*}
\delta P= & {\left[\begin{array}{lll}
0 & T_{\mathrm{R}} & 0
\end{array}\right]_{\mathcal{F}_{1}}\left[\begin{array}{c}
0 \\
\delta \dot{\varphi}_{\mathrm{R}} \\
\delta \dot{\psi}
\end{array}\right]_{\mathcal{F}_{1}}+\left[\begin{array}{lll}
0 & -T_{\mathrm{R}} & 0
\end{array}\right]_{\mathcal{F}_{0}}\left[\begin{array}{c}
0 \\
0 \\
\delta \dot{\psi}
\end{array}\right]_{\mathcal{F}_{0}} } \\
& +\left[\begin{array}{lll}
0 & T_{\mathrm{F}} & 0
\end{array}\right]_{\mathcal{F}_{2}}\left[\begin{array}{c}
0 \\
\delta \dot{\varphi}_{\mathrm{F}} \\
\delta \dot{\psi}+\delta \dot{\gamma}
\end{array}\right]_{\mathcal{F}_{2}} \\
& +\left[\begin{array}{lll}
0 & -T_{\mathrm{F}} & 0
\end{array}\right]_{\mathcal{F}_{0}}\left[\begin{array}{c}
0 \\
0 \\
\delta \dot{\psi}
\end{array}\right]_{\mathcal{F}_{0}}  \tag{96}\\
= & T_{\mathrm{R}} \delta \dot{\varphi}_{\mathrm{R}}+T_{\mathrm{F}} \delta \dot{\varphi}_{\mathrm{F}} \\
& =\left(\frac{T_{\mathrm{R}}}{r}+\frac{T_{\mathrm{F}}}{r \cos \gamma}\right) \delta \sigma_{1},
\end{align*}
$$

yielding the pseudo-force
$\Pi_{1}=\frac{1}{r}\left(T_{\mathrm{R}}+\frac{T_{\mathrm{F}}}{\cos \gamma}\right)$.

Using the Appell equation

$$
\begin{equation*}
\frac{\partial S}{\partial \dot{\sigma}_{1}}=\Pi_{1} \tag{98}
\end{equation*}
$$

one can obtain

$$
\begin{align*}
& \left(m_{1}+m_{2} \tan ^{2} \gamma\right) \dot{\sigma}_{1}+m_{2} \frac{\tan \gamma}{\cos ^{2} \gamma} \sigma_{1} \dot{\gamma}+\frac{J_{\mathrm{F}}}{l} \ddot{\gamma} \tan \gamma \\
& \quad=\frac{1}{r}\left(T_{\mathrm{R}}+\frac{T_{\mathrm{F}}}{\cos \gamma}\right) . \tag{99}
\end{align*}
$$

Therefore, the equations of motion consist of (89) and (99):

$$
\begin{align*}
\dot{x}_{\mathrm{G}} & =\sigma_{1}\left(\cos \psi-\frac{d}{l} \sin \psi \tan \gamma\right), \\
\dot{y}_{\mathrm{G}} & =\sigma_{1}\left(\sin \psi+\frac{d}{l} \cos \psi \tan \gamma\right), \\
\dot{\psi} & =\frac{\sigma_{1}}{l} \tan \gamma, \\
\dot{\sigma}_{1} & =\frac{\frac{1}{r}\left(T_{\mathrm{R}}+\frac{T_{\mathrm{F}}}{\cos \gamma}\right)-m_{2} \frac{\tan \gamma}{\cos ^{2} \gamma} \sigma_{1} \dot{\gamma}-\frac{J_{\mathrm{F}}}{l} \ddot{\gamma} \tan \gamma}{m_{1}+m_{2} \tan ^{2} \gamma}, \\
\dot{\varphi}_{\mathrm{R}} & =\frac{\sigma_{1}}{r}, \\
\dot{\varphi}_{\mathrm{F}} & =\frac{\sigma_{1}}{r} \frac{1}{\cos \gamma} . \tag{100}
\end{align*}
$$

We remark that the first four equations are decoupled from the last two equations and that the first four equations are equivalent to those in the skate model (66) developed in Sect. 4.2; cf. (86).

### 5.3 Wheeled model with constrained longitudinal speed and steering torque

Considering the steering dynamics and applying the steering torque $T_{\mathrm{s}}$, we have six generalized coordinates, $x_{\mathrm{G}}, y_{\mathrm{G}}, \psi, \varphi_{\mathrm{R}}, \varphi_{\mathrm{F}}, \gamma$. The four kinematic constraints (85) are used to guarantee that there is no slip at the wheel-ground contact points. Moreover, we consider the kinematic constraint (56) to maintain constant longitudinal speed. Thus, one pseudo-velocity is needed, and as before we choose the steering rate
$\sigma_{2}=\dot{\gamma}$.
Solving $(56,85,101)$, for the generalized velocities lead to

$$
\begin{align*}
\dot{x}_{\mathrm{G}} & =V\left(\cos \psi-\frac{d}{l} \sin \psi \tan \gamma\right) \\
\dot{y}_{\mathrm{G}} & =V\left(\sin \psi+\frac{d}{l} \cos \psi \tan \gamma\right) \\
\dot{\psi} & =\frac{V}{l} \tan \gamma  \tag{102}\\
\dot{\gamma} & =\sigma_{2} \\
\dot{\varphi}_{\mathrm{R}} & =\frac{V}{r} \\
\dot{\varphi}_{\mathrm{F}} & =\frac{V}{r \cos \gamma}
\end{align*}
$$

The general expression of acceleration energy, and calculation of angular velocity, angular acceleration and angular momentum are the same as $(90,91,92,93)$, respectively. By taking the second derivative of (54) (cf. (180)) and then utilizing the first derivative of (102) (cf. $(182,184))$ along with $(91,92,93)$, the acceleration energy (90) can be rewritten as
$S=\frac{1}{2} J_{\mathrm{F}} \dot{\sigma}_{2}^{2}+\frac{J_{\mathrm{F}} V}{l \cos ^{2} \gamma} \sigma_{2} \dot{\sigma}_{2}+\left(\right.$ terms without $\left.\dot{\sigma}_{2}\right)$.

The virtual power consists of the powers of the steering torque acting between the front wheel and the vehicle body, that is,

$$
\begin{align*}
\delta P= & {\left[\begin{array}{lll}
0 & 0 & T_{\mathrm{s}}
\end{array}\right]_{\mathcal{F}_{2}}\left[\begin{array}{c}
0 \\
\delta \dot{\varphi}_{\mathrm{F}} \\
\delta \dot{\psi}+\delta \dot{\gamma}
\end{array}\right]_{\mathcal{F}_{2}} } \\
& +\left[\begin{array}{lll}
0 & 0 & -T_{\mathrm{s}}
\end{array}\right]_{\mathcal{F}_{0}}\left[\begin{array}{c}
0 \\
0 \\
\delta \dot{\psi}
\end{array}\right]_{\mathcal{F}_{0}}  \tag{104}\\
= & T_{\mathrm{s}} \delta \dot{\gamma}=T_{\mathrm{s}} \delta \sigma_{2},
\end{align*}
$$

implying that the pseudo-force is
$\Pi_{2}=T_{\mathrm{s}}$.
The Appell equation
$\frac{\partial S}{\partial \dot{\sigma}_{2}}=\Pi_{2}$,
results in
$J_{\mathrm{F}} \dot{\sigma}_{2}+\frac{J_{\mathrm{F}} V}{l \cos ^{2} \gamma} \sigma_{2}=T_{\mathrm{S}}$.
Therefore, the equations of motion given by (102) and (107) are

$$
\begin{align*}
\dot{x}_{\mathrm{G}} & =V\left(\cos \psi-\frac{d}{l} \sin \psi \tan \gamma\right) \\
\dot{y}_{\mathrm{G}} & =V\left(\sin \psi+\frac{d}{l} \cos \psi \tan \gamma\right) \\
\dot{\psi} & =\frac{V}{l} \tan \gamma \\
\dot{\gamma} & =\sigma_{2}  \tag{108}\\
\dot{\sigma}_{2} & =\frac{T_{\mathrm{s}}}{J_{\mathrm{F}}}-\frac{V}{l \cos ^{2} \gamma} \sigma_{2} \\
\dot{\varphi}_{\mathrm{R}} & =\frac{V}{r} \\
\dot{\varphi}_{\mathrm{F}} & =\frac{V}{r} \frac{1}{\cos \gamma}
\end{align*}
$$

### 5.4 Torque-driven model with steering torque

In the most complex model of this paper, we consider the steering and longitudinal dynamics together. That is, the steering torque $T_{\mathrm{s}}$ as well as the driving torques $T_{\mathrm{R}}$ and $T_{\mathrm{F}}$ are applied. In this case, we have six generalized coordinates and four kinematic constraints, therefore two pseudo-velocities are required. As above, we use the longitudinal speed and the steering rate:
$\sigma_{1}:=\dot{x}_{\mathrm{G}} \cos \psi+\dot{y}_{\mathrm{G}} \sin \psi$,
$\sigma_{2}:=\dot{\gamma}$.

Using these together with the kinematic constraints (85), one can obtain

$$
\begin{align*}
\dot{x}_{\mathrm{G}} & =\sigma_{1}\left(\cos \psi-\frac{d}{l} \sin \psi \tan \gamma\right) \\
\dot{y}_{\mathrm{G}} & =\sigma_{1}\left(\sin \psi+\frac{d}{l} \cos \psi \tan \gamma\right) \\
\dot{\psi} & =\frac{\sigma_{1}}{l} \tan \gamma  \tag{110}\\
\dot{\gamma} & =\sigma_{2} \\
\dot{\varphi}_{\mathrm{R}} & =\frac{\sigma_{1}}{r} \\
\dot{\varphi}_{\mathrm{F}} & =\frac{\sigma_{1}}{r} \frac{1}{\cos \gamma}
\end{align*}
$$

Similar to the explanation in Sect. 5.3, the general expression of acceleration energy, and calculation of angular velocity, angular acceleration and angular momentum are already given in $(90,91,92,93)$. By taking the second derivative of (54) (cf. (180)) and then utilizing the first derivative of (110) (cf. Appendix A) along with $(91,92,93)$, the acceleration energy (90) can be rewritten as

$$
\begin{align*}
S= & \frac{1}{2}\left(m_{1}+m_{2} \tan ^{2} \gamma\right) \dot{\sigma}_{1}^{2} \\
& +\frac{1}{2} J_{\mathrm{F}} \dot{\sigma}_{2}^{2}+\frac{J_{\mathrm{F}}}{l} \tan \gamma \dot{\sigma}_{1} \dot{\sigma}_{2}  \tag{111}\\
& +m_{2} \frac{\tan \gamma}{\cos ^{2} \gamma} \sigma_{1} \sigma_{2} \dot{\sigma}_{1}+\frac{J_{\mathrm{F}}}{l \cos ^{2} \gamma} \sigma_{1} \sigma_{2} \dot{\sigma}_{2} \\
& \left.+ \text { (terms without } \dot{\sigma}_{1} \text { or } \dot{\sigma}_{2}\right)
\end{align*}
$$

The virtual power consists of the virtual powers of the driving and steering torques acting on the wheels and
vehicle body, that is,

$$
\begin{align*}
\delta P= & {\left[\begin{array}{lll}
0 & T_{\mathrm{R}} & 0
\end{array}\right]_{\mathcal{F}_{1}}\left[\begin{array}{c}
0 \\
\delta \dot{\varphi}_{\mathrm{R}} \\
\delta \dot{\psi}
\end{array}\right]_{\mathcal{F}_{1}}+\left[\begin{array}{lll}
0 & -T_{\mathrm{R}} & 0
\end{array}\right]_{\mathcal{F}_{0}}\left[\begin{array}{c}
0 \\
0 \\
\delta \dot{\psi}
\end{array}\right]_{\mathcal{F}_{0}} } \\
& +\left[\begin{array}{lll}
0 & T_{\mathrm{F}} & 0
\end{array}\right]_{\mathcal{F}_{2}}\left[\begin{array}{c}
0 \\
\delta \dot{\varphi}_{\mathrm{F}} \\
\delta \dot{\psi}+\delta \dot{\gamma}
\end{array}\right]_{\mathcal{F}_{2}} \\
& +\left[\begin{array}{lll}
0 & -T_{\mathrm{F}} & 0
\end{array}\right]_{\mathcal{F}_{0}}\left[\begin{array}{c}
0 \\
0 \\
\delta \dot{\psi}
\end{array}\right]_{\mathcal{F}_{0}} \\
& +\left[\begin{array}{lll}
0 & 0 & T_{\mathrm{s}}
\end{array}\right]_{\mathcal{F}_{2}}\left[\begin{array}{c}
0 \\
\delta \dot{\varphi}_{\mathrm{F}} \\
\delta \dot{\psi}+\delta \dot{\gamma}
\end{array}\right]_{\mathcal{F}_{2}}  \tag{112}\\
& +\left[\begin{array}{lll}
0 & 0 & -T_{\mathrm{s}}
\end{array}\right]_{\mathcal{F}_{0}}\left[\begin{array}{c}
0 \\
0 \\
\delta \dot{\psi}
\end{array}\right]_{\mathcal{F}_{0}} \\
= & T_{\mathrm{R}} \delta \dot{\varphi}_{\mathrm{R}}+T_{\mathrm{F}} \delta \dot{\varphi}_{\mathrm{F}}+T_{\mathrm{s}} \delta \dot{\gamma} \\
= & \left(\frac{T_{\mathrm{R}}}{r}+\frac{T_{\mathrm{F}}}{r \cos \gamma}\right) \delta \sigma_{1}+T_{\mathrm{s}} \delta \sigma_{2},
\end{align*}
$$

implying that the pseudo-forces are
$\Pi_{1}=\frac{1}{r}\left(T_{\mathrm{R}}+\frac{T_{\mathrm{F}}}{\cos \gamma}\right), \quad \Pi_{2}=T_{\mathrm{S}}$.

The Appell equations

$$
\begin{equation*}
\frac{\partial S}{\partial \dot{\sigma}_{1}}=\Pi_{1}, \quad \frac{\partial S}{\partial \dot{\sigma}_{2}}=\Pi_{2} \tag{114}
\end{equation*}
$$

lead to

$$
\begin{align*}
& {\left[\begin{array}{cc}
\left(m_{1}+m_{2} \tan ^{2} \gamma\right) & \frac{J_{\mathrm{F}}}{l} \tan \gamma \\
\frac{J_{\mathrm{F}}}{l} \tan \gamma & J_{\mathrm{F}}
\end{array}\right]\left[\begin{array}{l}
\dot{\sigma}_{1} \\
\dot{\sigma}_{2}
\end{array}\right]} \\
& \quad+\left[\begin{array}{c}
m_{2} \frac{\tan \gamma}{\cos ^{2} \gamma} \\
\frac{J_{\mathrm{F}}}{l \cos ^{2} \gamma}
\end{array}\right] \sigma_{1} \sigma_{2}  \tag{115}\\
& \quad=\left[\begin{array}{c}
\frac{1}{r}\left(T_{\mathrm{R}}+\frac{T_{\mathrm{F}}}{\cos \gamma}\right) \\
T_{\mathrm{S}}
\end{array}\right]
\end{align*}
$$

where $m_{1}$ and $m_{2}$ are given in $(61,95)$. Combining (110) with (115) yields the equations of motion

$$
\begin{align*}
\dot{x}_{\mathrm{G}} & =\sigma_{1}\left(\cos \psi-\frac{d}{l} \sin \psi \tan \gamma\right), \\
\dot{y}_{\mathrm{G}} & =\sigma_{1}\left(\sin \psi+\frac{d}{l} \cos \psi \tan \gamma\right), \\
\dot{\psi} & =\frac{\sigma_{1}}{l} \tan \gamma, \\
\dot{\gamma}= & \sigma_{2}, \\
\dot{\sigma}_{1}= & \frac{\frac{1}{r}\left(T_{\mathrm{R}}+\frac{T_{\mathrm{F}}}{\cos \gamma}\right)-\left(m_{2}-\frac{J_{\mathrm{F}}}{l^{2}}\right) \frac{\tan \gamma}{\cos ^{2} \gamma} \sigma_{1} \sigma_{2}-\frac{T_{\mathrm{s}}}{l} \tan \gamma}{m_{1}+\left(m_{2}-\frac{J_{\mathrm{F}}}{l^{2}}\right) \tan ^{2} \gamma}, \\
\dot{\sigma}_{2}= & \frac{-\frac{1}{l r}\left(T_{\mathrm{R}}+\frac{T_{\mathrm{F}}}{\cos \gamma}\right) \tan \gamma-\frac{m_{1}}{\cos ^{2} \gamma} \sigma_{1} \sigma_{2}}{m_{1}+\left(m_{2}-\frac{J_{\mathrm{F}}}{l^{2}}\right) \tan ^{2} \gamma} \ldots \\
& \ldots \frac{+\frac{T_{\mathrm{s}}}{J_{\mathrm{F}}}\left(m_{1}+m_{2} \tan ^{2} \gamma\right)}{\tan ^{2}}, \\
\dot{\varphi}_{\mathrm{R}}= & \frac{\sigma_{1}}{r}, \\
\dot{\varphi}_{\mathrm{F}}= & \frac{\sigma_{1}}{r} \frac{1}{\cos \gamma} . \tag{116}
\end{align*}
$$

We remark that the first six equations are decoupled from the last two equations and that the first six equations are equivalent to those in the skate model (82) developed in Sect. 4.4; cf. (86).

## 6 Discussion

In this section, we highlight some of the important properties of the models and the corresponding equations of motion developed in Sects. 4 and 5. We also show some possible extensions of our mechanical models that may be helpful in a practical point of view.

### 6.1 Pseudo-velocities and singularities

When introducing the Appellian approach in Sect. 2.4, we emphasized that the pseudo-velocities were chosen such that the coefficient matrix $\mathbf{C}$ in (30) is not singular; cf. (31). Then, one may uniquely express the generalized velocities in terms of the pseudo-velocities. Singularity may occur for certain values of the configuration coordinates due to the inappropriate selection of pseudo-velocities or due to the physical structure of the mechanical model $[78,82]$. Here, we focus on the former case. We remark that in this paper, pseudovelocities are chosen not simply to avoid singularity,
but also to have velocity components with clear physical meaning.

Let us investigate the models of Sects. 4 and 5 in terms of the singularities. In Sect. 4.2, we chose the longitudinal velocity of the vehicle as pseudo-velocity $\sigma_{1}$ (cf. (58)), which together with the kinematic constraints (55) form the linear system

$$
\left.\begin{array}{l}
\underbrace{\left[\begin{array}{ccc}
\sin \psi & -\cos \psi & d \\
\sin (\psi+\gamma)-\cos (\psi+\gamma) \\
\cos \psi
\end{array}\right.}_{=\mathbf{C}} \begin{array}{l}
\sin \psi
\end{array}]
\end{array}\right]\left[\begin{array}{c}
\dot{x}_{\mathrm{G}} \\
\dot{y}_{\mathrm{G}}  \tag{117}\\
\dot{\psi}
\end{array}\right]
$$

The determinant of the coefficient matrix reads $\operatorname{det} \mathbf{C}=$ $l \cos \gamma$, which is only singular at $|\gamma|=\pi / 2$. Since the steering angle $\gamma$ does not reach $\pi / 2$ for conventional automobiles, $\sigma_{1}$ is an appropriate choice.

For the same model, one may also use one of the generalized velocities $\dot{x}_{\mathrm{G}}, \dot{y}_{\mathrm{G}}$ or $\dot{\psi}$ as pseudo-velocity. This generic idea corresponds to the Lagrangian approach introduced in Sect. 2.3, which naturally chooses pseudovelocities as generalized velocities. For example, let us consider the choice

$$
\begin{equation*}
\bar{\sigma}_{1}:=\dot{\psi} \tag{118}
\end{equation*}
$$

as pseudo-velocity. This results in the linear system

$$
\begin{align*}
& \underbrace{\left[\begin{array}{cc}
\sin \psi & -\cos \psi \\
\sin (\psi+\gamma) & -\cos (\psi+\gamma) \\
0 & -(l-d) \cos \gamma \\
0 & 1
\end{array}\right]}_{=\overline{\mathbf{C}}}\left[\begin{array}{c}
\dot{x}_{\mathrm{G}} \\
\dot{y}_{\mathrm{G}} \\
\dot{\psi}
\end{array}\right] \\
& =\left[\begin{array}{c}
0 \\
0 \\
\bar{\sigma}_{1}
\end{array}\right], \tag{119}
\end{align*}
$$

where the determinant of the coefficient matrix is $\operatorname{det} \overline{\mathbf{C}}=\sin \gamma$, which is singular at $\gamma=0$. This means that the corresponding equation of motion are singular for the rectilinear motion of the vehicle, i.e., they cannot describe the most common maneuver. The choices $\overline{\bar{\sigma}}_{1}:=\dot{x}_{\mathrm{G}}$ and $\widehat{\hat{\sigma}}_{1}:=\dot{y}_{\mathrm{G}}$ lead to the determinants $\operatorname{det} \overline{\overline{\mathbf{C}}}=l \cos \psi \cos \gamma-d \sin \psi \sin \gamma$ and $\operatorname{det} \widehat{\widehat{\mathbf{C}}}=$ $l \sin \psi \cos \gamma+d \cos \psi \sin \gamma$, respectively. That is, moving straight forward along the $y$-axis ( $\psi=\pi / 2$ and $\gamma=0)$ and along the $x$-axis $(\psi=0$ and $\gamma=0)$ lead to singular models when choosing $\overline{\bar{\sigma}}_{1}$ and $\widehat{\widehat{\sigma}}_{1}$, respectively. These singularities highlight the fundamental
limitation of the Lagrangian approach compared to the Appellian approach: in Lagrangian case the choice of generalized coordinates predetermines the generalized velocities, while in the Appellian case the pseudovelocities can be chosen by the modeler.

One may notice that singularities can be completely eliminated by choosing the velocity of center of the front wheel along the wheel direction as pseudovelocity, i.e.,

$$
\begin{align*}
\widehat{\sigma}_{1}:= & \dot{x}_{\mathrm{G}} \cos (\psi+\gamma)+\dot{y}_{\mathrm{G}} \sin (\psi+\gamma) \\
& +(l-d) \dot{\psi} \sin \gamma . \tag{120}
\end{align*}
$$

This yields the linear equation

$$
\begin{align*}
& \underbrace{\left[\begin{array}{ccc}
\sin \psi & -\cos \psi & d \\
\sin (\psi+\gamma) & -\cos (\psi+\gamma) & -(l-d) \cos \gamma \\
\cos (\psi+\gamma) & \sin (\psi+\gamma) & (l-d) \sin \gamma
\end{array}\right]}_{=\widehat{\mathbf{C}}}\left[\begin{array}{c}
\dot{x}_{\mathrm{G}} \\
\dot{y}_{\mathrm{G}} \\
\dot{\psi}
\end{array}\right] \\
& =\left[\begin{array}{l}
0 \\
0 \\
\widehat{\sigma}_{1}
\end{array}\right] . \tag{121}
\end{align*}
$$

The determinant of the coefficient matrix becomes $\operatorname{det} \widehat{\mathbf{C}}=l$, which is not singular for any value of the generalized coordinates and the steering angle. Consequently, the equations of motion will change to

$$
\begin{align*}
\dot{x}_{\mathrm{G}} & =\widehat{\sigma}_{1}\left(\cos \psi \cos \gamma-\frac{d}{l} \sin \psi \sin \gamma\right), \\
\dot{y}_{\mathrm{G}} & =\widehat{\sigma}_{1}\left(\sin \psi \cos \gamma+\frac{d}{l} \cos \psi \sin \gamma\right), \\
\dot{\psi} & =\frac{\widehat{\sigma}_{1}}{l} \sin \gamma,  \tag{122}\\
\dot{\sigma}_{1} & =\frac{F_{\mathrm{R}} \cos \gamma+F_{\mathrm{F}}+\left(m_{1}-m_{2}\right) \widehat{\sigma}_{1} \dot{\gamma} \sin \gamma \cos \gamma}{m_{1} \cos ^{2} \gamma+m_{2} \sin ^{2} \gamma} \\
& -\frac{\frac{J_{\mathrm{F}}}{l} \ddot{\gamma} \sin \gamma}{m_{1} \cos ^{2} \gamma+m_{2} \sin ^{2} \gamma}
\end{align*}
$$

cf. (66).
We emphasize that when selecting pseudo-velocities there is no "recipe" how to avoid singularity. Only after the choice is made one may check the determinant of the coefficient matrix. In addition, eliminating singularity completely might not be the best choice. Instead, one may choose pseudo-velocities which have clear physical interpretation, eliminate singularities under normal working conditions, and provide insights for control design. Considering these aspects, the longitudinal speed (58) may be a better choice for pseudo-velocity than the speed (120).

### 6.2 Constraining forces

All mechanical models used in this paper consider noslip conditions at the wheel-ground contact points. To investigate the validity of these assumptions, one shall analyze the nonholonomic constraining forces. Since the Appellian approach does not provide information about these forces, one shall revert to the Lagrangian or the Newtonian approach. As an example, we consider the model developed in Sect. 4.2 and derive the lateral constraining forces acting perpendicular to the skate blades, which we denote by $\tilde{F}_{\mathrm{R}}$ and $\tilde{F}_{\mathrm{F}}$ ). If these exceed some critical limits (determined by the friction coefficient and the normal force), the wheels start to slip.

In Appendices B and C, we present the derivation of the equations of motion for the model presented in Sect. 4.2 using the Lagrangian and Newtonian methods, respectively. The derivations result in the lateral constraining forces (199) expressed as function of the accelerations $\ddot{x}_{\mathrm{G}}, \ddot{y}_{\mathrm{G}}$, and $\ddot{\psi}$. These forces exhibit singularity at $\gamma=0$, corresponding to the discussion in Sect. 6.1. However, choosing the pseudo-velocity appropriately this singularity can be avoided. In particular, one can eliminate $\ddot{x}_{\mathrm{G}}, \ddot{y}_{\mathrm{G}}$, and $\ddot{\psi}$ in (199) by plugging in the first derivative of (59) (cf. (181)), and obtain formulas that depend on the velocities $\dot{x}_{\mathrm{G}}, \dot{y}_{\mathrm{G}}$, $\dot{\psi}$ and $\dot{\sigma}_{1}$. Then, substituting (66), we can obtain the lateral constraining forces

$$
\begin{align*}
\tilde{F}_{\mathrm{R}}= & -\frac{\left(m_{2}-m_{4}\right) \tan \gamma}{m_{1}+m_{2} \tan ^{2} \gamma}\left(F_{\mathrm{R}}+\frac{F_{\mathrm{F}}}{\cos \gamma}\right) \\
& +\left(m_{1}-m_{4}\right) \frac{\sigma_{1}^{2}}{l} \tan \gamma+\frac{m_{4} \sigma_{1} \dot{\gamma}}{\cos ^{2} \gamma} \\
& -\frac{m_{1}+m_{4} \tan ^{2} \gamma}{m_{1}+m_{2} \tan ^{2} \gamma}\left(\frac{m_{2} \sigma_{1} \dot{\gamma}}{\cos ^{2} \gamma}+\frac{J_{\mathrm{F}}}{l} \ddot{\gamma}\right),  \tag{123}\\
\tilde{F}_{\mathrm{F}}= & \frac{1}{m_{1}+m_{2} \tan ^{2} \gamma}\left(m_{2} F_{\mathrm{R}} \frac{\tan \gamma}{\cos \gamma}\right. \\
& +\left(m_{2}-m_{1}\right) F_{\mathrm{F}} \tan \gamma \\
& \left.+m_{1} \frac{m_{2} \sigma_{1} \dot{\gamma}}{\cos ^{3} \gamma}+m_{1} \frac{J_{\mathrm{F}}}{l} \frac{\ddot{\gamma}}{\cos \gamma}\right)+m_{4} \frac{\sigma_{1}^{2}}{l} \frac{\tan \gamma}{\cos \gamma},
\end{align*}
$$

which are singular at $|\gamma|=\pi / 2$, corresponding to the choice of the pseudo-velocity $\sigma_{1}$; cf. the discussion after (117). Notations $m_{1}, m_{2}$ are the same as in (61), and
$m_{4}=m_{\mathrm{F}}+\frac{d}{l} m$.

### 6.3 Different types of drivetrain

The skate models (66) and (82) developed in Sects. 4.2 and 4.4 include the driving forces $F_{\mathrm{R}}$ and $F_{\mathrm{F}}$ at the rear and front. This enables us to consider different drivetrains. In case of front wheel drive (FWD) vehicles, the active driving force at the rear is zero (except for braking), i.e., $F_{\mathrm{R}}=0$ shall be used in the equations of motion. Analogously, for rear wheel drive (RWD) vehicles one shall substitute $F_{\mathrm{F}}=0$ into the equations.

For all wheel drive (AWD) vehicles, the driving force distribution at the rear and front wheels are controlled by torque vectoring differentials. If the resultant active driving force on the wheels is $F_{\text {res }}$ and torque split ratio is $0 \leq \beta \leq 1$, then the active forces
$F_{\mathrm{R}}=\beta F_{\text {res }}, \quad F_{\mathrm{F}}=(1-\beta) F_{\text {res }}$,
shall be substituted into the equations of motion (66) and (82).

As mentioned before, the vehicle models developed in Sects. 4.2 and 4.4 with skates and driving forces are equivalent to the models with rigid wheels and driving torques developed in Sects. 5.2 and 5.4. In particular, the formulas (66) and (82) can be matched with (100) and (116) using (86). Consequently, the above explained drivetrain scenarios can be adapted to these cases.

### 6.4 Resistance forces

In the models developed above the resistance forces were neglected. Nevertheless in many driving scenarios these forces play an important role. Here we include these in the force driven models with skates (66) and (82), but analogously one may do the same for the torque driven models with rigid wheels (100) and (116).

When incorporating the road inclination, rolling resistance, and air drag in the model, the pseudo-force $\Pi_{1}$ given in (63) and (79) changes to

$$
\begin{align*}
\Pi_{1}= & F_{\mathrm{R}}+\frac{F_{\mathrm{F}}}{\cos \gamma}-\zeta m_{1} g \cos \theta-m_{1} g \sin \theta  \tag{126}\\
& -\rho\left(v_{\mathrm{w}}+\sigma_{1}\right)^{2},
\end{align*}
$$

where $\zeta$ is rolling resistance coefficient, $\rho$ is air drag coefficient, $g$ is gravitational constant, $\theta$ is the inclination angle, and $v_{\mathrm{w}}$ is the velocity of the headwind. Thus, the equation for $\sigma_{1}$ in (66) and the equations for $\sigma_{1}$ and $\sigma_{2}$ in (82) change accordingly.


Fig. 10 Path-following problem when the information is about the point at the rear axle center point $\mathrm{R}(\mathbf{a})$ and the center of mass G (b)

### 6.5 Path-following problem

An important utilization of the presented mechanical models relates to the path planning and path-following control of automated vehicles [28,35,57]. It will be beneficial to transform the models, which are based on absolute position and orientation in an Earth-fixed frame, to relative position and orientation with respect to the given path [27,31,39,66]. Here we present an analytical method that can be used to execute this transformation for any planar vehicle model and we apply this to the nonholonomic models developed above.

Let us consider the scenario shown in Fig. 10a, where the vehicle aims to follow a given path depicted by the black dashed curve. More precisely, our goal is to ensure the rear axle center point R can follow the black dashed path. We use the positions ( $x_{\mathrm{R}}, y_{\mathrm{R}}$ ) of the rear axle center point R and the yaw angle $\psi$ as states to localize the vehicle in the $(x, y)$ plane. Point C marks the closest point to R along the desired path. We assume the given path is second-order smooth and
that closest point C is unique. If $\mathbf{r}_{\mathrm{CR}}$ denotes the vector pointing from $C$ to $R$ and $\mathbf{t}_{C}$ is the unit tangential vector of the path at point $C$, then $\mathbf{t}_{\mathrm{C}} \perp \mathbf{r}_{\mathrm{CR}}$. The angle $\psi_{\mathrm{C}}$ indicates the direction of tangential vector $\mathbf{t}_{\mathrm{C}}$ while the curvature of the path at point C is denoted by $\kappa_{\mathrm{C}}$. The path-reference frame $(\xi, \eta)$ travels along the path as the vehicle moves forward, and thus, the angle $\psi_{\mathrm{C}}\left(s_{\mathrm{C}}\right)$ and the curvature $\kappa_{\mathrm{C}}\left(s_{\mathrm{C}}\right)$ depends on the arclength coordinate $s_{\mathrm{C}}$ of the path. We assume that the information about the desired path is known, namely, the tuple ( $x_{\mathrm{C}}, y_{\mathrm{C}}, \psi_{\mathrm{C}}, \kappa_{\mathrm{C}}$ ) is given as a function of the arc length $s_{\mathrm{C}}$.

To follow the desired path, a controller has to correct the lateral deviation and the relative yaw angle with respect to the path. The lateral deviation can be defined as
$e_{\mathrm{C}}=\left(\mathbf{t}_{\mathrm{C}} \times \mathbf{r}_{\mathrm{CR}}\right) \cdot \mathbf{k}$,
which is positive/negative when point R is on the left/right hand side of the path. Then, by expressing the tangential vector $\mathbf{t}_{\mathrm{C}}$ with the angle $\psi_{\mathrm{C}}$, we can obtain the lateral deviation as
$e_{\mathrm{C}}=-\left(x_{\mathrm{R}}-x_{\mathrm{C}}\right) \sin \psi_{\mathrm{C}}+\left(y_{\mathrm{R}}-y_{\mathrm{C}}\right) \cos \psi_{\mathrm{C}}$.
Similarly, one can define the relative yaw angle as
$\theta_{\mathrm{C}}=\psi-\psi_{\mathrm{C}}$.
We remark that to ensure $\theta_{\mathrm{C}} \in[-\pi, \pi)$, one can generalize this definition as $\theta_{\mathrm{C}}=\psi-\psi_{\mathrm{C}}$ $-2 \pi\left[\frac{\psi-\psi_{\mathrm{C}}}{2 \pi}\right]$, where $[\cdot]$ refers to the round function that rounds to the nearest integer. We will use this generalized definition in the simulations presented in Sect. 7.

To facilitate path-following controller design, we transform the absolute position and orientation $(x, y, \psi)$ expressed in the Earth-fixed frame to the relative position and orientation ( $s_{\mathrm{C}}, e_{\mathrm{C}}, \theta_{\mathrm{C}}$ ) with respect to the path; see $[19,68,69,73]$. First, we derive the coordinate transformation (205) for an arbitrary point in differential form in Appendix D. Then, we apply this to the rear axle center point R (see Fig. 10a), i.e., substitute $x=x_{\mathrm{R}}, y=y_{\mathrm{R}}, \xi \equiv 0, \eta=e_{\mathrm{C}}$ and $\Omega \equiv \mathrm{C}$, which leads to
$\dot{s}_{\mathrm{C}}=\frac{\cos \psi_{\mathrm{C}}}{1-\kappa_{\mathrm{C}} e_{\mathrm{C}}} \dot{x}_{\mathrm{R}}+\frac{\sin \psi_{\mathrm{C}}}{1-\kappa_{\mathrm{C}} e_{\mathrm{C}}} \dot{y}_{\mathrm{R}}$,

The evolution of relative yaw angle can be determined by differentiating (129) with respect to time and using (204) for $\Omega \equiv \mathrm{C}$ with (130):

$$
\begin{equation*}
\dot{\theta}_{\mathrm{C}}=-\frac{\kappa_{\mathrm{C}} \cos \psi_{\mathrm{C}}}{1-\kappa_{\mathrm{C}} e_{\mathrm{C}}} \dot{x}_{\mathrm{R}}-\frac{\kappa_{\mathrm{C}} \sin \psi_{\mathrm{C}}}{1-\kappa_{\mathrm{C}} e_{\mathrm{C}}} \dot{y}_{\mathrm{R}}+\dot{\psi} . \tag{131}
\end{equation*}
$$

We remark that (130) and (131) define a nonlinear transformation from absolute state ( $x_{\mathrm{R}}, y_{\mathrm{R}}, \psi$ ) to relative state ( $s_{\mathrm{C}}, e_{\mathrm{C}}, \theta_{\mathrm{C}}$ ). The inverse transformation in differential form is

$$
\begin{align*}
\dot{x}_{\mathrm{R}} & =\left(1-\kappa_{\mathrm{C}} e_{\mathrm{C}}\right) \dot{s}_{\mathrm{C}} \cos \psi_{\mathrm{C}}-\dot{e}_{\mathrm{C}} \sin \psi_{\mathrm{C}}, \\
\dot{y}_{\mathrm{R}} & =\left(1-\kappa_{\mathrm{C}} e_{\mathrm{C}}\right) \dot{s}_{\mathrm{C}} \sin \psi_{\mathrm{C}}+\dot{e}_{\mathrm{C}} \cos \psi_{\mathrm{C}},  \tag{132}\\
\dot{\psi} & =\kappa_{\mathrm{C}} \dot{s}_{\mathrm{C}}+\dot{\theta}_{\mathrm{C}}
\end{align*}
$$

One can also obtain the inverse transform in coordinate form as

$$
\begin{align*}
x_{\mathrm{R}} & =x_{\mathrm{C}}-e_{\mathrm{C}} \sin \psi_{\mathrm{C}}, \\
y_{\mathrm{R}} & =y_{\mathrm{C}}+e_{\mathrm{C}} \cos \psi_{\mathrm{C}},  \tag{133}\\
\psi & =\psi_{\mathrm{C}}+\theta_{\mathrm{C}}
\end{align*}
$$

by solving $(202,129)$ where $x=x_{\mathrm{R}}, y=y_{\mathrm{R}}, \xi \equiv 0$, $\eta=e_{\mathrm{C}}$ and $\Omega \equiv \mathrm{C}$ are substituted into (202).

Now, let us use the kinematic model of Sect. 4.1 as an example. Substituting the governing equations of the model (see the first row of Table 2) into (130) and (131), we obtain

$$
\begin{align*}
& \dot{s}_{\mathrm{C}}=\frac{V \cos \theta_{\mathrm{C}}}{1-\kappa_{\mathrm{C}} e_{\mathrm{C}}} \\
& \dot{e}_{\mathrm{C}}=V \sin \theta_{\mathrm{C}}  \tag{134}\\
& \dot{\theta}_{\mathrm{C}}=\frac{V}{l} \tan \gamma-\frac{V \kappa_{\mathrm{C}} \cos \theta_{\mathrm{C}}}{1-\kappa_{\mathrm{C}} e_{\mathrm{C}}},
\end{align*}
$$

where the first equation characterizes the longitudinal motion of the point C along the path, while the last two equations provide the evolution of lateral deviation and relative yaw angle with respect to the path. Note again that the curvature $\kappa_{\mathrm{C}}\left(s_{\mathrm{C}}\right)$ depends on the path coordinate $s_{\mathrm{C}}$, that is, the differential equations in (134) are all coupled.

The transformation described above can be applied to all mechanical models presented in this paper. We summarize the related formulas in Table 4 for the models of Sect. 4. In this table, we also present the case when the relative position and orientation are calculated at the center of mass $G$ with respect to the path; see Fig. 10b. As shown, the transformed formulas are more complicated for this latter case. Note that the differential equations in Table 4 can also be used to describe the dynamics of the mechanical models of Sect. 5 in

Table 4 Path-reference frame models with skates and their governing equations

|  | Equations of motion using point G $\quad$ Equations of motion using point R |
| :---: | :---: |
| Section 4.1 | $\dot{s}_{\mathrm{D}}=\frac{V}{1-\kappa_{\mathrm{D}} e_{\mathrm{D}}}\left(\cos \theta_{\mathrm{D}}-\frac{d}{l} \tan \gamma \sin \theta_{\mathrm{D}}\right)$ $\dot{s}_{\mathrm{C}}=\frac{V \cos \theta_{\mathrm{C}}}{1-\kappa_{\mathrm{C}} e_{\mathrm{C}}}$ <br> $\dot{e}_{\mathrm{D}}=V\left(\sin \theta_{\mathrm{D}}+\frac{d}{l} \tan \gamma \cos \theta_{\mathrm{D}}\right)$ $\dot{e}_{\mathrm{C}}=V \sin \theta_{\mathrm{C}}$ <br> $\dot{\theta}_{\mathrm{D}}=\frac{V}{l} \tan \gamma-\frac{V \kappa_{\mathrm{D}}}{1-\kappa_{\mathrm{D}} e_{\mathrm{D}}}\left(\cos \theta_{\mathrm{D}}-\frac{d}{l} \tan \gamma \sin \theta_{\mathrm{D}}\right)$ $\dot{\theta}_{\mathrm{C}}=\frac{V}{l} \tan \gamma-\frac{V \kappa_{\mathrm{C}} \cos \theta_{\mathrm{C}}}{1-\kappa_{\mathrm{C}} e_{\mathrm{C}}}$ |
| Section 4.2 | $\begin{array}{l\|l} \dot{s}_{\mathrm{D}}=\frac{\sigma_{1}}{1-\kappa_{\mathrm{D}} e_{\mathrm{D}}}\left(\cos \theta_{\mathrm{D}}-\frac{d}{l} \tan \gamma \sin \theta_{\mathrm{D}}\right) & \dot{s}_{\mathrm{C}}=\frac{\sigma_{1} \cos \theta_{\mathrm{C}}}{1-\kappa_{\mathrm{C}} e_{\mathrm{C}}} \\ \dot{e}_{\mathrm{D}}=\sigma_{1}\left(\sin \theta_{\mathrm{D}}+\frac{d}{l} \tan \gamma \cos \theta_{\mathrm{D}}\right) & \dot{e}_{\mathrm{C}}=\sigma_{1} \sin \theta_{\mathrm{C}} \\ \dot{\theta}_{\mathrm{D}}=\frac{\sigma_{1}}{l} \tan \gamma-\frac{\sigma_{1} \kappa_{\mathrm{D}}}{1-\kappa_{\mathrm{D}} e_{\mathrm{D}}}\left(\cos \theta_{\mathrm{D}}-\frac{d}{l} \tan \gamma \sin \theta_{\mathrm{D}}\right) & \dot{\theta}_{\mathrm{C}}=\frac{\sigma_{1} \tan \gamma-\frac{\sigma_{1} \kappa_{\mathrm{C}} \cos \theta_{\mathrm{C}}}{l-\kappa_{\mathrm{C}} e_{\mathrm{C}}}}{\tan } \\ \dot{\sigma}_{1}=\frac{\left(F_{\mathrm{R}}+\frac{F_{\mathrm{F}}}{\cos \gamma}\right)-m_{2} \frac{\tan \gamma}{\cos ^{2} \gamma} \sigma_{1} \dot{\gamma}-\frac{J_{\mathrm{F}}}{l} \ddot{\gamma} \tan \gamma}{m_{1}+m_{2} \tan ^{2} \gamma} & \end{array}$ |
| Section 4.3 | $\begin{array}{l\|l} \dot{s}_{\mathrm{D}}=\frac{V}{1-\kappa_{\mathrm{D}} e_{\mathrm{D}}}\left(\cos \theta_{\mathrm{D}}-\frac{d}{l} \tan \gamma \sin \theta_{\mathrm{D}}\right) & \dot{\mathrm{s}}_{\mathrm{C}}=\frac{V \cos \theta_{\mathrm{C}}}{1-\kappa_{\mathrm{C}} e_{\mathrm{C}}} \\ \dot{e}_{\mathrm{D}}=V\left(\sin \theta_{\mathrm{D}}+\frac{d}{l} \tan \gamma \cos \theta_{\mathrm{D}}\right) & \dot{e}_{\mathrm{C}}=V \sin \theta_{\mathrm{C}} \\ \dot{\theta}_{\mathrm{D}}=\frac{V}{l} \tan \gamma-\frac{V \kappa_{\mathrm{D}}}{1-\kappa_{\mathrm{D}} e_{\mathrm{D}}}\left(\cos \theta_{\mathrm{D}}-\frac{d}{l} \tan \gamma \sin \theta_{\mathrm{D}}\right) & \dot{\theta}_{\mathrm{C}}=\frac{V}{l} \tan \gamma-\frac{V \kappa_{\mathrm{C}} \cos \theta_{\mathrm{C}}}{1-\kappa_{\mathrm{C}} e_{\mathrm{C}}} \\ \dot{\gamma}=\sigma_{2} & \\ \dot{\sigma}_{2}=\frac{T_{\mathrm{s}}}{J_{\mathrm{F}}}-\frac{V \sigma_{2}}{l \cos ^{2} \gamma} & \end{array}$ |
| Section 4.4 | $\begin{array}{ll} \dot{s}_{\mathrm{D}}=\frac{\sigma_{1}}{1-\kappa_{\mathrm{D}} e_{\mathrm{D}}}\left(\cos \theta_{\mathrm{D}}-\frac{d}{l} \tan \gamma \sin \theta_{\mathrm{D}}\right) & \dot{s}_{\mathrm{C}}=\frac{\sigma_{1} \cos \theta_{\mathrm{C}}}{1-\kappa_{\mathrm{C}} e_{\mathrm{C}}} \\ \dot{e}_{\mathrm{D}}=\sigma_{1}\left(\sin \theta_{\mathrm{D}}+\frac{d}{l} \tan \gamma \cos \theta_{\mathrm{D}}\right) & \dot{e}_{\mathrm{C}}=\sigma_{1} \sin \theta_{\mathrm{C}} \\ \dot{\theta}_{\mathrm{D}}=\frac{\sigma_{1}}{l} \tan \gamma-\frac{\sigma_{1} \kappa_{\mathrm{D}}}{1-\kappa_{\mathrm{D}} e_{\mathrm{D}}}\left(\cos \theta_{\mathrm{D}}-\frac{d}{l} \tan \gamma \sin \theta_{\mathrm{D}}\right) & \dot{\theta}_{\mathrm{C}}=\frac{\sigma_{1}}{l} \tan \gamma-\frac{\sigma_{1} \kappa_{\mathrm{C}} \cos \theta_{\mathrm{C}}}{1-\kappa_{\mathrm{C}} e_{\mathrm{C}}} \\ \dot{\gamma}=\sigma_{2} & m_{1}+\left(m_{2}-\frac{J_{\mathrm{F}}}{l^{2}}\right) \tan ^{2} \gamma \\ \dot{\sigma}_{1}=\frac{\left(F_{\mathrm{R}}+\frac{F_{\mathrm{F}}}{\cos \gamma}\right)-\left(m_{2}-\frac{J_{\mathrm{F}}}{l^{2}}\right) \frac{\tan \gamma}{\cos ^{2} \gamma} \sigma_{1} \sigma_{2}-\frac{T_{\mathrm{s}}}{l} \tan \gamma}{m_{1}+\left(m_{2}-\frac{J_{\mathrm{F}}}{l^{2}}\right) \tan ^{2} \gamma} \\ \dot{\sigma}_{2}=\frac{-\frac{1}{l}\left(F_{\mathrm{R}}+\frac{F_{\mathrm{F}}}{\cos \gamma}\right) \tan \gamma-\frac{m_{1}}{l \cos ^{2} \gamma} \sigma_{1} \sigma_{2}+\frac{T_{\mathrm{S}}}{J_{\mathrm{F}}}\left(m_{1}+m_{2} \tan ^{2} \gamma\right)}{} \end{array}$ |

terms of relative position and orientation. The remaining governing equations can be collected from Table 3; see the parts highlighted by dark shading.

In the next section, we study path-following control design using the transformed nonlinear dynamics (134). The states are the longitudinal position $s_{\mathrm{C}}$, the lateral deviation $e_{\mathrm{C}}$, the relative yaw angle $\theta_{\mathrm{C}}$, and the input is the steering angle $\gamma$. We assume that $e_{\mathrm{C}}$ and $\theta_{\mathrm{C}}$ can be measured in real-time with the help of optical sensors. Thus, the control objective is to design the input $\gamma$ based on the outputs $e_{\mathrm{C}}$ and $\theta_{\mathrm{C}}$ to ensure that the vehicle approaches a path (of second-order smoothness), and then traces it perfectly while keeping both errors $e_{\mathrm{C}}$ and $\theta_{\mathrm{C}}$ zero at the same time. In other words, the closed-loop system must possess a stable steadystate motion $s_{\mathrm{C}}=V t, e_{\mathrm{C}} \equiv 0, \theta_{\mathrm{C}} \equiv 0$.

Note that such perfect tracking is possible when the rear axle center point R is used, since the nonlinear control system is differentially flat [1,23,40,45,49]. In other words, one may define flat outputs and a nonlinear transformation such that, in an extended state space, the system can be described by linear differential equations. Once using the center of mass G , it is not possible to keep the errors $e_{\mathrm{D}}$ and $\theta_{\mathrm{D}}$ zero simultaneously, except when the desired path is straight; see [62]. Indeed, the corresponding control system (see the first row of Table 4) is not differentially flat. While proving that a system is not differentially flat is far from trivial, this means physically that when the vehicle follows a curve, the center of mass $G$ has nonzero lateral velocity.

## 7 Controller design and simulations

In this section, we focus on the path-following control problem of automated vehicles. We acknowledge that path-following control has a long history starting in the 1950s [71] and that many different sophisticated control techniques have been utilized over the years including model predictive control [ $13,15,22,41]$, Lyapunovbased control [64,76], sliding mode control [18], lookahead/preview control [3,81], and machine learningbased control $[9,10]$, just to mention a few. Here we propose a low-complexity nonlinear controller and demonstrate its high performance on the model developed above. The controller consists of a feedforward term and a nonlinear feedback term. In case of small lateral deviation and relative yaw angle, the latter one
is equivalent to widely used linear controllers; see, for example, [17].

We start with the kinematic bicycle model developed in Sect. 4.1; see the first rows of Tables 2 and 4 with the original and path-reference states, respectively. In this model, the steering angle $\gamma$ is assigned, that is, it can track any desired value perfectly:
$\gamma=\gamma_{\text {des }}$.
The desired steering angle $\gamma_{\text {des }}$ is determined by the path-following controller, the goal of which is to drive the rear axle point R along a given path while making the relative yaw angle zero; see Fig. 10a.

Below we design a controller that rely on feedforward and feedback actions [7]. In particular, we propose
$\gamma_{\mathrm{des}}=\gamma_{\mathrm{ff}}+\gamma_{\mathrm{fb}}$,
which consists of the feedforward control
$\gamma_{\mathrm{ff}}=\arctan \left(\kappa_{\mathrm{C}} l\right)$,
and the feedback control
$\gamma_{\mathrm{fb}}=g\left(k_{1}\left(\theta_{\mathrm{C}}+\arctan \left(k_{2} e_{\mathrm{C}}\right)\right)\right)$.
Here $k_{1}$ and $k_{2}$ are the tunable control gains, and $g(x)$ denotes a wrapper function with the following properties:

- It is continuously differentiable and monotonically increasing over $\mathbb{R}$.
- It is an odd function, i.e., $g(x)=-g(-x)$ for $x \in \mathbb{R}_{\geq 0}$.
- It is bounded by $g_{\text {sat }}$, i.e., $g(x) \leq g_{\text {sat }}$ for $x \in \mathbb{R}_{\geq 0}$.
- Its derivative decreases monotonically for $x \in \mathbb{R}_{\geq 0}$ such that $g^{\prime}(0)=1$ and $\lim _{x \rightarrow \infty} g^{\prime}(x)=0$.

In this section, we use the wrapper function
$g(x)=\frac{2 g_{\text {sat }}}{\pi} \arctan \left(\frac{\pi}{2 g_{\text {sat }}} x\right)$,
which is selected from a larger family of wrapper functions as described in Appendix E.

In Sects. 7.1 and 7.2, we present the details of the feedforward control law (137) and feedback control law (138). Readers who are not interested in these details may choose to jump to Sect. 7.3 for the stability analysis or to Sect. 7.4 for simulation results.

### 7.1 Feedforward control design

The feedforward control given in (137) is similar to pure pursuit algorithm [3,59,73]. To determine the optimal feedforward term, one can use the governing equations (134) of the model given in the pathreference frame. Consider that the center of the rear axle R follows the path precisely such that the lateral deviation and relative yaw angle are zeros, i.e., $e_{\mathrm{C}} \equiv 0$, $\theta_{\mathrm{C}} \equiv 0$; cf. Fig. 10a. Substituting these and $\gamma=\gamma_{\mathrm{ff}}$ into (134) leads to

$$
\begin{align*}
\dot{s}_{\mathrm{C}} & =V \\
0 & =0,  \tag{140}\\
0 & =\frac{V}{l} \tan \gamma_{\mathrm{ff}}-V \kappa_{\mathrm{C}},
\end{align*}
$$

where the third equation can be satisfied with the feedforward control law (137). We remark that, in case of path-following with respect to the center of gravity $G$ (cf. Fig. 10b), one should determine the feedforward control action by finding the steady-state solution of the governing equations given for point $G$ in the first row of Table 4; see [62].

The feedforward controller may predict the desired steering angle perfectly to ensure fast response but cannot correct the errors caused by the initial state and/or disturbances. This requires the usage of feedback control as discussed below.

### 7.2 Feedback control design

The nonlinear feedback control law (138) allows the vehicle to correct the steering angle for both small and large values of the errors $e_{\mathrm{C}}$ and $\theta_{\mathrm{C}}$. For small errors one may neglect the nonlinearities and obtain the linear controller
$\gamma_{\mathrm{fb}}^{0}=k_{1} \theta_{\mathrm{C}}+k_{1} k_{2} e_{\mathrm{C}}$,
which is widely used in the literature [17]. However, as demonstrated below, for larger errors this linear feedback controller may produce unwanted behaviors.

Substituting the wrapper function with the identity map in (138) yields
$\gamma_{\mathrm{fb}}^{1}=k_{1}\left(\theta_{\mathrm{C}}+\arctan \left(k_{2} e_{\mathrm{C}}\right)\right)$,
see also [38]. One may interpret this controller as trying to achieve the desired relative yaw angle
$\theta_{\mathrm{C}}^{\mathrm{des}}=-\arctan \left(k_{2} e_{\mathrm{C}}\right)$,
depending on the lateral deviation $e_{\mathrm{C}}$. Fig. 11a depicts the desired heading of the vehicle as a function of the lateral deviation $e_{\mathrm{C}}$ where the desired path is given by the black dashed line. Notice that when the vehicle is far from the path, the desired heading points toward the path since $e_{\mathrm{C}} \rightarrow \pm \infty$ yields $\theta_{\mathrm{C}}^{\text {des }} \rightarrow \mp \pi / 2$.

Similarly, one may interpret the linear controller (141) as trying to achieve the desired relative yaw angle
$\theta_{\mathrm{C}}^{\mathrm{des}, 0}=-k_{2} e_{\mathrm{C}}$,
depending on the lateral deviation $e_{\mathrm{C}}$. The pictographs of the vehicle depicted in Fig. 11b show that this may result in wrong desired headings when the vehicle is far from the path due to the $2 \pi$ periodicity of the angle. For example, the linear controller requires the vehicle to drive parallel to the path when the error is $e_{\mathrm{C}}=j \pi / k_{2}$, $j= \pm 1, \pm 2, \ldots$.

Figure 11 illustrates that the nonlinear controller (142) is able to provide the appropriate steering effort for both small and large errors. This is a large improvement compared to most path-following controllers, which require the lateral deviation and the relative yaw angle to be small once the controller is engaged. As it will be demonstrated below, due to the proper handling of large errors, our controller can be used to follow a large variety of paths with varying curvature.

The nonlinear controller (142) uses the same control gains for small and large errors. However, we prefer larger gains for small errors to ensure good tracking performance and prefer smaller gains for large errors to avoid "overreaction" and potential oscillations. Thus, we apply the wrapper function $g(x)$ defined in (139) with $g_{\text {sat }}=\gamma_{\text {sat }}$ yielding the nonlinear controller (138); see Fig. 12a. Since the derivative of the wrapper function decreases with $|x|$, the effective gains are reduced as the errors increase. More details about wrapper functions can be found in Appendix E.

When setting the allowable steering angle $\gamma_{\text {sat }}$ of the feedback controller, one can simply choose a value that is smaller than the physical steering angle limit of the vehicle. However, this may lead to passenger discomfort and even to roll over hazards for high speed. In order to avoid this, the allowable steering angle can


Fig. 11 a Desired vehicle heading with nonlinear controller (142). b Desired vehicle heading with linear controller (141)


Fig. 12 a The wrapper function (139). b Maximum allowable steering angle (146) at different speed
be determined from the lateral acceleration. Using the equations of motion given in the first row of Table 2, one can obtain the lateral acceleration of the rear axle center point R as
$a_{\mathrm{R}}^{\text {lat }}=-\ddot{x}_{\mathrm{R}} \sin \psi+\ddot{y}_{\mathrm{R}} \cos \psi=\frac{V^{2}}{l} \tan \gamma$,
which only depends on the longitudinal speed and the steering angle. Note, that this property still holds when longitudinal speed is not a constant. Thus, we set the maximum allowable steering angle as
$\gamma_{\text {sat }}=\min \left\{\gamma_{\text {max }}, \arctan \left(\frac{a_{\max }^{\text {lat }} l}{V^{2}}\right)\right\}$,
where $\gamma_{\text {max }}$ is the physical steering angle limit, $a_{\text {max }}^{\text {lat }}$ is the maximum allowed lateral acceleration. Fig. 12b shows the maximum allowable steering angle as a
function of the longitudinal speed for different lateral acceleration limits $a_{\text {max }}^{\text {lat }}$ when $l=2.57 \mathrm{~m}$ and $\gamma_{\text {max }}=30 \mathrm{deg}$.

### 7.3 Stability analysis

In this part, we analyze the linear stability of the proposed controller. We use the governing equations (134) of the model given in the path-reference frame. By substituting the controller $(136,137,138)$ with the wrapper function (139) into (134), we obtain the closed-loop dynamics

$$
\begin{align*}
\dot{s}_{\mathrm{C}}= & \frac{V \cos \theta_{\mathrm{C}}}{1-\kappa_{\mathrm{C}} e_{\mathrm{C}}}, \\
\dot{e}_{\mathrm{C}}= & V \sin \theta_{\mathrm{C}}, \\
\dot{\theta}_{\mathrm{C}}= & -\frac{V \kappa_{\mathrm{C}} \cos \theta_{\mathrm{C}}}{1-\kappa_{\mathrm{C}} e_{\mathrm{C}}}+\frac{V}{l} \tan \left(\arctan \left(\kappa_{\mathrm{C}} l\right)\right.  \tag{147}\\
& \left.+\frac{2 \gamma_{\mathrm{sat}}}{\pi} \arctan \left(\frac{k_{1} \pi}{2 \gamma_{\mathrm{sat}}}\left(\theta_{\mathrm{C}}+\arctan \left(k_{2} e_{\mathrm{C}}\right)\right)\right)\right) .
\end{align*}
$$

One can verify that (147) possesses the desired steady-state solution
$s_{\mathrm{C}}^{*}=V t, \quad e_{\mathrm{C}}^{*}=0, \quad \theta_{\mathrm{C}}^{*}=0$,
which corresponds to the vehicle following the path perfectly. We assume that the road curvature $\kappa$ varies around a constant value $\kappa^{*}$. By defining the input perturbation as
$\tilde{\kappa}_{\mathrm{C}}=\kappa_{\mathrm{C}}-\kappa^{*}$,
and the state perturbations as
$\tilde{s}_{\mathrm{C}}=s_{\mathrm{C}}-s_{\mathrm{C}}^{*}, \quad \tilde{e}_{\mathrm{C}}=e_{\mathrm{C}}-e_{\mathrm{C}}^{*}, \quad \tilde{\theta}_{\mathrm{C}}=\theta_{\mathrm{C}}-\theta_{\mathrm{C}}^{*}$,
we can derive the linearized dynamics of (147) as
$\dot{\tilde{s}}_{\mathrm{C}}=V \kappa^{*} \tilde{e}_{\mathrm{C}}$,
$\dot{\tilde{e}}_{\mathrm{C}}=V \tilde{\theta}_{\mathrm{C}}$,
$\dot{\tilde{\theta}}_{\mathrm{C}}=\frac{V}{l}\left(k_{1} k_{2}+k_{1} k_{2} \kappa^{* 2} l^{2}-\kappa^{* 2} l\right) \tilde{e}_{\mathrm{C}}$
$+\frac{V}{l} k_{1}\left(1+\kappa^{* 2} l^{2}\right) \tilde{\theta}_{\mathrm{C}}$.
Notice that (151) is free from the input perturbation $\tilde{\kappa}_{\mathrm{C}}$, implying that the linearized system possesses zero input-to-output response. In other words, as long as the system (151) is stable, the controller ensures that the vehicle can perfectly track given paths with varying curvatures as well. This is due to the fact that (148)

Table 5 Parameters used in the simulation[54]

|  | Parameter | Value |
| :---: | :---: | :---: |
| Original Physical Parameters | $l[\mathrm{~m}]$ | 2.57 |
|  | $d[\mathrm{~m}]$ | 1.54 |
|  | $m[\mathrm{~kg}]$ | 1770 |
|  | $m_{\mathrm{R}}[\mathrm{kg}]$ | 10 |
|  | $m_{\mathrm{F}}[\mathrm{kg}]$ | 10 |
|  | $J_{\mathrm{G}}\left[\mathrm{kg} \mathrm{m}^{2}\right]$ | 1343 |
|  | $J_{\mathrm{R}}\left[\mathrm{kg} \mathrm{m}^{2}\right]$ | 0.25 |
|  | $J_{\mathrm{F}}\left[\mathrm{kg} \mathrm{m}^{2}\right]$ | 0.25 |
|  | $\gamma_{\text {max }}$ [deg] | 30 |
| Derived Physical Parameters | $m_{1}[\mathrm{~kg}]$ | 1790 |
|  | $m_{2}[\mathrm{~kg}]$ | 848.9 |
|  | $m_{4}[\mathrm{~kg}]$ | 1070.6 |
|  | $k_{1}[\mathrm{~m} / \mathrm{s}]$ | -0.5 |
|  | $k_{2}\left[\mathrm{~m}^{-1}\right]$ | 0.02 |
|  | $a_{\max }^{\text {lat }}\left[\mathrm{m} / \mathrm{s}^{2}\right]$ | 4 |
|  | $k_{\mathrm{s}}$ [ Nm ] | -6 |
| Control Parameters | $T_{\text {sat }}[\mathrm{N} \mathrm{m}]$ | 1 |
|  | $V[\mathrm{~m} / \mathrm{s}]$ | 20 |
|  | $k_{\text {a }}\left[\mathrm{s}^{-1}\right]$ | -5 |
|  | $a_{\text {max }}^{\text {long }}\left[\mathrm{m} / \mathrm{s}^{2}\right]$ | 6 |
|  | $v_{\text {max }}[\mathrm{m} / \mathrm{s}]$ | 30 |
| Path Parameters | $s_{\mathrm{T}}[\mathrm{m}]$ | 250 |
|  | $N$ | 4 |
|  | $\kappa_{\text {max }}\left[\mathrm{m}^{-1}\right]$ | $0.004 \pi$ |

The physical parameters are from a Kia Soul 2016 vehicle
is always a solution to (147) regardless of the given path. Observe that the last two equations in (151) are decoupled from the first one and they can be written as

$$
\left[\begin{array}{c}
\dot{\tilde{e}}_{\mathrm{C}}  \tag{152}\\
\dot{\tilde{\theta}}_{\mathrm{C}}
\end{array}\right]=\underbrace{\left[\begin{array}{cc}
0 & V \\
\frac{v}{l}\left(k_{1} k_{2}+k_{1} k_{2} \kappa^{* 2} l^{2}-\kappa^{* 2} l\right) & \frac{v}{T} k_{1}\left(1+\kappa^{* 2} l^{2}\right)
\end{array}\right]}_{\mathbf{A}}\left[\begin{array}{c}
\tilde{e}_{\mathrm{C}} \\
\tilde{\theta}_{\mathrm{C}}
\end{array}\right] .
$$

The corresponding characteristic equation becomes

$$
\begin{align*}
\operatorname{det}(s \mathbf{I}-\mathbf{A})= & s^{2}-\frac{V k_{1}}{l}\left(1+\kappa^{* 2} l^{2}\right) s \\
& -\frac{V^{2}}{l}\left(k_{1} k_{2}+k_{1} k_{2} \kappa^{* 2} l^{2}-\kappa^{* 2} l\right)=0, \tag{153}
\end{align*}
$$

where $s \in \mathbb{C}$ denotes the characteristic root. To ensure that system (152) is stable, the root of (153) must be in the left half complex plane. Applying the Routh-

Hurwitz criteria, we obtain the stability condition
$k_{1}<0, \quad k_{1} k_{2}<\frac{\kappa^{* 2} l}{1+\kappa^{* 2} l^{2}}$.
Notice that
$0 \leq \frac{\kappa^{* 2} l}{1+\kappa^{* 2} l^{2}}<\frac{1}{l}$,
leads to the sufficient condition
$k_{1}<0, \quad k_{2}>0$,
which is independent of the constant path curvature $\kappa^{*}$.

### 7.4 Simulation results

Above we showed that by choosing appropriate control gains the closed-loop system can be stabilized when the vehicle follows a path of constant curvature $\kappa_{\mathrm{C}} \equiv \kappa^{*}$.


Fig. 13 a Vehicle following a straight path along the $x$-axis. The blue cross marks the starting point with errors $e_{\mathrm{C}}(0)=-10 \mathrm{~m}$ and $\theta_{\mathrm{C}}(0)=0$ deg. b Lateral deviation $e_{\mathrm{C}}$ and heading angle error $\theta_{\text {C }}$. c Desired steering angle $\gamma_{\text {des }}$. d Lateral acceleration at the center of rear axle $a_{\mathrm{R}}^{\text {lat }}$

Therefore, in this section, we first show the performance of the controller when the path is either a straight line $\left(\kappa^{*}=0\right)$ or a circle of radius $\rho\left(\kappa^{*}=1 / \rho\right)$. Then we design a closed path with varying curvature and demonstrate that the proposed controller is capable of following such path as well. The parameters used for the simulations in this section are provided in Table 5 and we use the longitudinal speed $V=20 \mathrm{~m} / \mathrm{s}$.

Figure 13 shows that the controller allows the vehicle to follow a straight path. In panel (a) the dotted black line indicates the desired path, while the solid red curve represents the position of the rear axle center point R. The green arrows indicate the desired heading given by (143). Panel (b) shows the time profiles of lateral deviation and relative yaw angle, indicating that the vehicle settles down to the path after a few seconds. Panels (c) and (d) depict the time profiles of the desired steering angle and the lateral acceleration, respectively. Notice that despite the relatively large initial lateral deviation, neither overshoot nor oscillations appear as the vehicle approaches the desired path. Last but not least, the observed lateral acceleration would not cause passenger discomfort.

Figure 14 demonstrates that the controller also allows the vehicle to follow a circular path of radius $\rho=200 \mathrm{~m}$ plotted in panel (a) by the dotted black curve. The rest of the notation is the same as in Fig. 13. In panels (c) and (d) one may notice that the feedback


Fig. 14 a Vehicle following circular path with radius $\rho=200 \mathrm{~m}$ and initial errors $e_{\mathrm{C}}(0)=-10 \mathrm{~m}$ and $\theta_{\mathrm{C}}(0)=20$ deg. b Lateral deviation $e_{\mathrm{C}}$ and heading angle error $\theta_{\mathrm{C}}$. $\mathbf{c}$ Steering angles $\gamma_{\text {des }}$ and $\gamma_{\mathrm{fb}}$. $\mathbf{d}$ Lateral acceleration at the center of rear axle $a_{\mathrm{R}}^{\text {lat }}$
term goes to zero while the steering angle and the lateral acceleration approach constant values.

In order to demonstrate the performance of the controller, we consider a path where the curvature varies as function of the arclength according to
$\kappa(s)=\frac{\kappa_{\max }}{2}\left(1-\cos \left(\frac{2 \pi}{s_{\mathrm{T}}} s\right)\right)$,
where $\kappa_{\text {max }}$ is the maximum curvature along the path, and $s_{\mathrm{T}}$ is the period in arclength. From differential geometry, by solving the differential equations

$$
\begin{align*}
& \frac{\mathrm{d} x}{\mathrm{~d} s}=\cos \psi, \\
& \frac{\mathrm{d} y}{\mathrm{~d} s}=\sin \psi,  \tag{158}\\
& \frac{\mathrm{d} \psi}{\mathrm{~d} s}=\kappa,
\end{align*}
$$

one can obtain the path $x(s), y(s)$ and $\psi(s)$. This requires the initial configuration and in the rest of the paper we use $x(0)=0, y(0)=0$ and $\psi(0)=0$. One can show that setting
$\kappa_{\max } s_{\mathrm{T}}=\frac{4 \pi}{N}, \quad N=2,3, \ldots$,
a closed path with $N$ corners and perimeter $N s_{\mathrm{T}}$ is obtained. For point C , these lead to $\kappa_{\mathrm{C}}=\kappa\left(s_{\mathrm{C}}\right)$, $x_{\mathrm{C}}=x\left(s_{\mathrm{C}}\right), y_{\mathrm{C}}=y\left(s_{\mathrm{C}}\right)$ and $\psi_{\mathrm{C}}=\psi\left(s_{\mathrm{C}}\right)$.

Figure 15a, b shows the path described by (157,158,159) when $N=2$ and $s_{\mathrm{T}}=250 \mathrm{~m}$. Panel (a) plots curvature as a function of the arclength, while


Fig. 15 a Curvature (157) with $N=2$ and $s_{\mathrm{T}}=250 \mathrm{~m}$. b Path corresponding to the curvature in panel a. c Path corresponding to curvature with $N=3$ and $s_{\mathrm{T}}=250 \mathrm{~m}$. d Path corresponding to curvature with $N=5$ and $s_{\mathrm{T}}=250 \mathrm{~m}$
panel (b) depicts the path in the $(x, y)$ plane with the origin corresponding to $s_{\mathrm{C}}=0$. Figure 15 c , d shows the paths when $N=3$ and $N=5$.

In the remainder of this paper, we consider the path with $N=4$ and $s_{\mathrm{T}}=250 \mathrm{~m}$ which yields the minimum turning radius $1 / \kappa_{\text {max }} \approx 80 \mathrm{~m}$. This path is used in Fig. 16 to showcase the tracking performance of the controller. Here the same notations are used as in Figs. 13 and 14. In panel (c) at initial stage the feedback term $\gamma_{\mathrm{fb}}$ is noticeable but eventually this term converges to zero and the feedforward term $\gamma_{\mathrm{ff}}$ becomes dominant. In panel (d) there are instances when the lateral acceleration exceeds the limit $a_{\text {max }}^{\text {lat }}=4\left[\frac{\mathrm{~m}}{\mathrm{~s}}\right]$, since $a_{\max }^{\text {lat }}$ is used to bound the feedback term $\gamma_{\mathrm{fb}}$, but here the feedforward term $\gamma_{\mathrm{ff}}$ dominates the lateral acceleration.

### 7.5 Including steering dynamics

The path-following concepts above were explained using the kinematic bicycle model for simplicity, but these are indeed applicable to other models too. Here we extend the controller to the model developed in Sect. 4.3, where the steering dynamics was considered. We add a lower-level controller on steering torque to make the steering angle track the desired steering angle, that is,
$T_{\mathrm{s}}=g\left(k_{\mathrm{s}}\left(\gamma-\gamma_{\mathrm{des}}\right)\right)$.


Fig. 16 a Vehicle following a closed path of varying curvature, starting with errors $e_{\mathrm{C}}=-10 \mathrm{~m}$ and $\theta_{\mathrm{C}}=0$ deg. b Lateral deviation $e_{\mathrm{C}}$ and heading angle error $\theta_{\mathrm{C}}$. $\mathbf{c}$ Steering angles $\gamma_{\text {des }}, \gamma_{\mathrm{fb}}$ and $\gamma_{\mathrm{ff}}$. $\mathbf{d}$ Lateral acceleration at the center of rear axle $a_{\mathrm{R}}^{\text {ate }}$

Here $\gamma_{\text {des }}$ is given by $(136,137,138)$, $k_{\mathrm{s}}$ represent the steering gain, and in the wrapper function $g(x)$, given by (139), we set $g_{\text {sat }}=T_{\text {sat }}$ in (160) to represent the maximum allowable steering torque.

Following the same procedure as in Sect. 7.3, one can find that the closed-loop system possesses the desired steady-state solution, that is,

$$
\begin{align*}
s_{\mathrm{C}}^{*} & =V t, \quad e_{\mathrm{C}}^{*}=0, & \theta_{\mathrm{C}}^{*}=0, \\
\gamma^{*} & =\arctan \left(l \kappa^{*}\right), & \sigma_{2}^{*}=0, \tag{161}
\end{align*}
$$

when the nominal value of road curvature is $\kappa^{*}$. We remark that (161) is not a solution to the closed-loop system when the road curvature varies, unlike (148) that is always a solution to (147). This implies that variations on road curvature lead to variations on tracking errors. By defining the perturbations

$$
\begin{align*}
& \tilde{s}_{\mathrm{C}}=s_{\mathrm{C}}-s_{\mathrm{C}}^{*}, \tilde{e}_{\mathrm{C}}=e_{\mathrm{C}}-e_{\mathrm{C}}^{*}, \quad \tilde{\theta}_{\mathrm{C}}=\theta_{\mathrm{C}}-\theta_{\mathrm{C}}^{*}, \\
& \tilde{\gamma}=\gamma-\gamma^{*}, \quad \tilde{\sigma}_{2}=\sigma_{2}-\sigma_{2}^{*}, \quad \tilde{\kappa}_{\mathrm{C}}=\kappa_{\mathrm{C}}-\kappa^{*},
\end{align*}
$$

we obtain the linearized dynamics

$$
\begin{aligned}
\dot{\tilde{s}}_{\mathrm{C}} & =V \kappa^{*} \tilde{e}_{\mathrm{C}}, \\
\dot{\tilde{e}}_{\mathrm{C}} & =V \tilde{\theta}_{\mathrm{C}}, \\
\dot{\tilde{\theta}}_{\mathrm{C}} & =-V \kappa^{* 2} \tilde{e}_{\mathrm{C}}+\frac{V}{l}\left(1+\kappa^{* 2} l^{2}\right) \tilde{\gamma}-V \tilde{\kappa}_{\mathrm{C}}, \\
\dot{\tilde{\gamma}} & =\tilde{\sigma}_{2}, \\
\dot{\tilde{\sigma}}_{2} & =-\frac{k_{\mathrm{s}} k_{1} k_{2}}{J_{\mathrm{F}}} \tilde{e}_{\mathrm{C}}-\frac{k_{\mathrm{s}} k_{1}}{J_{\mathrm{F}}} \tilde{\theta}_{\mathrm{C}}+\frac{k_{\mathrm{s}}}{J_{\mathrm{F}}} \tilde{\gamma}-\frac{V}{l}\left(1+\kappa^{* 2} l^{2}\right) \tilde{\sigma}_{2} \\
& -\frac{k_{\mathrm{s}} l}{J_{\mathrm{F}}\left(1+\kappa^{* 2} l^{2}\right)} \tilde{\kappa}_{\mathrm{C}},
\end{aligned}
$$



Fig. 17 a Vehicle following a closed path of varying curvature, starting with errors $e_{\mathrm{C}}=-10 \mathrm{~m}$ and $\theta_{\mathrm{C}}=0 \mathrm{deg}$ when including the steering dynamics. $\mathbf{b}$ Lateral deviation $e_{\mathrm{C}}$ and heading angle error $\theta_{\mathrm{C}}$. $\mathbf{c}$ Steering angles $\gamma, \gamma_{\mathrm{des}}, \gamma_{\mathrm{fb}}$ and $\gamma_{\mathrm{ff}}$. d Lateral acceleration at the center of rear axle $a_{\mathrm{R}}^{\text {lat }}$
where $\tilde{\kappa}_{C}$ serves as the disturbance input. Note that the first equation characterizes the longitudinal motion, while the latter four equations govern the lateral motion, which is decoupled from the first one. By calculating the characteristic equation of the linearized system (163), one can derive stability conditions. Also, calculating the transfer function from the disturbance input $\tilde{\kappa}_{\mathrm{C}}$ to lateral deviation $\tilde{e}_{\mathrm{C}}$ (or relative yaw angle error $\tilde{\theta}_{\mathrm{C}}$ ), one can analyze the performance of this controller while following paths with varying curvatures; see [62]. We skip these details here, but instead, we run simulations using a set of gains that can stabilize the system and achieve good tracking performance when road curvature varies.

Figure 17 shows the simulation results when the vehicle follows the closed path $(157,158,159)$ with varying curvature. The same parameter values are used as in Fig. 16, and the additional parameters can be found in Table 5. After transients decay, fluctuations in the tracking error can be observed on panel (b). This can be explained by the feedforward and feedback terms on panel (c): the feedforward term $\gamma_{\text {ff }}$ varies along with the path while the feedback term $\gamma_{\mathrm{fb}}$ makes efforts to correct the tracking errors and it does not converge to zero. This is due to the steering dynamics: the actual steering angle $\gamma$ is tracking the desired steering angle $\gamma_{\text {des }}$ with some phase lag.

One can compensate the phase lags caused by the steering dynamics using the concept of look-ahead con-


Fig. 18 Lateral deviation $e_{\mathrm{C}}$ and relative yaw angle $\theta_{\mathrm{C}}$ when including the steering dynamics for different values of the lookahead time: $\mathbf{a} t_{\mathrm{L}}=0.1 \mathrm{~s}, \mathbf{b} t_{\mathrm{L}}=0.3 \mathrm{~s}, \mathbf{c} t_{\mathrm{L}}=0.5 \mathrm{~s}$, (d) $t_{\mathrm{L}}=0.7 \mathrm{~s}$
trol. Namely, instead of using the curvature $\kappa_{\mathrm{C}}$ of the closest point C along the path in the feedforward controller we can use the curvature $\kappa_{\mathrm{L}}$ of the look-ahead point L; see Fig. 10a. That is, instead of (137) we define the feedforward term
$\gamma_{\mathrm{ff}}=\arctan \left(\kappa_{\mathrm{L}} l\right)$,
where $\kappa_{\mathrm{L}}=\kappa\left(s_{\mathrm{L}}\right)$, the look-ahead distance is given by
$s_{\mathrm{L}}=s_{\mathrm{C}}+V t_{\mathrm{L}}$,
and $t_{\mathrm{L}}$ is called the look-ahead time. One may verify that the equilibrium (161) remains unchanged. Using the same definitions of perturbations as (162), one can obtain almost the same linearized dynamics as (163) except that the last equation changes to

$$
\begin{align*}
\dot{\tilde{\sigma}}_{2}= & -\frac{k_{\mathrm{s}} k_{1} k_{2}}{J_{\mathrm{F}}} \tilde{e}_{\mathrm{C}}-\frac{k_{\mathrm{s}} k_{1}}{J_{\mathrm{F}}} \tilde{\theta}_{\mathrm{C}}+\frac{k_{\mathrm{s}}}{J_{\mathrm{F}}} \tilde{\gamma} \\
& -\frac{V}{l}\left(1+\kappa^{* 2} l^{2}\right) \tilde{\sigma}_{2}  \tag{166}\\
& -\frac{k_{\mathrm{s}} l}{J_{\mathrm{F}}\left(1+\kappa^{* 2} l^{2}\right)}\left(\tilde{\kappa}_{\mathrm{C}}+V t_{\mathrm{L}} \tilde{\kappa}_{\mathrm{C}}^{\prime}\right),
\end{align*}
$$

where $\tilde{\kappa}_{\mathrm{C}}^{\prime}:=\frac{\mathrm{d} \kappa}{\mathrm{d} s}\left(s_{\mathrm{C}}^{*}\right)$. One can analyze the system with the aforementioned approaches.

Figure 18 shows the responses for different values of the look-ahead times $t_{\mathrm{L}}$; cf. Fig. 17b where $t_{\mathrm{L}}=$ 0 s . Notice that as $t_{\mathrm{L}}$ is increased the tracking error first decreases and then increases. The tracking error is minimal around 0.3 seconds which is close to the phase lag in the steering dynamics.

### 7.6 Including longitudinal dynamics

In this section we extend the use of the path-following controller to the model developed in Sect. 4.2 that includes the longitudinal dynamics. We demonstrate that this model allows one to integrate the pathfollowing control with longitudinal control. We apply the path-following controller $(136,137,138)$, while changing the speed from $V$ to $\sigma_{1}$ in (146), and construct a longitudinal controller that adjusts $\sigma_{1}$ to a desired speed that depends on the road curvature ahead.

We consider a rear wheel drive vehicle, that is, $F_{\mathrm{F}}=0$. We apply feedback linearization to the longitudinal dynamics given in the second row of Table 2 with the original configuration coordinates and in the second row of Table 4 in the path-reference frame. This results in the differential equations

$$
\begin{align*}
\dot{x}_{\mathrm{R}} & =\sigma_{1} \cos \psi, \\
\dot{y}_{\mathrm{R}} & =\sigma_{1} \sin \psi, \\
\dot{\psi} & =\frac{\sigma_{1}}{l} \tan \gamma,  \tag{167}\\
\dot{\sigma}_{1} & =a_{\mathrm{des}},
\end{align*}
$$

or alternatively
$\dot{s}_{\mathrm{C}}=\frac{\sigma_{1} \cos \theta_{\mathrm{C}}}{1-\kappa_{\mathrm{C}} e_{\mathrm{C}}}$,
$\dot{e}_{\mathrm{C}}=\sigma_{1} \sin \theta_{\mathrm{C}}$,
$\dot{\theta}_{\mathrm{C}}=\frac{\sigma_{1}}{l} \tan \gamma-\frac{\sigma_{1} \kappa_{\mathrm{C}} \cos \theta_{\mathrm{C}}}{1-\kappa_{\mathrm{C}} e_{\mathrm{C}}}$,
$\dot{\sigma}_{1}=a_{\text {des }}$,
where $\gamma=\gamma_{\text {des }}$ is given by the path-following controller $(136,137,138)$, and $a_{\text {des }}$ is given by the longitudinal controller described below.

The longitudinal driving force is given by

$$
\begin{align*}
F_{\mathrm{R}}= & \left(m_{1}+m_{2} \tan ^{2} \gamma\right) a_{\mathrm{des}} \\
& +m_{2} \frac{\tan \gamma}{\cos ^{2} \gamma} \dot{\gamma} \sigma_{1}+\frac{J_{\mathrm{F}}}{l} \ddot{\gamma} \tan \gamma, \tag{169}
\end{align*}
$$

which we can rewrite as

$$
\begin{equation*}
F_{\mathrm{R}}=m_{1}\left((1+\imath) a_{\mathrm{des}}+a_{1}+a_{2}\right), \tag{170}
\end{equation*}
$$

where

$$
\begin{align*}
\iota & =\frac{m_{2}}{m_{1}} \tan ^{2} \gamma, \\
a_{1} & =\frac{m_{2}}{m_{1}} \frac{\sin \gamma}{\cos ^{3} \gamma} \dot{\gamma} \sigma_{1},  \tag{171}\\
a_{2} & =\frac{J_{\mathrm{F}}}{m_{1} l} \ddot{\gamma} \tan \gamma .
\end{align*}
$$



Fig. 19 a Ratio $\iota$ as a function of the steering angle $\gamma$. b Target speed $v_{\text {des }}$ as a function of the road curvature $\kappa_{\mathrm{m}}$

The constant $\iota$ is plotted in Fig. 19a as a function of the steering angle $\gamma$. Notice that this only becomes significant for larger values of the steering angle. Below we also show the constants $a_{1}$ and $a_{2}$ for the numerical simulations and the derivatives $\dot{\gamma}$ and $\ddot{\gamma}$ are calculated in Appendix F.

The lateral constraining forces $\tilde{F}_{\mathrm{R}}$ and $\tilde{F}_{\mathrm{F}}$ given in (123) can be used to define the force-to-weight ratios
$\mu_{\mathrm{R}}=\frac{\tilde{F}_{\mathrm{R}} l}{m_{1} g(l-d)}, \quad \mu_{\mathrm{F}}=\frac{\tilde{F}_{\mathrm{F}} l}{m_{1} g d}$.
These correspond to the friction coefficients needed to ensure that the kinematic constraints hold, assuming static weight distribution, i.e., no load transfer. Note that these expressions also contain the derivatives $\dot{\gamma}$ and $\ddot{\gamma}$ given in Appendix F.

In order to assign the longitudinal acceleration we propose the controller
$a_{\text {des }}=g\left(k_{\mathrm{a}}\left(\sigma_{1}-v_{\mathrm{des}}\right)\right)$,
where $k_{\mathrm{a}}$ is the feedback gain and the wrapper function $g(x)$ is given by (139) with $g_{\text {sat }}=a_{\max }^{\text {long }}$. Moreover, we assign the target speed $v_{\text {des }}$ according to
$v_{\mathrm{des}}=\min \left\{v_{\max }, \sqrt{\frac{a_{\max }^{\text {lat }}}{\kappa_{\mathrm{m}}}}\right\}$,
where $v_{\text {max }}$ is the maximum speed set, $a_{\text {max }}^{\text {lat }}$ is the maximum lateral acceleration allowed, and $\kappa_{\mathrm{m}}$ is the maximum curvature of the path between the closest point C and the look-ahead point L, i.e.,
$\kappa_{\mathrm{m}}=\max _{s \in\left[s_{C}, s_{\mathrm{L}}\right]}|\kappa(s)|$.

For simplicity, here we use the constant preview distance $s_{\mathrm{L}}-s_{\mathrm{C}}=50 \mathrm{~m}$ as opposed to using the lookahead time as in (165). In Fig. 19b the desired velocity (174) is plotted as a function of the curvature for different lateral acceleration limits $a_{\text {max }}^{\text {lat }}$. This is in correspondence with the maximum allowable steering angle shown in Fig. 12b.

Considering a path of larger curvature such that $v_{\text {des }}$ does not saturate, the closed-loop system (136,137,138, $168,173,174$ ) possesses the equilibrium
$s_{\mathrm{C}}^{*}=\sqrt{\frac{a_{\max }^{\text {lat }}}{\left|\kappa^{*}\right|}} t, \quad e_{\mathrm{C}}^{*}=0$,
$\theta_{\mathrm{C}}^{*}=0, \quad \sigma_{1}^{*}=\sqrt{\frac{a_{\mathrm{max}}^{\text {lat }}}{\left|\kappa^{*}\right|}}$,


Fig. 20 a Vehicle following a closed path of varying curvature, with initial errors $e_{\mathrm{C}}=-10 \mathrm{~m}$ and $\theta_{\mathrm{C}}=0 \mathrm{deg}$ and speed $\sigma_{1}(0)=20 \mathrm{~m} / \mathrm{s}$. b Lateral deviation $e_{\mathrm{C}}$ and relative yaw angle $\theta_{\mathrm{C}}$. c Steering angles $\gamma_{\mathrm{des}}, \gamma_{\mathrm{fb}}$ and $\gamma_{\mathrm{ff}}$. d Lateral acceleration at the center of rear axle $a_{\mathrm{R}}^{\text {lat }}$ and desired longitudinal acceleration $a_{\text {des }}$. e Desired speed $v_{\text {des }}$, longitudinal velocity $\sigma_{1}$, and road curvature $\kappa_{\mathrm{C}} . \mathbf{f}$ The ratio $\iota . \mathbf{g}$ Acceleration terms $a_{1}$ and $a_{2} . \mathbf{h}$ Lateral force-to-weight ratios $\mu_{\mathrm{R}}$ and $\mu_{\mathrm{F}}$
observe $\iota \ll 1$ and $a_{1}, a_{2} \ll a_{\text {des }}$. That is, for the driving scenario considered in Fig. 20, one may omit these in (170) and use $F_{\mathrm{R}} \approx m_{1} a_{\mathrm{des}}$ when commanding the driving force. Finally, panel (h) depicts the lateral force-to-weight ratios given in (172). These suggest that, in normal driving conditions (i.e., dry asphalt), there is sufficient friction to maintain the motion of the automobile. Also while in the transient phase the coefficients differ a little, we have $\mu_{\mathrm{R}} \approx \mu_{\mathrm{F}}$ once the vehicle closely follows the path. This implies that the two wheels would reach the sliding limit simultaneously if the friction becomes smaller.


Fig. 21 Vehicle following a closed path of varying curvature, with initial errors $e_{\mathrm{C}}=-10 \mathrm{~m}$ and $\theta_{\mathrm{C}}=0 \mathrm{deg}$ and speed $\sigma_{1}(0)=20 \mathrm{~m} / \mathrm{s}$. To create sharp turns we use the reduced value $s_{\mathrm{T}}=50 \mathrm{~m}$ and we also allow the lateral acceleration $a_{\text {max }}^{\text {lat }}=12 \mathrm{~m} / \mathrm{s}^{2} . \mathbf{b}$ Lateral deviation $e_{\mathrm{C}}$ and heading angle error $\theta_{\mathrm{C}}$. c Steering angles $\gamma_{\mathrm{des}}, \gamma_{\mathrm{fb}}$ and $\gamma_{\mathrm{ff}}$. d Lateral acceleration at the center of rear axle $a_{\mathrm{R}}^{\text {lat }}$ and desired longitudinal acceleration $a_{\text {des }}$. e Desired speed $v_{\text {des }}$, longitudinal velocity $\sigma_{1}$, and road curvature $\kappa_{\mathrm{C}}$. f The ratio $\iota$. $\mathbf{g}$ Acceleration terms $a_{1}$ and $a_{2}$. h Lateral force-to-weight ratios $\mu_{\mathrm{R}}$ and $\mu_{\mathrm{F}}$

In order to investigate a more aggressive driving scenario, we reduce the parameter $s_{\mathrm{T}}$ from 250 meters to 50 meters which results in the minimum turning radius $1 / \kappa_{\max } \approx 16 \mathrm{~m}$. Correspondingly, we increase the lateral acceleration limit to $a_{\max }^{\text {lat }}=12 \mathrm{~m} / \mathrm{s}^{2}$. Recall that this parameter influences both the largest allowed steering angle feedback (146) as well as the desired speed (174). The simulation results are shown in Fig. 21 where panels (a-c) show qualitatively similar behavior as seen in Fig. 20a-c, but the steering angle reaches much larger values since the path has much sharper
corners. Panel (d) shows that the lateral acceleration also gets much higher compared to Fig. 20d, while the longitudinal acceleration approaches zero. The latter is explained by the speed profiles in panel (e), where the longitudinal velocity approaches the (constant) desired speed. Panels (f) and (g) show that $\iota \ll 1$ and $a_{2} \ll a_{\text {des }}$ still hold, but $a_{1}$ becomes comparable with $a_{\text {des }}$. This coefficient is expected to grow further for maneuvers where rapid change of the steering angle is needed (i.e., $\dot{\gamma}$ becomes large) like sudden lane changes. Finally, the lateral force-to-weight ratios in panel (h) show qualitatively similar behavior to those in Fig. 20d, but they reach much higher values, which can make it challenging for the automobile to stay on track. Once the kinematic constraints are violated the vehicle model needs to be changed to accommodate the sliding, but developing those models is beyond the scope of this paper.

## 8 Conclusion

The Appellian approach was utilized to derive single track models that can describe the versatile maneuvering capabilities of automated vehicles. The models were categorized based on the modeling assumptions regarding the wheel-ground contact, the longitudinal dynamics, and the steering dynamics. It was shown that when the vehicle was driven by force/torque, the Lagrangian approach led to singularities in the equations of motion, while using the Appellian approach, we were able to obtain nonsingular equations. The Lagrangian approach was used to derive nonholonomic constraining forces that ensure that the vehicle stays on track.

By re-writing the equations of motion using path coordinates, low-complexity nonlinear controllers were constructed that enable automated vehicles to execute a large variety of complex maneuvers. The corresponding motion planning and control algorithms are of low complexity and can be evaluated in a fast manner. This allows one to minimize time delays in the control loops, which is particularly important in safety critical scenarios. Such property is becoming more important as vehicles are moving toward higher levels of automation, requiring more and more complex perception algorithms with larger and larger computational needs.

There are many technological, economical and legal challenges to overcome if one wants to make highly automated vehicles deployable on public roads. Here
we highlight four challenges related to vehicle dynamics and control.

The first challenge concerns modeling. The Appellian models we presented in this paper are built to capture the backbone dynamics of automobiles. They assume rigid skates and wheels with point contact to the ground. Nevertheless, the Appellian approach can also be utilized to build higher fidelity models which take into account that flexibility of pneumatic tires [12]. Such models may be used to test the performance of the low-complexity nonlinear controllers developed through the backbone models and to evaluate the performance limits of automated vehicles.

The second challenge is related to the performance, adaptability and robustness of controllers. Automated vehicles are expected to perform as good as human drivers in a versatile set of conditions in terms of weather, road surface and behavior of neighboring vehicles. Parameterizing controllers so that they can automatically adapt to changing environments is a challenging task. Rather than hand tuning the lowcomplexity controllers developed in this paper, one may complement them with controllers learned from the behavior of human drivers [9,61]. Maintaining safety under varying conditions also requires robustness to disturbances. This may be achieved by extending the theory of control barrier functions and synthesizing robust safety critical controllers [2].

The third challenge lies in having a gap between control theory and its practical applications. During the research phase, attention is mostly attracted to the study on stability, robustness and adaptability in order to ensure the eventual settlement to desired steady states. In contrast, in dynamic traffic environments, automated vehicles frequently deal with transient events, such as cut-ins, cut-outs, lane changes, take-offs, stopping at traffic lights, etc. Controllers neglecting transient response may generate "overreaction", jerky behaviors (sway and surge motions), and oscillations in such scenarios, which can make human occupants very uncomfortable. Controllers that can handle transient responses well without using large computational resources are urgently needed in the automotive industry.

Finally, a significant challenge is related to how to integrate automated vehicles to transportation systems so that they do not only benefit their passengers but also positively influence the safety and efficiency of the overall transportation network. One way to achieve this is to utilize wireless vehicle-to-everything (V2X)
communication which can enable vehicles to collect high-quality motion information about the traffic environment they are embedded in. Integrating such information into vehicle controllers may lead to large benefits even for lean penetration of automation and connectivity [8].
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## A Derivations

The first derivatives of (54) with respect to time are given by

$$
\begin{align*}
& \dot{x}_{\mathrm{R}}=\dot{x}_{\mathrm{G}}+d \dot{\psi} \sin \psi, \\
& \dot{y}_{\mathrm{R}}=\dot{y}_{\mathrm{G}}-d \dot{\psi} \cos \psi, \\
& \dot{x}_{\mathrm{F}}=\dot{x}_{\mathrm{G}}-(l-d) \dot{\psi} \sin \psi,  \tag{179}\\
& \dot{y}_{\mathrm{F}}=\dot{y}_{\mathrm{G}}+(l-d) \dot{\psi} \cos \psi,
\end{align*}
$$

while the second derivatives of (54) read
$\ddot{x}_{\mathrm{R}}=\ddot{x}_{\mathrm{G}}+d \ddot{\psi} \sin \psi+d \dot{\psi}^{2} \cos \psi$,
$\ddot{y}_{\mathrm{R}}=\ddot{y}_{\mathrm{G}}-d \ddot{\psi} \cos \psi+d \dot{\psi}^{2} \sin \psi$,
$\ddot{x}_{\mathrm{F}}=\ddot{x}_{\mathrm{G}}-(l-d) \ddot{\psi} \sin \psi-(l-d) \dot{\psi}^{2} \cos \psi$,
$\ddot{y}_{\mathrm{F}}=\ddot{y}_{\mathrm{G}}+(l-d) \ddot{\psi} \cos \psi-(l-d) \dot{\psi}^{2} \sin \psi$.
The first derivatives of (59) are

$$
\begin{align*}
\ddot{x}_{\mathrm{G}}= & \dot{\sigma}_{1}\left(\cos \psi-\frac{d}{l} \sin \psi \tan \gamma\right)-\frac{d}{l} \sigma_{1} \dot{\gamma} \frac{\sin \psi}{\cos ^{2} \gamma} \\
& -\frac{\sigma_{1}^{2}}{l} \tan \gamma\left(\sin \psi+\frac{d}{l} \cos \psi \tan \gamma\right) \\
\ddot{y}_{\mathrm{G}}= & \dot{\sigma}_{1}\left(\sin \psi+\frac{d}{l} \cos \psi \tan \gamma\right) \\
& +\frac{d}{l} \sigma_{1} \dot{\gamma} \frac{\cos \psi}{\cos ^{2} \gamma}  \tag{181}\\
& +\frac{\sigma_{1}^{2}}{l} \tan \gamma\left(\cos \psi-\frac{d}{l} \sin \psi \tan \gamma\right), \\
\ddot{\psi}= & \frac{\dot{\sigma}_{1}}{l} \tan \gamma+\frac{\sigma_{1} \dot{\gamma}}{l \cos ^{2} \gamma} .
\end{align*}
$$

The first derivatives of (68) are

$$
\begin{align*}
\ddot{x}_{\mathrm{G}}= & -\frac{V^{2}}{l} \tan \gamma\left(\sin \psi+\frac{d}{l} \cos \psi \tan \gamma\right) \\
& -\frac{d}{l} V \sigma_{2} \frac{\sin \psi}{\cos ^{2} \gamma} \\
\ddot{y}_{\mathrm{G}}= & \frac{V^{2}}{l} \tan \gamma\left(\cos \psi-\frac{d}{l} \sin \psi \tan \gamma\right)  \tag{182}\\
& +\frac{d}{l} V \sigma_{2} \frac{\cos \psi}{\cos ^{2} \gamma} \\
\ddot{\psi}= & \frac{V \sigma_{2}}{l \cos ^{2} \gamma} \\
\ddot{\gamma}= & \dot{\sigma}_{2}
\end{align*}
$$

Taking the first derivative of (76), one can see that $\ddot{x}_{G}$, $\ddot{y}_{\mathrm{G}}$ and $\ddot{\psi}$ are the same as those given in (181), and $\ddot{\gamma}$ is the same as that given in (182).

Taking the first derivative of (89), one can see that $\ddot{x}_{\mathrm{G}}, \ddot{y}_{\mathrm{G}}$ and $\ddot{\psi}$ are the same as those given in (181), and

$$
\begin{align*}
\ddot{\varphi}_{\mathrm{R}} & =\frac{\dot{\sigma}_{1}}{r} \\
\ddot{\varphi}_{\mathrm{F}} & =\frac{\dot{\sigma}_{1}}{r \cos \gamma}+\frac{\sin \gamma}{r \cos ^{2} \gamma} \sigma_{1} \dot{\gamma} \tag{183}
\end{align*}
$$

Taking the first derivative of (102), one can see that $\ddot{x}_{\mathrm{G}}, \ddot{y}_{\mathrm{G}}$ and $\ddot{\psi}$ are the same as those given in (182), and $\ddot{\varphi}_{\mathrm{R}}=0$,
$\ddot{\varphi}_{\mathrm{F}}=\frac{\sin \gamma}{r \cos ^{2} \gamma} V \dot{\gamma}$.
Taking the first derivative of (110), one can see that $\ddot{x}_{\mathrm{G}}, \ddot{y}_{\mathrm{G}}$ and $\ddot{\psi}$ are the same as given in (181), $\ddot{\gamma}$ is the same as given in (182), and $\ddot{\varphi}_{\mathrm{R}}$ and $\ddot{\varphi}_{\mathrm{F}}$ are the same as given in (183).

## B Lagrangian approach

Here we apply the Lagrangian approach for the model presented in Sect. 4.2 as an example. The generalized coordinates are chosen as $x_{\mathrm{G}}, y_{\mathrm{G}}$, and $\psi$, and the corresponding Lagrange equation of second kind (21) become

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} t} \frac{\partial T}{\partial \dot{x}_{\mathrm{G}}}-\frac{\partial T}{\partial x_{\mathrm{G}}} & =Q_{1}+\lambda_{1} A_{11}+\lambda_{2} A_{21} \\
\frac{\mathrm{~d}}{\mathrm{~d} t} \frac{\partial T}{\partial \dot{y}_{\mathrm{G}}}-\frac{\partial T}{\partial y_{\mathrm{G}}} & =Q_{2}+\lambda_{1} A_{12}+\lambda_{2} A_{22}  \tag{185}\\
\frac{\mathrm{~d}}{\mathrm{~d} t} \frac{\partial T}{\partial \dot{\psi}}-\frac{\partial T}{\partial \psi} & =Q_{3}+\lambda_{1} A_{13}+\lambda_{2} A_{23}
\end{align*}
$$

where $T$ is the kinetic energy of the system, $Q_{1}, Q_{2}$ and $Q_{3}$ are the generalized forces corresponding to generalized coordinates $x_{\mathrm{G}}, y_{\mathrm{G}}$ and $\psi$, respectively. The Lagrange multipliers $\lambda_{1}$ and $\lambda_{2}$ are related to the two kinematic constraints in (55). Moreover, $A_{11}, A_{12}$ and $A_{13}$ are the coefficients of $\dot{x}_{\mathrm{G}}, \dot{y}_{\mathrm{G}}$ and $\dot{\psi}$ in the first equation in (55), while $A_{21}, A_{22}$ and $A_{23}$ are the coefficients of $\dot{x}_{\mathrm{G}}, \dot{y}_{\mathrm{G}}$ and $\dot{\psi}$ in the second equation in (55). Those coefficients are

$$
\begin{array}{ll}
A_{11}=\sin \psi, & A_{21}=\sin (\psi+\gamma) \\
A_{12}=-\cos \psi, & A_{22}=-\cos (\psi+\gamma)  \tag{186}\\
A_{13}=d, & A_{23}=-(l-d) \cos \gamma
\end{array}
$$

The kinetic energy is given by

$$
\begin{align*}
T= & \frac{1}{2} m\left(\dot{x}_{\mathrm{G}}^{2}+\dot{y}_{\mathrm{G}}^{2}\right)+\frac{1}{2} J_{\mathrm{G}} \dot{\psi}^{2} \\
& +\frac{1}{2} m_{\mathrm{R}}\left(\dot{x}_{\mathrm{R}}^{2}+\dot{y}_{\mathrm{R}}^{2}\right)+\frac{1}{2} J_{\mathrm{R}} \dot{\psi}^{2}  \tag{187}\\
& +\frac{1}{2} m_{\mathrm{F}}\left(\dot{x}_{\mathrm{F}}^{2}+\dot{y}_{\mathrm{F}}^{2}\right)+\frac{1}{2} J_{\mathrm{F}}(\dot{\psi}+\dot{\gamma})^{2}
\end{align*}
$$

By substituting the derivative of (54), one can get

$$
\begin{align*}
T= & \frac{1}{2} m\left(\dot{x}_{\mathrm{G}}^{2}+\dot{y}_{\mathrm{G}}^{2}\right)+\frac{1}{2} J_{\mathrm{G}} \dot{\psi}^{2} \\
& +\frac{1}{2} J_{\mathrm{R}} \dot{\psi}^{2}+\frac{1}{2} J_{\mathrm{F}}(\dot{\psi}+\dot{\gamma})^{2} \\
& +\frac{1}{2} m_{\mathrm{R}}\left(\left(\dot{y}_{\mathrm{G}}-d \dot{\psi} \cos \psi\right)^{2}\right.  \tag{188}\\
& \left.+\left(\dot{x}_{\mathrm{G}}+d \dot{\psi} \sin \psi\right)^{2}\right) \\
& +\frac{1}{2} m_{\mathrm{F}}\left(\left(\dot{y}_{\mathrm{G}}+(l-d) \dot{\psi} \cos \psi\right)^{2}\right. \\
& \left.+\left(\dot{x}_{\mathrm{G}}-(l-d) \dot{\psi} \sin \psi\right)^{2}\right)
\end{align*}
$$

To obtain the generalized forces, we calculate the virtual power of the active forces

$$
\begin{align*}
\delta P= & {\left[\begin{array}{lll}
F_{\mathrm{R}} \cos \psi & F_{\mathrm{R}} \sin \psi & 0
\end{array}\right]_{\mathcal{F}}\left[\begin{array}{c}
\delta \dot{x}_{\mathrm{R}} \\
\delta \dot{y}_{\mathrm{R}} \\
0
\end{array}\right]_{\mathcal{F}} } \\
& +\left[F_{\mathrm{F}} \cos (\psi+\gamma) F_{\mathrm{F}} \sin (\psi+\gamma) 0\right]_{\mathcal{F}}\left[\begin{array}{c}
\delta \dot{x}_{\mathrm{F}} \\
\delta \dot{y}_{\mathrm{F}} \\
0
\end{array}\right]_{\mathcal{F}} \\
= & \left(F_{\mathrm{R}} \cos \psi+F_{\mathrm{F}} \cos (\psi+\gamma)\right) \delta \dot{x}_{\mathrm{G}} \\
& +\left(F_{\mathrm{R}} \sin \psi+F_{\mathrm{F}} \sin (\psi+\gamma)\right) \delta \dot{y}_{\mathrm{G}} \\
& +F_{\mathrm{F}}(l-d) \sin \gamma \delta \dot{\psi} \tag{189}
\end{align*}
$$

implying that

$$
\begin{align*}
& Q_{1}=F_{\mathrm{R}} \cos \psi+F_{\mathrm{F}} \cos (\psi+\gamma), \\
& Q_{2}=F_{\mathrm{R}} \sin \psi+F_{\mathrm{F}} \sin (\psi+\gamma),  \tag{190}\\
& Q_{3}=F_{\mathrm{F}}(l-d) \sin \gamma .
\end{align*}
$$

Substituting $(186,188,190)$ into $(185)$, the Lagrangian equations become

$$
\begin{align*}
& \left(\left(m_{\mathrm{R}}+m_{\mathrm{F}}\right) d-m_{\mathrm{F}} l\right) \dot{\psi}^{2} \cos \psi+\left(m+m_{\mathrm{R}}+m_{\mathrm{F}}\right) \ddot{x}_{\mathrm{G}} \\
& \quad+\left(\left(m_{\mathrm{R}}+m_{\mathrm{F}}\right) d-m_{\mathrm{F}} l\right) \ddot{\psi} \sin \psi \\
& \quad=F_{\mathrm{R}} \cos \psi+F_{\mathrm{F}} \cos (\psi+\gamma) \\
& \quad+\lambda_{1} \sin \psi+\lambda_{2} \sin (\psi+\gamma), \\
& \left(\left(m_{\mathrm{R}}+m_{\mathrm{F}}\right) d-m_{\mathrm{F}} l\right) \dot{\psi}^{2} \sin \psi \\
& \quad+\left(m+m_{\mathrm{R}}+m_{\mathrm{F}}\right) \ddot{y}_{\mathrm{G}} \\
& \quad-\left(\left(m_{\mathrm{R}}+m_{\mathrm{F}}\right) d-m_{\mathrm{F}} l\right) \ddot{\psi} \cos \psi  \tag{191}\\
& =F_{\mathrm{R}} \sin \psi+F_{\mathrm{F}} \sin (\psi+\gamma) \\
& \quad-\lambda_{1} \cos \psi-\lambda_{2} \cos (\psi+\gamma), \\
& \left(\left(m_{\mathrm{R}}+m_{\mathrm{F}}\right) d-m_{\mathrm{F}} l\right) \ddot{x}_{\mathrm{G}} \sin \psi \\
& \quad-\left(\left(m_{\mathrm{R}}+m_{\mathrm{F}}\right) d-m_{\mathrm{F}} l\right) \ddot{y}_{\mathrm{G}} \cos \psi \\
& \quad+\left(J_{\mathrm{R}}+J_{\mathrm{F}}+J_{\mathrm{G}}+m_{\mathrm{R}} d^{2}+m_{\mathrm{F}}(l-d)^{2}\right) \ddot{\psi}+J_{\mathrm{F}} \ddot{\gamma} \\
& \quad=F_{\mathrm{F}}(l-d) \sin \gamma+\lambda_{1} d-\lambda_{2}(l-d) \cos \gamma .
\end{align*}
$$

The first two equations result in the Lagrange multipliers

$$
\begin{align*}
\lambda_{1}= & \frac{1}{\sin \gamma}\left(F_{\mathrm{R}} \cos \gamma+F_{\mathrm{F}}\right. \\
& +m_{3} d \ddot{\psi} \sin \gamma-m_{3} d \dot{\psi}^{2} \cos \gamma \\
& \left.-m_{1}\left(\ddot{x}_{\mathrm{G}} \cos (\psi+\gamma)+\ddot{y}_{\mathrm{G}} \sin (\psi+\gamma)\right)\right),  \tag{192}\\
\lambda_{2}= & \frac{1}{\sin \gamma}\left(-F_{\mathrm{R}}-F_{\mathrm{F}} \cos \gamma+m_{3} d \dot{\psi}^{2}\right. \\
& \left.+m_{1}\left(\ddot{x}_{\mathrm{G}} \cos \psi+\ddot{y}_{\mathrm{G}} \sin \psi\right)\right),
\end{align*}
$$

where $m_{1}$ and $m_{2}$ are given in (61), and
$m_{3}=m_{\mathrm{R}}-\frac{l-d}{d} m_{\mathrm{F}}$.
Substituting (192) into the third equation in (191) yields

$$
\begin{aligned}
& \left(-\left(m_{1}-m_{3}\right) d \sin \psi \sin \gamma+m_{1} l \cos \psi \cos \gamma\right) \ddot{x}_{\mathrm{G}} \\
& \quad+\left(\left(m_{1}-m_{3}\right) d \cos \psi \sin \gamma+m_{1} l \sin \psi \cos \gamma\right) \ddot{y}_{\mathrm{G}} \\
& \quad+\left(J_{\mathrm{G}}+J_{\mathrm{R}}+J_{\mathrm{F}}+m_{\mathrm{F}} l(l-d)\right) \ddot{\psi} \sin \gamma+J_{\mathrm{F}} \ddot{\gamma} \sin \gamma \\
& \quad+m_{3} d l \dot{\psi}^{2} \cos \gamma-F_{\mathrm{R}} l \cos \gamma-F_{\mathrm{F}} l=0 .
\end{aligned}
$$

Combining this equation with the first derivatives of (55), one can obtain three linear equations on $\ddot{x}_{\mathrm{G}}, \ddot{y}_{\mathrm{G}}$, and $\ddot{\psi}$. Note that the solutions for $\ddot{x}_{\mathrm{G}}, \ddot{y}_{\mathrm{G}}$, and $\ddot{\psi}$ are
not independent, one can choose the solution for any of $\ddot{x}_{\mathrm{G}}, \ddot{y}_{\mathrm{G}}$, and $\ddot{\psi}$. Here, we choose to solve for
$\ddot{\psi}=\frac{\left(F_{\mathrm{R}}+\frac{F_{\mathrm{F}}}{\cos \gamma}\right) \frac{\tan \gamma}{l}+m_{1} \frac{1}{\sin \gamma \cos \gamma} \dot{\gamma} \dot{\psi}-\frac{J_{\mathrm{F}}}{L^{2}} \ddot{\gamma} \tan ^{2} \gamma}{m_{1}+m_{2} \tan ^{2} \gamma}$,
where $m_{1}$ and $m_{2}$ are given in (61). By solving $\dot{x}_{\mathrm{G}}$ and $\dot{y}_{\mathrm{G}}$ from (55) in terms of $\dot{\psi}$, we obtain the governing equations
$\dot{x}_{\mathrm{G}}=(l \cos \psi \cot \gamma-d \sin \psi) \bar{\sigma}_{1}$,
$\dot{y}_{\mathrm{G}}=(l \sin \psi \cot \gamma+d \cos \psi) \bar{\sigma}_{1}$,
$\dot{\psi}=\bar{\sigma}_{1}$,
$\dot{\bar{\sigma}}_{1}=\frac{\left(F_{\mathrm{R}}+\frac{F_{\mathrm{F}}}{\cos \gamma}\right) \frac{\tan \gamma}{l}+m_{1} \frac{\dot{\gamma} \bar{\sigma}_{1}}{\sin \gamma \cos \gamma}-\frac{J_{\mathrm{F}}}{l^{2}} \ddot{\gamma} \tan ^{2} \gamma}{m_{1}+m_{2} \tan ^{2} \gamma}$.
These equations are singular at $\gamma=0$, that is, they cannot describe the rectilinear motion. This singularity can be solved by using Appellian approach that results in (66). As mentioned in Sect. 6.2, one can substitute the first derivative of (59) (cf. (181)) into (192) to eliminate $\ddot{x}_{\mathrm{G}}, \ddot{y}_{\mathrm{G}}$, and $\ddot{\psi}$.

This results in formulas that depend on the velocities $\dot{x}_{\mathrm{G}}, \dot{y}_{\mathrm{G}}, \dot{\psi}$ and $\dot{\sigma}_{1}$ that are given by (66) and lead to

$$
\begin{align*}
\lambda_{1}= & \frac{\left(m_{2}-m_{4}\right) \tan \gamma}{m_{1}+m_{2} \tan ^{2} \gamma}\left(F_{\mathrm{R}}+\frac{F_{\mathrm{F}}}{\cos \gamma}\right) \\
& -\left(m_{1}-m_{4}\right) \frac{\sigma_{1}^{2}}{l} \tan \gamma \\
& -\frac{m_{4} \sigma_{1} \dot{\gamma}}{\cos ^{2} \gamma}+\frac{m_{1}+m_{4} \tan ^{2} \gamma}{m_{1}+m_{2} \tan ^{2} \gamma}\left(\frac{m_{2} \sigma_{1} \dot{\gamma}}{\cos ^{2} \gamma}+\frac{J_{\mathrm{F}}}{l} \ddot{\gamma}\right), \\
\lambda_{2}= & -\frac{1}{m_{1}+m_{2} \tan ^{2} \gamma}\left(m_{2} F_{\mathrm{R}} \frac{\tan \gamma}{\cos \gamma}\right. \\
& +\left(m_{2}-m_{1}\right) F_{\mathrm{F}} \tan \gamma \\
& \left.+m_{1} \frac{m_{2} \sigma_{1} \dot{\gamma}}{\cos ^{3} \gamma}+m_{1} \frac{J_{\mathrm{F}}}{l} \frac{\ddot{\gamma}}{\cos \gamma}\right)-m_{4} \frac{\sigma_{1}^{2}}{l} \frac{\tan \gamma}{\cos \gamma}, \tag{197}
\end{align*}
$$

which are singular at $|\gamma|=\pi / 2$. Below we show that these multipliers are indeed related to the lateral constraining forces that keep the skates on track.

## C Using Newton's law

Here we derive the governing equations for the mechanical model studied in Sect. 4.2 using the Newtonian approach. The mechanical model with the lateral constraining forces $\tilde{F}_{\mathrm{R}}$ and $\tilde{F}_{\mathrm{F}}$ acting on the skates are
shown in Fig. 22. We relate these to Lagrange multipliers (197).

In order to derive the Newton equation, we separate the three bodies that constitute the system, namely, the vehicle body, the skate at the rear, and the skate at the front. The corresponding free body diagrams are illustrated in Fig 23. The components of the internal forces between the skates and the vehicle body are denoted by $K_{\mathrm{R}}^{x_{0}}, K_{\mathrm{R}}^{y_{0}}, K_{\mathrm{F}}^{x_{0}}$ and $K_{\mathrm{F}}^{y_{0}}$. The torques acting between the skates and the vehicle body are referred to as $M_{\mathrm{R}}$ and $M_{\mathrm{F}}$. For the sake of simplicity, the same notations are used for the counter forces, but their directions are opposite in the figures according to Newton's third law. Thus, one can apply Newton's second law for the skates, and for the vehicle body. The resulting equations are given in the $\mathcal{F}_{0}$ frame:
$m_{\mathrm{R}}\left(\ddot{x}_{\mathrm{R}} \cos \psi+\ddot{y}_{\mathrm{R}} \sin \psi\right)=K_{\mathrm{R}}^{x_{0}}+F_{\mathrm{R}}$,
$m_{\mathrm{F}}\left(\ddot{x}_{\mathrm{F}} \cos \psi+\ddot{y}_{\mathrm{F}} \sin \psi\right)=K_{\mathrm{F}}^{x_{0}}$

$$
+F_{\mathrm{F}} \cos \gamma-\tilde{F}_{\mathrm{F}} \sin \gamma
$$

$m\left(\ddot{x}_{\mathrm{G}} \cos \psi+\ddot{y}_{\mathrm{G}} \sin \psi\right)=-K_{\mathrm{R}}^{x_{0}}-K_{\mathrm{F}}^{x_{0}}$,
$m_{\mathrm{R}}\left(-\ddot{x}_{\mathrm{R}} \sin \psi+\ddot{y}_{\mathrm{R}} \cos \psi\right)=K_{\mathrm{R}}^{y_{0}}+\tilde{F}_{\mathrm{R}}$,
$m_{\mathrm{F}}\left(-\ddot{x}_{\mathrm{F}} \sin \psi+\ddot{y}_{\mathrm{F}} \cos \psi\right)=K_{\mathrm{F}}^{y_{0}}$
$+F_{\mathrm{F}} \sin \gamma+\tilde{F}_{\mathrm{F}} \cos \gamma$,
$m\left(-\ddot{x}_{\mathrm{G}} \sin \psi+\ddot{y}_{\mathrm{G}} \cos \psi\right)=-K_{\mathrm{R}}^{y_{0}}-K_{\mathrm{F}}^{y_{0}}$,
$J_{\mathrm{R}} \ddot{\psi}=M_{\mathrm{R}}$,
$J_{\mathrm{F}}(\ddot{\psi}+\ddot{\gamma})=M_{\mathrm{F}}$,
$J_{\mathrm{G}} \ddot{\psi}=K_{\mathrm{R}}^{y_{0}} d-K_{\mathrm{F}}^{y_{0}}(l-d)-M_{\mathrm{R}}-M_{\mathrm{F}}$.
Based on the first eight equations in (198), one can determine all constraining forces and torques. We are interested in the lateral constraining forces acting on the skates, which read

$$
\begin{align*}
\tilde{F}_{\mathrm{R}}= & \frac{1}{\sin \gamma}\left(-F_{\mathrm{R}} \cos \gamma-F_{\mathrm{F}}\right. \\
& -m_{3} d \ddot{\psi} \sin \gamma+m_{3} d \dot{\psi}^{2} \cos \gamma \\
& \left.+m_{1}\left(\ddot{x}_{\mathrm{G}} \cos (\psi+\gamma)+\ddot{y}_{\mathrm{G}} \sin (\psi+\gamma)\right)\right) \\
\tilde{F}_{\mathrm{F}}= & \frac{1}{\sin \gamma}\left(F_{\mathrm{R}}+F_{\mathrm{F}} \cos \gamma-m_{3} d \dot{\psi}^{2}\right. \\
& \left.-m_{1}\left(\ddot{x}_{\mathrm{G}} \cos \psi+\ddot{y}_{\mathrm{G}} \sin \psi\right)\right) \tag{199}
\end{align*}
$$

where we used the derivatives of (54) (cf. (180)), $m_{1}$ and $m_{2}$ are given in (61), and $m_{3}$ is given in (193).


Fig. 22 The constraining forces acting in the lateral directions of the rear and front wheels


Fig. 23 Free-body-diagrams of the vehicle body and the skates

After substituting all the constraining forces and torques into the last equation of (198), one can obtain

$$
\begin{align*}
& \left(-\left(m_{1}-m_{3}\right) d \sin \psi \sin \gamma+m_{1} l \cos \psi \cos \gamma\right) \ddot{x}_{\mathrm{G}} \\
& \quad+\left(\left(m_{1}-m_{3}\right) d \cos \psi \sin \gamma+m_{1} l \sin \psi \cos \gamma\right) \ddot{y}_{\mathrm{G}} \\
& \quad+\left(J_{\mathrm{G}}+J_{\mathrm{R}}+J_{\mathrm{F}}+m_{\mathrm{F}} l(l-d)\right) \ddot{\psi} \sin \gamma+J_{\mathrm{F}} \ddot{\gamma} \sin \gamma \\
& \quad+m_{3} d l \dot{\psi}^{2} \cos \gamma-F_{\mathrm{R}} l \cos \gamma-F_{\mathrm{F}} l=0 \tag{200}
\end{align*}
$$

which is the same as (194). Then, following the same steps as in Appendix B, one can obtain the dynamics as given in (196). We point out again the singularity at $\gamma=0$. Moreover, comparing (199) to (192) one may notice that
$\tilde{F}_{\mathrm{R}}=-\lambda_{1}, \quad \tilde{F}_{\mathrm{F}}=-\lambda_{2}$,
that is, the lateral forces $\tilde{F}_{\mathrm{R}}$ and $\tilde{F}_{\mathrm{F}}$ are identical to the Lagrange multipliers $\lambda_{1}$ and $\lambda_{2}$ (except the negative
signs). These forces prevent the skates from side slips given sufficiently large friction coefficients and normal forces. Again following the same steps as in Appendix B, one can obtain the form (123) that is identical with (197) (except the negative signs).

## D Coordinate transformation

In this part, we discuss the transformation between the Earth-fixed frame $(x, y)$ and the path-reference frame $(\xi, \eta)$; see Fig. 24. We make the following assumptions

1. $(x, y, z)$ is the Earth-fixed frame (denoted as $\mathcal{F}$ ) already used in Sect. 4 and 5.
2. $(\xi, \eta, \zeta)$ is the path-reference frame (denoted as $\mathcal{F}_{\Omega}$ ) with the origin located at $\Omega$, where $\xi$ and $\eta$ are along the tangential and normal directions of the path at point $\Omega$, respectively. Note that the frame $\mathcal{F}_{\Omega}$ is translating and rotating as $\Omega$ moves along the path.
3. The position of $\Omega$ is referred to ( $x_{\Omega}, y_{\Omega}$ ) when expressed in frame $\mathcal{F}$, and the heading angle and curvature at point $\Omega$ are $\psi_{\Omega}$ and $\kappa_{\Omega}$, respectively. Note that $x_{\Omega}, y_{\Omega}, \psi_{\Omega}$ and $\kappa_{\Omega}$ are all changing in time.
Let us consider a arbitrary point whose position are given by $(x, y)$ and $(\xi, \eta)$ in $\mathcal{F}$ and $\mathcal{F}_{\Omega}$, respectively. Based on coordinates transformation (cf. Fig. 24), we have
$\xi=\left(x-x_{\Omega}\right) \cos \psi_{\Omega}+\left(y-y_{\Omega}\right) \sin \psi_{\Omega}$,
$\eta=-\left(x-x_{\Omega}\right) \sin \psi_{\Omega}+\left(y-y_{\Omega}\right) \cos \psi_{\Omega}$,


Fig. 24 Coordinate transformation between the Earth-fixed frame and a frame traveling along a given path
from which the derivatives read
$\dot{\xi}=\left(\dot{x}-\dot{x}_{\Omega}\right) \cos \psi_{\Omega}+\left(\dot{y}-\dot{y}_{\Omega}\right) \sin \psi_{\Omega}+\eta \dot{\psi}_{\Omega}$,
$\dot{\eta}=-\left(\dot{x}-\dot{x}_{\Omega}\right) \sin \psi_{\Omega}+\left(\dot{y}-\dot{y}_{\Omega}\right) \cos \psi_{\Omega}-\xi \dot{\psi}_{\Omega}$.

Using the arclength $s_{\Omega}(t)$ along the path of the point $\Omega$, we obtain
$\dot{x}_{\Omega}=\frac{\mathrm{d} x_{\Omega}}{\mathrm{d} t}=\frac{\mathrm{d} x_{\Omega}}{\mathrm{d} s_{\Omega}} \frac{\mathrm{d} s_{\Omega}}{\mathrm{d} t}=\cos \psi_{\Omega} \dot{s}_{\Omega}$,
$\dot{y}_{\Omega}=\frac{\mathrm{d} y_{\Omega}}{\mathrm{d} t}=\frac{\mathrm{d} y_{\Omega}}{\mathrm{d} s_{\Omega}} \frac{\mathrm{d} s_{\Omega}}{\mathrm{d} t}=\sin \psi_{\Omega} \dot{s}_{\Omega}$,
$\dot{\psi}_{\Omega}=\frac{\mathrm{d} \psi_{\Omega}}{\mathrm{d} t}=\frac{\mathrm{d} \psi_{\Omega}}{\mathrm{d} s_{\Omega}} \frac{\mathrm{d} s_{\Omega}}{\mathrm{d} t}=\kappa_{\Omega} \dot{s}_{\Omega}$.
Substituting these formulas into (203) yields
$\dot{\xi}=\dot{x} \cos \psi_{\Omega}+\dot{y} \sin \psi_{\Omega}-\left(1-\kappa_{\Omega} \eta\right) \dot{s}_{\Omega}$,
$\dot{\eta}=-\dot{x} \sin \psi_{\Omega}+\dot{y} \cos \psi_{\Omega}-\xi \kappa_{\Omega} \dot{s}_{\Omega}$.

## E Nonlinear wrapper functions

In Sect. 7, we used the wrapper function (139) to improve the performance of the controller. One may notice that this belongs to a larger class of wrapper functions defined by

$$
\begin{equation*}
G=\left\{g_{n}(x) \left\lvert\, g_{n}^{\prime}(x)=\frac{1}{\left(1+(c x)^{2}\right)^{\frac{n}{2}}}\right., n=2,3, \ldots\right\}, \tag{206}
\end{equation*}
$$

where $c$ is a constant. Utilizing the requirements that $g_{n}(x)$ is a bounded odd function, one can solve (206) and obtain

$$
\begin{align*}
& g_{2}(x)=\frac{1}{c} \arctan (c x), \quad c=\frac{\pi}{2 g_{\mathrm{sat}}}, \\
& g_{3}(x)=\frac{x}{\sqrt{1+(c x)^{2}}}, \quad c=\frac{1}{g_{\mathrm{sat}}}, \\
& g_{n}(x)=\frac{n-3}{n-2} g_{n-2}(x)+\frac{1}{n-2} \frac{x}{\left(1+(c x)^{2}\right)^{\frac{n}{2}-1}}, \\
& c= \begin{cases}\frac{(n-3)(n-5) \cdots 1}{(n-2)(n-4) \cdots 2} \frac{\pi}{2 g_{\mathrm{sat}}}, & n=4,6,8, \ldots, \\
\frac{(n-3)(n-5) \cdots 2}{(n-2)(n-4) \cdots 3} \frac{1}{g_{\mathrm{sat}}}, & n=5,7,9, \ldots .\end{cases} \tag{207}
\end{align*}
$$

Indeed, the wrapper function (139) is the second element of the series while $n \rightarrow \infty$ yields
$g_{\infty}(x)=\min \left\{\max \left\{x,-g_{\text {sat }}\right\}, g_{\text {sat }}\right\}$.
Figure 25 a shows the wrapper functions $g_{n}(x)$, while Fig. 25b depicts derivatives $g_{n}^{\prime}(x)$ for $n=$


Fig. 25 a Wrapper function $g_{n}(x)$. b Downscale factor $g_{n}^{\prime}(x)$
$2,3,5,1000$. The later illustrates how much the gains downscale as $|x|$ increases. Such downscaling allows the usage of larger linear gains yielding better tracking performance for small errors and less overshoot for larger errors. When $n$ is larger the downscaling occurs faster.

## F Derivatives of steering angle

Using $(137,138,139,142)$ the steering controller (136) reads as

$$
\begin{align*}
\gamma= & \gamma_{\mathrm{ff}}+\gamma_{\mathrm{fb}}=\arctan \left(\kappa_{\mathrm{C}} l\right) \\
& +\frac{2 \gamma_{\mathrm{sat}}}{\pi} \arctan \left(\frac{\pi}{2 \gamma_{\mathrm{sat}}} \gamma_{\mathrm{fb}}^{1}\right), \tag{209}
\end{align*}
$$

Taking the time derivative yields

$$
\begin{equation*}
\dot{\gamma}=\dot{\gamma}_{\mathrm{ff}}+\dot{\gamma}_{\mathrm{fb}}=\frac{l \dot{\kappa}_{\mathrm{C}}}{1+l^{2} \kappa_{\mathrm{C}}^{2}}+\frac{\dot{\gamma}_{\mathrm{fb}}^{1}}{1+\left(\frac{\pi}{2 \gamma_{\mathrm{sat}}} \gamma_{\mathrm{fb}}^{1}\right)^{2}} . \tag{210}
\end{equation*}
$$

The derivatives $\dot{\kappa}_{\mathrm{C}}$ and $\dot{\gamma}_{\mathrm{fb}}^{1}$ can be calculated by differentiating (157) and (142) with respect to time:

$$
\begin{align*}
\dot{\kappa}_{\mathrm{C}} & =\frac{\pi \dot{s}_{\mathrm{C}}}{s_{\mathrm{T}}} \kappa_{\max } \sin \left(\frac{2 \pi}{s_{\mathrm{T}}} s_{\mathrm{C}}\right) \\
\dot{\gamma}_{\mathrm{fb}}^{1} & =k_{1}\left(\dot{\theta}_{\mathrm{C}}+\frac{k_{2} \dot{e}_{\mathrm{C}}}{1+k_{2}^{2} e_{\mathrm{C}}^{2}}\right) \tag{211}
\end{align*}
$$

where $\dot{s}_{\mathrm{C}}, \dot{e}_{\mathrm{C}}$, and $\dot{\theta}_{\mathrm{C}}$ are given by (134).
The derivative of (210) becomes

$$
\begin{align*}
\ddot{\gamma}=\ddot{\gamma}_{\mathrm{ff}}+\ddot{\gamma}_{\mathrm{fb}}= & \frac{l \ddot{\kappa}_{\mathrm{C}}\left(1+l^{2} \kappa_{\mathrm{C}}^{2}\right)-2 l^{3} \kappa_{\mathrm{C}} \dot{\kappa}_{\mathrm{C}}^{2}}{\left(1+l^{2} \kappa_{\mathrm{C}}^{2}\right)^{2}}, \\
& +\frac{\ddot{\gamma}_{\mathrm{fb}}^{1}\left(1+\left(\frac{\pi}{2 \gamma_{\mathrm{sat}}} \gamma_{\mathrm{fb}}^{1}\right)^{2}\right)-\frac{\pi}{\gamma_{\mathrm{sat}}} \gamma_{\mathrm{fb}}^{1}\left(\dot{\gamma}_{\mathrm{fb}}^{1}\right)^{2}}{\left(1+\left(\frac{\pi}{2 \gamma_{\mathrm{sat}}} \gamma_{\mathrm{fb}}^{1}\right)^{2}\right)^{2}}, \tag{212}
\end{align*}
$$

which contain the derivatives of (211):

$$
\begin{align*}
\ddot{\kappa}_{\mathrm{C}}= & \frac{\pi \ddot{s}_{\mathrm{C}}}{s_{\mathrm{T}}} \kappa_{\max } \sin \left(\frac{2 \pi}{s_{\mathrm{T}}} s_{\mathrm{C}}\right) \\
& +2\left(\frac{\pi \dot{s}_{\mathrm{C}}}{s_{\mathrm{T}}}\right)^{2} \kappa_{\max } \cos \left(\frac{2 \pi}{s_{\mathrm{T}}} s_{\mathrm{C}}\right)  \tag{213}\\
\ddot{\gamma}_{\mathrm{fb}}^{1}= & k_{1}\left(\ddot{\theta}_{\mathrm{C}}+\frac{k_{2} \ddot{e}_{\mathrm{C}}\left(1+k_{2}^{2} e_{\mathrm{C}}^{2}\right)-2 k_{2}^{3} e_{\mathrm{C}} \dot{e}_{\mathrm{C}}^{2}}{\left(1+k_{2}^{2} e_{\mathrm{C}}^{2}\right)^{2}}\right)
\end{align*}
$$

and

$$
\begin{align*}
\ddot{s}_{\mathrm{C}}= & \frac{\dot{\sigma}_{1} \cos \theta_{\mathrm{C}}-\sigma_{1} \dot{\theta}_{\mathrm{C}} \sin \theta_{\mathrm{C}}}{1-\kappa_{\mathrm{C}} e_{\mathrm{C}}} \\
& +\frac{\sigma_{1} \cos \theta_{\mathrm{C}}\left(\dot{e}_{\mathrm{C}} \kappa_{\mathrm{C}}+e_{\mathrm{C}} \dot{\kappa}_{\mathrm{C}}\right)}{\left(1-\kappa_{\mathrm{C}} e_{\mathrm{C}}\right)^{2}} \\
\ddot{e}_{\mathrm{C}}= & \dot{\sigma}_{1} \sin \theta_{\mathrm{C}}+\sigma_{1} \dot{\theta}_{\mathrm{C}} \cos \theta_{\mathrm{C}} \\
\ddot{\theta}_{\mathrm{C}}= & \frac{\dot{\sigma}_{1} \tan \gamma}{l}+\frac{\sigma_{1} \dot{\gamma}}{l \cos ^{2} \gamma} \\
& -\frac{\sigma_{1} \kappa_{\mathrm{C}} \cos \theta_{\mathrm{C}}\left(\dot{e}_{\mathrm{C}} \kappa_{\mathrm{C}}+e_{\mathrm{C}} \dot{\kappa}_{\mathrm{C}}\right)}{\left(1-\kappa_{\mathrm{C}} e_{\mathrm{C}}\right)^{2}} \\
& -\frac{\dot{\sigma}_{1 \kappa_{\mathrm{C}} \cos \theta_{\mathrm{C}}+\sigma_{1} \dot{\kappa}_{\mathrm{C}} \cos \theta_{\mathrm{C}}}-\sigma_{1} \kappa_{\mathrm{C}} \dot{\theta}_{\mathrm{C}} \sin \theta_{\mathrm{C}}}{1-\kappa_{\mathrm{C}} e_{\mathrm{C}}} \tag{214}
\end{align*}
$$

that are the derivatives of (134).
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