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CHAPTER 1

Introduction: complex powers and p-adic zeta
functions

The goal of this course is to look at several related points of view on singularities
of algebraic varieties and discuss the connections between these points of view. In
this introduction we describe one question having to do with singularities that
has both an Archimedean and a non-Archimedean incarnations. We will see some
similar ideas and results come up later in the course. Everything that we discuss
in this lecture is covered in a lot more detail in Igusa’s book [Igu00].

1.1. Complex powers

We begin with the following question of an analytic flavor: given a polynomial
function on Rn, what can be said about the complex power of this function, viewed
as a distribution on Rn?

More precisely, let f ∈ R[x1, . . . , xn] be a nonzero polynomial. For every
function ϕ ∈ C∞0 (Rn) and every s ∈ C, with Re(s) > 0, consider

Zf,ϕ(s) :=

∫
Rn

|f(x)|sϕ(x)dx.

Recall that for a ∈ R>0 and λ ∈ C, we have aλ = exp
(
λ · log(a)

)
. Of course, we

can ignore those x with f(x) = 0, which form a set of measure 0.
Note first that Zf,ϕ(s) is well-defined: if Re(s) ≥ 0 and f(x) 6= 0, then

||f(x)|sϕ(x)| = |f(x)|Re(s) · |ϕ(x)| ≤ TRe(s) · |ϕ(x)|

if |f(x)| ≤ T on the support of ϕ (which is compact, by assumption).
Moreover, we have the following:

Proposition 1.1. The function Zf,ϕ is holomorphic in the half-plane H0 =
{s | Re(s) > 0}.

Proof. We give an argument that exhibits the coefficients of the Taylor ex-
pansion at any s0 ∈ H0. Note that the Taylor expansion of the function s →
exp(s · log|f(x)|) at s0 gives

|f(x)|sϕ(x) =
∑
k≥0

(log|f(x)|)k|f(x)|s0ϕ(x)

k!
(s− s0)k.

By assumption, D := supp(ϕ) is compact. The key point is to show that if 0 < ε <
Re(s0) = a, then there is M > 0 such that

(1.1) supx∈D,f(x)6=0

|(log|f(x)|)k|f(x)|s0 |
k!

≤ M

εk
for all k ≥ 0.

1



2 1. INTRODUCTION: COMPLEX POWERS AND p-ADIC ZETA FUNCTIONS

Indeed, if this holds and if we choose M ′ > 0 such that |ϕ(x)| ≤M ′ for all x, then
we conclude that for all s with |s− s0| < ε, we have∑

k≥0

∫
Rn

∣∣∣∣ (log|f(x)|)k|f(x)|s0ϕ(x)

k!
(s− s0)k

∣∣∣∣ dx ≤∑
k≥0

MM ′ · vol(D)
|s− s0|k

εk
.

Since the right-hand side is convergent, we conclude that

Zf,ϕ(s) =
∑
k≥0

(∫
Rn

(log|f(x)|)k|f(x)|s0ϕ(x)

k!
dx

)
(s− s0)k.

In order to prove (1.1), note that if T ≥ 1 is such that |f(x)| ≤ T for all x ∈ D,
then for all x ∈ D with f(x) 6= 0 we have

|(log|f(x)|)k|f(x)|s0 | = |log|f(x)||k|f(x)|a =
|log(|f(x)|a)|k|f(x)|a

ak
≤

sup0<y≤T |log(y)|ky
ak

.

Note that the function g(y) = log(y)ky is positive and increasing on (1,∞), its only
critical point in (0, 1) is y = e−k, g(1) = 0, and limy→0 g(y) = 0. We thus have

sup
0<y≤T

|g(y)| = max{kke−k, log(T )kT}.

Note that there is k0 such that kke−k ≥ log(T )kT for all k ≥ k0. By Stirling’s
formula, we have

lim
k→∞

k!√
2πk · kke−k

= 1,

and it is easy now to see that if 0 < ε < a, then there is M > 0 such that

supx∈D,f(x)6=0

|log|f(x)||k|f(x)|s0
k!

≤ max{kke−k, log(T )kT}
akk!

≤ M

εk
for all k ≥ 0.

This completes the proof of the proposition. �

It was a question of I. Gel’fand (ICM, Amsterdam, 1954) whether Zf,ϕ admits
a meromorphic extension to C. In fact, one would like to do this uniformly in ϕ
(more precisely, given any s0 ∈ C, one would like to find N = N(s0) such that
(s− s0)NZf,ϕ is holomorphic in a neighborhood of s0 for all ϕ.

Example 1.2. An easy example is the case when f = xa11 · · ·xarr for some
a1, . . . , ar ∈ Z>0. In this case note first that an easy application of the change of
variable formula implies that

Zf,ϕ(s) =

∫
Rn
≥0

xa1s1 · · ·xansn ϕ̃(x)dx

for some ϕ̃ ∈ C∞0 (Rn). Moreover, the argument in the proof of Proposition 1.1
implies that every integral like this gives a holomorphic function of s for Re(s) > 0.
Integration by parts with respect to x1 gives for all s with Re(s) > 0:

Zf,ϕ(s) = − 1

a1s+ 1

∫
Rn
≥0

xa1s+1
1 xa2s2 · · ·xarsr

∂ϕ̃

∂x1
dx

(recall that ϕ̃ has compact support). Repeating this with respect to x2, . . . , xr, we
obtain

Zf,ϕ(s) = (−1)n
1

(a1s+ 1) · · · (ars+ 1)

∫
Rn
≥0

xa1s+1
1 · · ·xars+1

r ψ(x)dx
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for some ψ ∈ C∞0 (Rn). Note now that by Proposition 1.1, the integral on the right-
hand side is holomorphic in the half-plane {s | Re(s) > −mini

1
ai
}. Repeating this

procedure, we see that indeed in this case Zf,ϕ admits a meromorphic continuation

with poles of order ≤ n at the rational numbers − j
ai

, for 1 ≤ i ≤ r and j ∈ Z>0.

A few years after Hironaka’s proof of resolution of singularities in [Hir64], an
affirmative answer to I. Gel’fand’s question was given independently by Bernstein-
S. Gel’fand [BG69] and Atiyah [Ati70], based on Hironaka’s result. Here is an out-
line of the argument: consider an embedded resolution of singularities of the hyper-
surface defined by f . This is a proper, birational morphism π = (π1, . . . , πn) : Y →
An

R, with Y smooth over R (so that Y (R) has a corresponding structure of n-
dimensional real manifold), with the following property: for every point P ∈ Y (R),
there is a chart U around P and coordinates y1, . . . , yn on U such that

i) f ◦ π = u ·
∏n
i=1 y

ai
i on U , for some a1, . . . , an ∈ Z≥0 and some invertible

function u.
ii) det(∂πi∂yj

)1≤i,j≤n = v ·
∏n
i=1 y

ki
i for some k1, . . . , kn ∈ Z≥0 and some invert-

ible function v.

Since π is birational, the induced map Y (R)→ Rn is a diffeomorphism away from
measure 0 subsets. The change of variable formula thus gives

(1.2) Zf,ϕ(s) =

∫
Y (R)

|f ◦ π|s(ϕ ◦ π)dπ1 ∧ . . . ∧ dπn.

Note also that since π is proper, π−1(supp(ϕ)) is a compact subset of Y (R) and
thus ϕ ◦ π has compact support.

By assumption, around each point P ∈ Y (R), we can find an open subset U
that satisfies properties i) and ii). In U we can thus write

|f ◦ π|s(ϕ ◦ π)dπ1 ∧ . . . ∧ dπn = |u|sv ·
n∏
i=1

yais+kii dy.

By taking a partition of unity, we write the integral on the right-hand side of (1.2)
as a sum of finitely many integrals of the form∫

U

|u|sv
n∏
i=1

|yi|ais+kiϕU (y)dy,

for some ϕU ∈ C∞0 (U). Since u and v do not vanish on U , their contribution can
be ignored. Then an argument similar to the one in Example 1.2 allows one to
conclude that Zf,ϕ can be extended as a meromorphic function to C; moreover,

each pole has multiplicity ≤ n and is of the form −ki+jai
for some chart U as above,

some i, and some j ∈ Z≥0.
In particular, we see that Zf,ϕ always has a holomorphic extension to the half-

plane {s | Re(s) > −λ}, where λ = mini
ki+1
ai

. This λ is called the (real) log
canonical threshold of f and one can show that it is independent of the resolution
π. Its complex version will play an important role in our course.

A second solution to I. Gel’fand’s question was given shortly afterwards by
Bernstein [Ber72], directly extending the integration by parts argument in Ex-
ample 1.2. This uses what is nowadays called the Bernstein-Sato polynomial of f .
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More precisely, Bernstein showed that there is a nonzero polynomial b(s) ∈ R[s] and
a differential operator P ∈ R[x1, . . . , xn, ∂x1 , . . . , ∂xn , s] that satisfy the equation

(1.3) b(s)fs = P (x, ∂x, s) • fs+1.

Here one can interpret fs as a formal symbol on which the partial derivatives act
in the expected way:

∂xi • fs = s
∂f/∂xi
f

fs.

It is easy to see that the polynomials b(s) for which there is P satisfying (1.3) form
an ideal in R[s]. The monic generator bf (s) of this ideal is the Bernstein-Sato
polynomial of f .

Example 1.3. If f = x1, then

∂x1
• xs+1

1 = (s+ 1)xs1,

hence we may take b(s) = s+ 1. In fact, one can show that bf (s) = s+ 1.

Example 1.4. For a less trivial example, consider f = x2
1 + . . . + x2

n. In this
case we have

∂xi • fs+1 = 2(s+ 1)xif
s,

hence (
n∑
i=1

∂2
xi

)
• fs+1 = (s+ 1)(4s+ 2n)fs,

hence we may take b(s) = (s+ 1)(4s+ 2n). In fact, one can show that in this case
bf (s) = (s+ 1)(s+ n

2 ).

The existence of a nonzero such polynomial b(s) is a deep result proved via
D-module theory (in fact, Bernstein developed the theory of D-modules over poly-
nomial rings in [Ber71] in order to prove the existence of this polynomial). We
will discuss this in detail in the last part of the course.

Let’s outline the solution to Gel’fand’s problem using the functional equation
(1.3). Let B+ = {x ∈ Rn | f(x) > 0} and B− = {x ∈ Rn | f(x) < 0}, so that
Zf,ϕ = Z+

f,ϕ + Z−f,ϕ, where

Z+
f,ϕ(s) =

∫
B+

f(x)sϕ(x)dx and Z−f,ϕ(s) =

∫
B−

(−f(x))sϕ(x)dx.

We analyze separately the two integrals using (1.3).
The argument in the proof of Proposition 1.1 implies that Z+

f,ϕ and Z−f,ϕ are

holomorphic in the half-plane H0 = {s | Re(s) > 0}. Using equation (1.3) and the
Stokes theorem, we see that for s ∈ H0, we have

(1.4) b(s)Z+
f,ϕ(s) =

∫
B+

(P (x, ∂x, s) • f(x)s+1)ϕ(x)dx =

∫
B+

f(x)s+1ψ(x)dx,

for some ψ ∈ C∞0 (Rn). Note now that the right-hand side of (1.4) is holomorphic in
the half-plane {s | Re(s) > −1}. We iterate this argument, multiplying by b(s+ 1),
b(s + 2), etc. to conclude that indeed Z+

f,ϕ extends meromorphically to C, with

each pole of multiplicity ≤ deg(b) and equal to some α − m, for some root α of
b(s) and some m ∈ Z≥0. The assertion for Z−f,ϕ follows from the one for Z+

f,ϕ by

replacing f with −f , noting that equation (1.3) implies that

b(s)(−f)s = Q(x, ∂x, s) • (−f)s+1 for some Q ∈ R[x, ∂x, s].
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By comparing the pole candidates for Zf,ϕ that arise via the two solutions, one
expects a connection between the roots of bf (s) and the numerical data associated
to a resolution of singularities. Such a result was indeed proved by Kashiwara
[Kas76] and Lichtin [Lic89]. We will discuss this in the last part of the course.

There is also a complex version of the results we discussed in this section.
More precisely, if f ∈ C[z1, . . . , zn], then for every ϕ ∈ C∞0 (Cn), one considers the
function

Zf,ϕ(s) =

∫
Cn
|f(z)|2sϕ(z)dzdz.

Again, this is holomorphic in the half-plane {s | Re(s) > 0} and admits a mero-
morphic continuation to C, for which the poles can be estimated either using an
embedded resolution of singularities or the roots of the Bernstein-Sato polynomial
of f . The proofs are entirely similar to the ones we discussed (though slightly more
technical), so we don’t go into details. We only point out that the different nor-
malization given by the presence of 2 in the exponent is related to the fact that the
function g(x) = 1

|x|q is locally integrable on R if and only if q < 1 and is locally

integrable on C if and only if q < 2.

1.2. A non-Archimedean analogue: Igusa’s p-adic zeta function

We next turn to a problem with an arithmetic flavor. Suppose that p is a fixed
prime integer and let f ∈ Z[x1, . . . , xn]. For every m ≥ 1, let

cm := #{u ∈ (Z/pmZ)n | f(u) = 0}.

The Poincaré series of f (with respect to p) is

Pf = Pf,p :=
∑
m≥0

cm
pmn

Tm ∈ Q[[T ]].

Example 1.5. If the hypersurface H defined by f is smooth, it is a consequence
of Hensel’s lemma that every solution of f in (Z/pZ)n lifts to a solution in (Z/pmZ)n

and the number of such lifts is precisely p(m−1)(n−1) (as it is in the case when
f = x1). It follows that in this case we have

Pf = 1 + c1p
1−n

∑
m≥1

(p−1T )m = 1 + c1 ·
p−nT

1− p−1T
.

Remark 1.6. Note that the trivial bound cm ≤ pmn implies that the radius of
convergence of Pf if ≥ 1.

Borevich and Shafarevich [BS66] asked whether Pf is always a rational func-
tion. Igusa gave a positive answer using p-adic integration. Before explaining his
result, we review a few basic facts about p-adic numbers.

Recall that the ring Zp of p-adic integers is the completion of the localization
of Z at the prime pZ. It is a DVR with maximal ideal pZp and residue field
Zp/pZp ' Z/pZ. It is a topological ring, with a basis of neighborhoods of 0 given
by pmZp, for m ∈ Z≥0. For every a ∈ Zp we denote by ordp(a) the largest m
such that a ∈ pmZp (with the convention that this is ∞ if a = 0). The absolute
value function | · |p : Zp → Q is given by |a|p = 1

pordp(a)
(with the convention that
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|0|p = 0). For every a, b ∈ Zp, we have |ab|p = |a|p · |b|p and the non-Archimedean
triangle inequality

|a+ b|p ≤ max{|a|p, |b|p}.
Associated to this we have the distance function given by d(a, b) = |a− b|p and the
topology on Zp is the one corresponding to this metric.

An important fact is that Zp is compact. It also carries a Haar measure: this
is the unique translation-invariant measure µp normalized by µp(Zp) = 1. We thus
have µp(p

mZp) = 1
pm . On Znp we consider the product measure that we still denote

by µp, hence

µp

(
n∏
i=1

pmiZp

)
=

(
1

p

)m1+...+mn

.

Given any f ∈ Z[x1, . . . , xn] (or, more generally, in Zp[x1, . . . , xn]), the Igusa
zeta function of f is the function Zf,p given by

Zf,p(s) =

∫
Znp

|f(x)|spdµp(x).

Note the similarity with the function discussed in the previous section (in this
setting, too, one could consider an auxilliary function ϕ, but it is not necessary,
since Znp is compact). As we will see shortly, this is again a holomorphic function
on the half-plane {s | Re(s) > 0} and it admits a meromorphic extension to C, but
unlike in the Archimedean setting, it is of a simple nature: it is a rational function
in p−s.

Let’s begin by describing Zf,p(s). If we put

Am = {u ∈ Znp | ordp(f(u)) ≥ m} for m ≥ 0,

then

Zf,p(s) =
∑
m≥0

µp(Am rAm+1)
1

pms
.

On the other hand, note that we can write

Am =

cm⊔
i=1

(ai + (pmZp)
n) ,

where a1, . . . , acm are lifts to Znp of the solutions of f in (Z/pmZ)n. We thus have

µp(Am rAm+1) = µp(Am)− µp(Am+1) =
cm
pmn

− cm+1

p(m+1)n
.

An easy computation now gives

(1.5) Zf,p(s) =
∑
m≥0

(
cm
pmn

− cm+1

p(m+1)n

)
p−ms = Pf (p−s)− ps

(
Pf (p−s)− 1

)
= Pf (p−s)(1− ps) + ps.

Since the radius of convergence of Pf is ≥ 1 (see Remark 1.6), it follows that
Pf (p−s) is well-defined whenever Re(s) > 0 and it gives a holomorphic function of
s in this half-plane. By (1.5), the same holds for Zf,p(s) in this half-plane.
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Example 1.7. Suppose that f = xa11 · · ·xarr , for some a1, . . . , ar ∈ Z>0. It
follows from Fubini’s theorem that

Zf,p(s) =

∫
Znp

|x1|a1sp · · · |xr|arsp dµp(x) =

r∏
i=1

∫
Zp

|xi|aisp dµp(xi).

However, the case of one variable is easy: we have∫
Zp

|xi|aisp dµp(xi) =
∑
m≥0

µp(p
mZp r pm+1Zp)p

−aims =

(
1− 1

p

)
·
∑
m≥0

p−m(ais+1)

=

(
1− 1

p

)
· (1− p−(ais+1)).

We thus conclude that

Zf,p(s) =

(
1− 1

p

)r
·
r∏
i=1

(1− p−(ais+1)).

In particular, we see that Zf,p is a rational function of p−s, and thus meromorphic

on C; moreover, each pole has multiplicity ≤ r and it is of the form − 1
ai

+ 2jπ
√
−1

ailog(p)

for some i and some j ∈ Z.

Igusa proved that in fact the same holds for any f (see [Igu74], [Igu75], and
[Igu78]).

Theorem 1.8 (Igusa). For every f ∈ Zp[x1, . . . , xn], the function Zf,p is a
rational function in p−s.

In light of formula (1.5), we get the following

Corollary 1.9. For every f ∈ Z[x1, . . . , xn] and every prime p, the Poincaré
series Pf,p is a rational function.

The approach to Theorem 1.8 follows a similar path to that discussed in the
previous section when proving the meromorphic continuation of Zf,ϕ via resolution
of singularities. We may assume that f is nonzero and consider an embedded
resolution of singularities for the hypersurface defined by f in An

Qp
, where Qp is

the fraction field of Zp. This is a proper birational morphism π : Y → An
Qp

inducing

a morphism of p-adic manifolds π : Y (Qp) → Qn
p . The key point of using p-adic

integrals is that they satisfy a change of variable formula, which allows writing
Zf,p(s) as an integral over π−1(Znp ). If the morphism π is induced by a morphism
Y → An

Zp
that also induces an embedded resolution of the hypersurface defined

by f ∈ Z/pZ[x1, . . . , xn] (this is not the case in general, but it holds if we start
with f ∈ Z[x1, . . . , xn] and we take p large enough), then the computation of the
integral on π−1(Znp ) is easy: it essentially comes down to the computation we have
done in Example 1.7. The general case is more involved but again it reduces to a
computation in the monomial case.

The proof also gives a set of candidate poles for Zf,p. With the above notation,
we know that for the resolution π, around any point in Y (Qp) we can find local
coordinates y1, . . . , yn such that

f ◦ π = uya11 · · · yann and det(Jac(π)) = vyk11 · · · yknn ,
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where u and v are invertible functions. As in the Archimedean case, we need to
integrate expressions of the form |yi|ais+kip . As in Example 1.7, we get∫
Zp

|yi|ais+kip dµp(yi) =
∑
m≥0

(
1

pm
− 1

pm+1

)
p−m(ais+ki) =

(
1− 1

p

)
(1−p−(ais+ki+1)).

Igusa’s proof shows that indeed, Zf,p is a rational function in p−s, a sum of fractions

whose denominator is a product of ≤ n terms of the form 1−p−(ais+ki+1). It follows

that every pole has multiplicity ≤ n and it is of the form −ki+1
ai

+ 2jπ
√
−1

ailog(p) , for some

i and some j ∈ Z. In particular, its real part is equal to −ki+1
ai

, for some i.
The following is the major open problem concerning Igusa zeta functions. Note

that every f ∈ Z[x1, . . . , xn] can be viewed as a polynomial with real (or complex)
coefficients and therefore has a Bernstein-Sato polynomial bf (s).

Conjecture 1.10 (Igusa’s strong monodromy conjecture). For every non-
constant f ∈ Z[x1, . . . , xn] and every prime p, is s0 is a pole of Zf,p, then Re(s0) is
a root of bf (s).

A geometric version of the p-adic story was developed about 25 years ago by
Kontsevich [Kon95], Batyrev [Ba98], and Denef-Loeser [DL99]. The very rough
idea is that one replaces the complete DVR Zp and its quotients Z/pmZ by k[[t]] and
its quotients k[t]/(tm). Given an algebraically closed field k of characteristic 0 and
a variety X over k one considers the spaces X

(
k[[t]]

)
and X

(
k[t]/(tm)

)
, respectively

the space of arcs and the space of (m− 1)-jets of X. Each X
(
k[t]/(tm)

)
is the set

of points of an algebraic variety, and instead of counting the number of points of
a finite set (as we did when setting up the Poincaré series Pf ) one can define a
generating function with coefficients in a Grothendieck ring of algebraic varieties
and a motivic zeta function [DL98], and the story that one develops has a strong
similarity with what we outlined above. We will discuss this in detail in the third
part of the course.

1.3. A rough summary of the course

The course will be divided in four parts. The first part will be devoted to
invariants of singularities that appear in birational geometry, such as multiplier
ideals and log canonical thresholds. We will discuss the connection between these
invariants and vanishing theorems and give some applications. While we will see
the analytic definition of these objects, which is close in spirit to the material in
Section 1.1, our approach to their study will be purely algebraic.

Multiplier ideals and log canonical thresholds can be defined also in positive
characteristic, but there are two major obstacles to their study. First, resolution
of singularities (which is an important tool in characteristic 0) is not known in
this setting. More importantly, vanishing theorems can fail in characteristic p, so
multiplier ideals lose their power. However, it turns out that in this setting one can
define similar invariants (test ideals and F -pure thresholds) using the Frobenius
morphism. Test ideals satisfy similar properties to those enjoyed by multiplier
ideals in characteristic 0 and there are deep results and conjectures regarding the
connection between these objects via reduction mod p. This will be the subject of
the second part of the course.
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In the third part we will discuss the spaces of arcs and jets of algebraic varieties
and their connection to birational geometry. In particular, we will see how one can
describe multiplier ideals and log canonical thresholds using the geometry of certain
subsets of the space of arcs. We will also discuss the motivic analogue of Igusa’s
zeta function and its connection to singularities.

One word about the setting: we will almost exclusively work in an ambient
smooth variety. Certain definitions and results (especially those covered in the
first two parts of the course) extend to the case when the ambient variety has
mild singularities. However, in order to avoid technicalities and since the main
ideas already appear in the setting of a smooth ambient variety, we will make this
assumption.





CHAPTER 2

Multiplier ideals and log canonical thresholds

In this chapter we discuss some invariants of singularities that play an important
role in birational geometry. We follow rather closely the presentation in [Laz04],
to which we refer to for a more in-depth discussion.

2.1. Divisorial valuations

We begin with a discussion of certain valuations which play an important role
in the study of singularities in birational geometry.

Definition 2.1. A discrete valuation on a fieldK is a function v : K → Z∪{∞}
that satisfies the following conditions:

i) v(a) =∞ if and only if a = 0.
ii) v(ab) = v(a) + v(b) for all a, b ∈ K.
iii) v(a+ b) ≥ min{v(a), v(b)} for all a, b ∈ K.
iv) There is a ∈ K such that v(a) 6= 0,∞.

All valuations that we will encounter in this course arise as follows. Let k be a
fixed algebraically closed field and Y a normal variety over k (by variety over k we
mean a separated, integral scheme of finite type over k; moreover, unless explicitly
mentioned otherwise, a point of Y is a closed point). If E is a prime divisor on Y
(that is, E is a closed irreducible subset of Y of codimension 1 in Y ), then the local
ring OY,E is a DVR. If a is a generator of its maximal ideal, then every element ϕ
of the function field k(Y ) can be uniquely written as ϕ = uam for some m ∈ Z and
u ∈ OY,E invertible. If we put ordE(ϕ) = m, then ordE is a discrete valuation of
k(Y ), the order of vanishing along E.

If X is an arbitrary variety over k, a divisor over X is given by a prime divisor
E on a normal variety Y that has a birational morphism to X (note that in this
case k(Y ) = k(X)). We identify two such divisors if the corresponding valuations
of k(X) agree. A valuation of k(X) that arises in this way is a divisorial valuation
of X. We also say that (Y,E) gives a model for the valuation ordE .

Remark 2.2. If E is a prime divisor on a normal variety Y and V is an open
subset of Y with E ∩ V 6= ∅, it is clear that E and E ∩ V (considered as a divisor
on V ) give the same valuation of k(Y ). Going in the opposite direction, when
considering a divisor over X, we can always realize it as a prime divisor E on Y ,
where the birational morphism Y → X is proper. Indeed, it follows from a theorem
of Nagata and Deligne [Con07] that there is a variety Z with a proper morphism
Z → X and a morphism Y ↪→ Z over X which is an open immersion. After possibly
replacing Z by its normalization, we may assume that Z is normal, and in this case
we may replace any prime divisor E on Y by its closure in Z; as we have seen, the
corresponding valuation does not change.

11
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Remark 2.3. If f : Z → Y is a proper birational morphism of normal vari-
eties, let U be the domain of the rational map f−1. This is the largest open subset
of Y with the property that the induced morphism f−1(U) → U is an isomor-
phism. Since Y is normal, it follows from the valuative criterion for properness
that codimY (Y r U) ≥ 2. The closed subset Exc(f) := Z r f−1(U) is the excep-
tional locus of f and a prime divisor E on Z is exceptional (or f -exceptional if f is
not clear from the context) if it is contained in the exceptional locus. Note that E
is exceptional if and only if dim

(
f(E)

)
< dim(E).

If F is a prime divisor on Y , then F ∩ U 6= ∅; the strict transform of F is

F̃ := f−1(F ∩ U). Note that ordF = ordF̃ : this follows by restricting over U . It
is clear that if E is a prime divisor on Z that is not f -exceptional, then f(E) is a

prime divisor on Y and E = f̃(E).

Exercise 2.4. Let g : Z → Y and f : Y → X be two proper birational mor-
phisms between normal varieties.

i) Show that a prime divisor E on Z is (f ◦ g)-exceptional if and only if
either E is g-exceptional or it is the strict transform of an f -exceptional
prime divisor on Y .

ii) Show that Exc(f ◦ g) = Exc(g) ∪ g−1
(
Exc(f)

)
.

Remark 2.5. i) If Y is a normal variety and E1 and E2 are two prime
divisors on Y , then ordE1 = ordE2 if and only if E1 = E2. Indeed, this
follows from the fact that E1 = E2 if and only if OY,E1 = OY,E2 and

OY,Ei = {ϕ ∈ k(Y ) | ordEi(ϕ) ≥ 0}.
ii) Suppose that we have two divisors over X, realized as the prime divisors

Ei on the normal varieties Yi, where we have proper birational morphisms
fi : Yi → X (for i = 1, 2). In this case there is a commutative diagram

W

g1

��

g2 // Y2

f2

��
Y1

f1

// X,

with W a normal variety and g1 and g2 proper and birational. For ex-
ample, we can take W to be the normalization of the unique irreducible
component of Y1 ×X Y2 that dominates X. In this case, it follows from

part i) and Remark 2.3 that ordE1 = ordE2 if and only if Ẽ1 = Ẽ2 as
prime divisors on W .

Remark 2.6. If v is a divisorial valuation of X and we have a birational
morphism g : Y → X, it is clear that every divisorial valuation of Y is also a
divisorial valuation of X. Conversely, if g is also proper and v is a divisorial
valuation of X, then v is also a divisorial valuation of Y . Indeed, if v = ordE ,
where E is a prime divisor on the normal variety Z, that has a proper birational
morphism f : Z → X, then we have a commutative diagram

W

��

// Z

f

��
Y

g
// X,
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with W normal and all morphisms proper and birational. If Ẽ is the strict transform
of E on W , then v = ordẼ , which gives our assertion.

Definition 2.7. Let X be a variety and v a divisorial valuation of X. The
center cX(v) is defined as follows: choose a birational morphism f : Y → X, with
Y normal, and a prime divisor E on Y such that v = ordE . We then put cX(v) =

cX(E) := f(E). Note that this indeed only depends on v: this follows easily from
assertion ii) in Remark 2.5.

Remark 2.8. If v is a divisorial valuation of X and U is an open subset of X,
then v is a divisorial valuation of U if and only if cX(v) ∩ U 6= ∅.

Definition 2.9. Given a variety X and a nonzero ideal1 a of OX , for every
divisorial valuation v, we define the order of vanishing v(a) as follows. Let π : Y →
X be a proper birational morphism, with Y normal, such that a · OY = OY (−F )
for an effective Cartier divisor F on Y and v = ordE for a prime divisor E on Y .
Note that we can find such Y by first choosing a model (Y,E) with v = ordE and

then replacing (Y,E) by (Ỹ , Ẽ), where Ỹ → Y is the normalization of the blow-up

of Y along a · OY and Ẽ is the strict transform of E. We then take v(a) to be the
coefficient of E in (the Weil divisor associated to) F .

Remark 2.10. In order to see that the above definition is independent of the
choice of (Y,E), note the following alternative description: if U is an open subset
of X with U ∩ cX(v) 6= ∅ and such that a · OU is generated by f1, . . . , fr ∈ OX(U),
then

v(a) = min{v(fi) | 1 ≤ i ≤ r}.

If v is a divisorial valuation of X and D is an effective Cartier divisor on X,
we also write v(D) for v

(
OX(−D)

)
.

The assertions in the next lemma follow directly from the definition:

Lemma 2.11. Let a and b be nonzero ideal sheaves on the variety X and v a
divisorial valuation on X.

i) If a ⊆ b, then v(a) ≥ v(b).
ii) For every positive integer m, we have v(am) = m · v(a).

Given a variety X and a divisorial valuation v of X, for every m ∈ Z≥0 we get
an ideal am(v) ⊆ OX , as follows. For every open subset U ⊆ X, we take

Γ
(
U, am(v)

)
=

{
{f ∈ OX(U) | v(f) ≥ 0}, if U ∩ cX(v) 6= ∅;

OX(U), otherwise.

Lemma 2.12. If π : Y → X is a proper birational morphism of normal varieties
and E is a prime divisor on Y , then

am(ordE) = π∗OY (−mE) for all m ∈ Z≥0.

In particular, the sheaf am(ordE) is coherent.

Proof. Recall that OY (−mE) is the sheaf of rational functions on Y whose
sections over an open subset V of Y consist of 0, together with those ϕ such that

1Unless explicitly mentioned otherwise, all ideal sheaves are assumed to be coherent.
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the restriction of divY (ϕ) −mE to V is effective. Note that we have an injection
OY (−mE) ↪→ OY which induces an injection

π∗OY (−mE) ↪→ π∗OY = OX ,

where the equality follows since π is proper and birational andX is normal (Zariski’s
Main Theorem). It is now straightforward to see that this injection identifies
π∗OY (−mE) with am(ordE). �

Example 2.13. Suppose that X is a smooth variety and Z is a smooth sub-

variety, defined by the ideal IZ . Let f : X̃ → X be the blow-up of X along Z,
with exceptional divisor E. Note that E is a projective bundle over Z, hence it is

smooth and irreducible, and thus X̃ is smooth as well (and irreducible). We put
ordZ := ordE .

Lemma 2.14. With the notation in the above example, for every q ≥ 0, we have

f∗OX̃(−qE) = IqZ .

Proof. It is clear from the definition that we have an inclusion IqZ ⊆ f∗OX̃(−qE)
for every q. Furthermore, we have a commutative diagram with exact rows

0 // Iq+1
Z

��

// IqZ

��

// IqZ/I
q+1
Z

ϕq

��

// 0

0 // f∗OX̃
(
− (q + 1)E

)
// f∗OX̃(−qE) // f∗OE(−qE).

Recall that E = P(IZ/I2
Z) and OE(1) ' OE(−E), hence the vertical map ϕq is an

isomorphism. The assertion in the lemma thus follows by induction on q starting
with the trivial case q = 0. �

Remark 2.15. With the notation in Lemma 2.14, by taking the stalk at the
generic point of Z, we see that for a ∈ OX,Z r {0} we have

ordZ(a) = max{j ∈ Z≥0 | a ∈ mj},

where m ⊂ OX,Z is the maximal ideal.

Example 2.16. More generally, given any irreducible subset Z of a variety X,
such that Z intersects the smooth locus Xsm of X, we have a divisorial valuation
of X, denoted by ordZ , defined as follows: choose an open subset W of Xsm, with
W ∩ Z smooth and nonempty. Then take ordZ to be the valuation associated
to W ∩ Z ⊂ W . It is clear from definition that cX(ordZ) = Z. Note that if
codimX(Z) = 1, then this definition of ordZ agrees with our previous definition in
the case of prime divisors.

Exercise 2.17. Let X be a smooth variety and let Z be a smooth subvariety
of X. Let f : Y → X be the blow-up along Z, with exceptional divisor E. Show

that if D is an effective divisor on X and ordZ(D) = q, then f∗(D) = D̃ + qE,

where if D =
∑
i aiDi, we put D̃ =

∑
i aiD̃i.

We next introduce the relative canonical divisor of a proper birational morphism
between smooth varieties. Consider, more generally, a birational morphism f : Y →
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X, with X and Y smooth varieties. Let d = dim(X) = dim(Y ). We have a
canonical morphism f∗ΩX → ΩY that induces the morphism

f∗ωX = f∗ΩdX → ΩdY = ωY .

This is injective, since it is a morphism of line bundles which is an isomorphism in
the open subset f−1(U), where U ⊆ X is such that f−1(U)→ U is an isomorphism.
Therefore it is defined by a nonzero section of the line bundle ωY ⊗OY f∗ω−1

X . The
relative canonical divisor KY/X is the corresponding effective divisor on Y , so that

OY (KY/X) ' ωY ⊗OY f∗ω−1
X .

Proposition 2.18. If f : Y → X is a proper birational morphism between
normal varieties, then the largest open subset over which f is an isomorphism is
equal to the set U consisting of those x ∈ X with dim f−1(x) = 0. If we assume
that X and Y are smooth, then Supp(KY/X) = Exc(f); in particular, Exc(f) has
pure codimension 1.

Proof. By Zariski’s Main Theorem, we know that for every x ∈ X, the fiber
f−1(x) is connected. In particular, if an irreducible component of f−1(x) is 0-
dimensional, then f−1(x) consists of only one point.

Note now that U is open in X by semicontinuity of fiber dimension. As we have
seen, the induced map g : f−1(U)→ U is injective. Moreover, it is surjective (since
f is proper and dominant), hence it is bijective; therefore g is a homeomorphism,
being continuous and closed. Furthermore, Zariski’s Main Theorem gives OU '
g∗Of−1(U), hence g is an isomorphism.

Since the fibers of f over X r U have dimension ≥ 1, it is then clear that U is
the largest open subset over which f is an isomorphism. We thus have Exc(f) =
f−1(X r U).

Suppose now that X and Y are smooth. It follows from the definition of KY/X

that Z := Supp(KY/X) is the set of those y ∈ Y such that f is not étale at y.

Since f is an isomorphism over U , we clearly have Z ⊆ f−1(X r U) = Exc(f); the
opposite inclusion follows since for x 6∈ f−1(U), there is an irreducible component
of f−1

(
f(x)

)
containing x, hence f can’t be étale at x. �

Example 2.19. Let X be a smooth variety and Z a smooth subvariety of
codimension r. If f : Y → X is the blow-up of X along Z, with exceptional divisor
E, then KY/X = (r−1)E. Indeed, note first that by Proposition 2.18, we know that
KY/X = mE, for some m ∈ Z>0, hence we just need to show that m = r−1. Let U

be an affine open subset of X and x1, . . . , xn an algebraic system of coordinates2 on
U such that Z ∩ U is defined in U by (x1, . . . , xr). Consider inside BlU∩Z(U) ⊆ Y
the affine open subset V with algebraic coordinates y1, . . . , yn that satisfy

f∗(x1) = y1, f∗(xi) = y1yi for 2 ≤ i ≤ r, f∗(xj) = yj for r < j ≤ n.
It is then clear that

f∗(dx1) = dy1, f∗(dxi) = y1dyi + yidy1 for 2 ≤ i ≤ r, and

f∗(dxj) = dyj for r < j ≤ n,
hence

f∗(dx1 ∧ . . . ∧ dxn) = yr−1
1 dy1 ∧ . . . ∧ dyn,

which gives m = r − 1.

2This means that the 1-forms dx1, . . . , dxn trivialize ΩU .
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The following lemma describes the relative canonical divisor for a composition
of morphisms:

Lemma 2.20. If f : Y → X and g : Z → Y are birational morphisms between
smooth varieties, then

KZ/X = KZ/Y + g∗(KY/X).

Proof. The assertion follows from the fact that the morphism ωZ → (f◦g)∗ωX
is the composition

ωZ → g∗ωY → g∗(f∗ωX).

�

We can now define the log discrepancy of divisorial valuations of smooth vari-
eties. Let X be a smooth variety and v a divisorial valuation of X. Suppose that
v = ordE , where E is a prime divisor on the normal variety Y , with a birational
morphism f : Y → X. Since Y is smooth in codimension 1, we may replace it by
the smooth locus Ysm and E by E ∩ Ysm, to assume that Y is smooth. The log
discrepancy of v is AX(v) := 1 + kE , where kE is the coefficient of E in KY/X .
Note that this is independent on the chosen model (Y,E). Indeed, it follows from
assertion ii) in Remark 2.5 that it is enough to show that if we have a proper bira-

tional morphism g : Y ′ → Y , with Y ′ normal and E′ = Ẽ, then E′ and E lead to
the same invariant. Applying Lemma 2.20 to the composition Y ′sm → Y → X, we
see that the coefficient kE′ of E′∩Y ′sm in KY ′sm/X

is equal to kE : note that since E′

is not g-exceptional, its coefficient in KY ′sm/Y
is 0 (we can’t apply Proposition 2.18

here since the morphism Y ′sm → Y might not be proper, but the assertion follows
directly from the definition of KY ′sm/Y

).

Remark 2.21. It follows from Lemma 2.20 that if f : Y → X is a birational
morphism between smooth varieties, then for every divisorial valuation v of Y , we
have

AX(v) = AY (v) + v(KY/X).

We end this section by recalling the notions of resolutions of singularities that
we will need. From now on, we assume that the ground field has characteristic
0. Given a variety X, a resolution of singularities of X is a proper, birational
morphism f : Y → X, with Y smooth. Resolutions exist in characteristic 0 by a
fundamental result of Hironaka [Hir64]. In fact, it is known that one can take f
to be projective and an isomorphism over the smooth locus of X.

In this course, we will need a version adapted to the case of a pair (X, a), where
a is a nonzero ideal on X. We begin with the following key

Definition 2.22. Suppose that X is a smooth variety and D is a divisor on
X. We say that D has simple normal crossings (SNC, for short) if every point of
X has an open neighborhood U with an algebraic system of coordinates x1, . . . , xn
such that D|U = divU (xa11 · · ·xann ) for some a1, . . . , an ∈ Z. Note that this is only
on condition on the support of D.

Given a normal variety X and a nonzero ideal a on X, a log resolution of the
pair (X, a) is a proper birational morphism f : Y → X, with Y smooth, such that
the following conditions hold:

i) We have a · OY = OY (−F ) for an effective divisor F on Y .
ii) Exc(f) has pure codimension 1.
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iii) If E is the sum of the f -exceptional divisors, then F + E has SNC.

Note that by Proposition 2.18, condition ii) above is automatically satisfied if X is
smooth. Log resolutions are known to exist in characteristic 0 by Hironaka’s result
[Hir64]. Moreover, by this result, we may assume that f is projective. In fact, one
can assume in addition that f is an isomorphism over U ⊆ X if the open subset U
is smooth and a|U is the ideal defining an effective SNC divisor on U , see [Kol07].
If Y is a proper closed subscheme of X (for example, an effective Cartier divisor)
defined by the ideal aY , then a log resolution of (X, aY ) will also be called a log
resolution of (X,Y ) (this is also called an embedded resolution of singularities of Y
when X is smooth and Y is a hypersurface in X).

Remark 2.23. If we have several nonzero ideals a1, . . . , ar on the normal variety
X, we may consider a log resolution of (X, a), where a = a1 · · · ar. If this is given
by f : Y → X, then this has the property that we can write ai · OY = OY (−Fi) for
some effective divisors Fi on Y and if E is the sum of the f -exceptional divisors,
then E +

∑r
i=1 Fi has SNC.

Remark 2.24. Let f : Y → X be a proper birational morphism, with X nor-
mal. If a is a nonzero ideal on X, then we can find a log resolution h : Z → X of
(X, a) that dominates Y (that is, which factors as f◦g, for some g : Z → Y ). Indeed,
after possibly replacing Y by its normalization, we may assume that it is normal. If
b is the ideal defining Exc(f) (with the reduced scheme structure) and if g : Z → Y
is a log resolution of

(
Y, (a · OY ) · b

)
, then h = f ◦ g satisfies the desired condition:

note that by assertion ii) in Exercise 2.4, Exc(h) = Exc(g) ∪ g−1
(
Exc(f)

)
.

Remark 2.25. Given a nonzero ideal a on the normal variety X and two
log resolutions f1 : Y1 → X and f2 : Y2 → X of (X, a), we can find another such
log resolution f : Y → X that dominates both of them. Indeed, arguing as in
Remark 2.5 we see that we have a commutative diagram

W

��

// Y2

f2

��
Y1

f1

// X,

with all maps proper and birational. We can then find the log resolution Y → X
that dominates W → X using the previous remark.

Exercise 2.26. Let X be a smooth variety, E a prime divisor on X, and
D =

∑r
i=1 aiDi a divisor on X such that E 6= Di for all i.

i) Show that D has simple normal crossings if and only if for every J ⊆
{1, . . . , r}, the intersection

⋂
i∈J Di is either empty or smooth, of codi-

mension |J | in X.
ii) Deduce that if the ground field has characteristic 0, the divisor D has

simple normal crossings, and H is a general element of a base-point free
linear system on X, then D +H has simple normal crossings.

iii) Show that if D + E has simple normal crossings, then E is smooth and
D|E has simple normal crossings. Moreover, the divisors Di|E are smooth
(possibly disconnected), without common components.
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iv) If E is smooth, theDi|E have no common components, andD|E has simple
normal crossings, then there is an open neighborhood U of E1 such that
(D + E)|U has simple normal crossings.

Exercise 2.27. LetX be a smooth variety over a ground field k, with char(k) =
0, let Z be a smooth subvariety of X of codimension r, and let a be an ideal in OX .

i) Suppose that x1, . . . , xn are algebraic coordinates on an open subset U of
X such that Z ∩ U is nonempty and defined in U by (x1, . . . , xr). Let
∂
∂x1

, . . . , ∂
∂xn
∈ Derk

(
OX(U)

)
be the dual basis of dx1, . . . , dxn, and for

α = (α1, . . . , αn) ∈ Zn≥0, we consider ∂|α|

∂xα : OX(U) → OX(U). Show that

for f ∈ OX(U) we have ordZ(f) ≥ m if and only if ∂|α|f
∂xα vanishes on X

for all α = (α1, . . . , αr, 0, . . . , 0), with |α| = α1 + . . .+ αr ≤ m− 1.
ii) Show that ordZ(a) ≥ m if and only if ordx(a) ≥ m for all x ∈ Z.

iii) Show that for every m, the set {x ∈ X | ordx(a) ≥ m} is closed in X.

2.2. The definition of multiplier ideals

Unless explicitly mentioned otherwise, from now on we work over a fixed alge-
braically closed field k, with char(k) = 0. Let X be a smooth variety.

Definition 2.28. An R-divisor on X is a finite linear combination of prime

divisors on X, with R-coefficients. Given such a divisor D =
∑N
i=1 aiDi (whenever

we write this we assume that the Di are mutually distinct), we put

bDc =

N∑
i=1

baicDi and dDe =

N∑
i=1

daieDi,

where for a ∈ R we denote by bac (resp. dae) the largest integer ≤ a (resp. the
smallest integer ≥ a).

We can now give the definition of the main object we will be concerned with
in this chapter.

Definition 2.29. Let X be a smooth variety and a a nonzero sheaf of ideals.
For every λ ∈ R≥0, the multiplier ideal J (aλ) is defined as follows: if f : Y → X
is a log resolution of (X, a), with a · OY = OY (F ), then

J (aλ) := f∗OY
(
KY/X − bλF c

)
.

It is a bit hard to justify at this point why make this definition. However, this
notion becomes more natural when considered in the context of vanishing theorems,
as we will see later.

Remark 2.30. With the notation in the above definition, note that bλF c is an
effective divisor, hence

OY
(
KY/X − bλF c

)
⊆ OY (KY/X) and thus J (aλ) ⊆ f∗OY (KY/X).

Since KY/X is an f -exceptional effective divisor, it follows from the lemma below
that the inclusion OY ⊆ OY (KY/X) induces an equality

OX = f∗OY = f∗OY (KY/X).

Therefore J (aλ) is an ideal of OX .
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Lemma 2.31. Let f : Y → X be a proper birational morphism between normal
varieties. If D is an effective f -exceptional3 Weil divisor on Y , then the inclusion
OY ↪→ OY (D) induces equalities

OX = f∗OY = f∗OY (D).

Proof. The first equality is a consequence of Zariski’s Main Theorem but it
will also follow from the argument below. In order to prove that the inclusions
OX ↪→ f∗OY ↪→ f∗OY (D) are equalities, we may assume that X is affine. We
need to show that if ϕ ∈ k(X) r {0} is such that divY (ϕ) + D is effective, then
ϕ ∈ OX(U). Indeed, if ϕ 6∈ OX(U), then there is a prime divisor E on X with

ordE(ϕ) < 0. Since Ẽ does not appear in D, it follows that the coefficient of E in
divY (ϕ) +D is negative, a contradiction. �

Remark 2.32. With the notation in Definition 2.29, if U is open in X, we
know that ϕ ∈ OX(U) lies in Γ

(
U,J (aλ)

)
if and only if for every prime divisor E

on Y with cX(E) ∩ U 6= ∅, we have

ordE(KY/X) + ordE(ϕ) ≥ bλ · ordE(F )c = bλ · ordE(a)c,
or equivalently

ordE(ϕ) +AX(ordE) > λ · ordE(a).

The following is the main result of this section:

Theorem 2.33. The definition of J (aλ) does not depend on the choice of
resolution.

Proof. Suppose that U is an open subset of X and ϕ ∈ OX(U). If f : Y → X
is a log resolution and F as in Definition 2.29, then we saw in Remark 2.32 that ϕ is
a section of J (aλ) if and only if for every prime divisor E on Y with cX(E)∩U 6= ∅,
we have

(2.1) ordE(ϕ) +AX(ordE) > λ · ordE(a).

We need to show that if this is the case, then the same inequality remains true for
every divisor E′ over X with cX(E′) ∩ U 6= ∅.

Without any loss of generality, we may assume that U = X. Given a divisor
E′ over X, we want to show that

(2.2) ordE′(ϕ) +AX(ordE′) > λ · ordE′(a).

Consider the divisors E1, . . . , Er on X that contain cY (ordE′) and that are con-
tained in Supp(F ) ∪ Exc(f). Let qi = ordE′(Ei) for 1 ≤ i ≤ r. By assumption,
E1 + . . .+ Er is an SNC divisor. Note that since a · OY = OY (−F ), we have

(2.3) ordE′(a) =

r∑
i=1

qi · ordEi(a).

Since the inequality (2.2) is trivial if cY (ordE′) 6⊆ Supp(F ) ∪ Exc(f), we may and
will assume that r ≥ 1 (for those interested also in the case when X is singular: in
that setting, in order to run the same argument, we need here the condition that
Exc(f) is of pure codimension 1). It is clear that we have

ordE′(ϕ) ≥
r∑
i=1

qi · ordEi(ϕ),

3This means that all prime divisors in D are f -exceptional.
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hence using (2.1) for E = E1, . . . , Er and (2.3), we get

ordE′(ϕ) >

r∑
i=1

qi
(
λ · ordEi(a)−AX(ordEi)

)
= λ · ordE′(a)−

r∑
i=1

qi ·AX(ordEi).

Therefore (2.2) follows if we prove that

(2.4) AX(ordE′) ≥
r∑
i=1

qi ·AX(ordEi).

Lemma 2.34 below gives AY (ordE′) ≥
∑r
i=1 qi. If ki = AX(ordEi) − 1, then

KY/X =
∑
i kiEi and using Remark 2.21 we get

AX(ordE′) = AY (ordE′) + ordE′(KY/X) ≥
r∑
i=1

qi +

r∑
i=1

kiqi =

r∑
i=1

qi ·AX(ordEi).

Therefore (2.4) holds and this completes the proof. �

Lemma 2.34. Let Y be a smooth variety and E = E1 + . . . + Er an SNC
divisor on Y . If E′ is a divisor over Y with qi := ordE′(Ei) ≥ 1 for all i and
s = codimY

(
cY (ordE′)

)
, then

AY (ordE′) ≥ (s− r) +

r∑
i=1

qi.

Proof. Suppose that E′ is a prime divisor on the normal variety W , that has
a proper birational morphism g : W → Y . Let P ∈ E′ be a general point, so that
both W and E′ are smooth at P . Furthermore, we may and will assume that g(P )
is a smooth point of cY (ordE′). Choose a regular system of parameters y1, . . . , yn in
OY,g(P ) such that Ei is defined at g(P ) by (yi) for 1 ≤ i ≤ r and cY (ordE′) is defined
at P by (y1, . . . , ys). Consider also a regular system of parameters x1, . . . , xn in
OW,P , such that E′ is defined at P by (x1). By assumption, we can write

g∗(yi) = xqi1 ui for 1 ≤ i ≤ s

for some ui ∈ OW,P , where we put qi = 1 for r < i ≤ s. We thus have

g∗(dyi) = qix
qi−1
1 uidx1 + xqi1 dui for 1 ≤ i ≤ s,

which implies

g∗(dy1 ∧ . . . ∧ dyn) ∈ xq1+...+qs−1
1 ωW,P ,

hence

AY (ordE′) ≥
s∑
i=1

qi = (s− r) +

r∑
i=1

qi.

�

Independence on resolution implies the following Change of Variable formula
for multiplier ideals.

Corollary 2.35. Let f : Y → X be a proper birational morphism between
smooth varieties. If a is a nonzero ideal on X and b = a · OY , then for every
λ ∈ R≥0, we have

J (aλ) = f∗
(
J (bλ) · OY (KY/X)

)
.
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Proof. We choose a log resolution h : Z → X for (X, a) that factors through
f , that is, we have h = f ◦ g for a proper birational morphism g : Z → Y (see
Remark 2.24). In this case g is a log resolution of (Y, b). Let F be the divisor on
Z such that a · OZ = OZ(−F ) = b · OZ . We thus have

J (aλ) = h∗OZ(KZ/X − bλF c) and

J (bλ) = g∗OZ(KZ/Y − bλF c).
Recall that by Lemma 2.20 we have KZ/X = KZ/Y + g∗(KY/X), hence the projec-
tion formula gives

f∗
(
J (bλ) · OY (KY/X)

)
= f∗

(
g∗OZ(KZ/Y − bλF c) · OY (KY/X)

)
= h∗OZ(KZ/Y + g∗(KY/X)− bλF c) = J (aλ).

�

Remark 2.36. Note that if m is a positive integer, a log resolution f : Y → X
of (X, a) is also a log resolution of (X, am) and if a ·OY = OY (−F ), then am ·OY =
OY (−mF ). It then follows from the definition that J

(
(am)λ

)
= J (amλ) for every

λ ∈ R≥0.

If λ = 1, then we simply write J (a) instead of J (a1). Also, if D is an effective
Q-divisor, then we write J (D) for J (a1/m), where m is a positive integer such that
mD has integer coefficients and a = OX(−mD) (note that J (D) does not depend
on the choice of m by Remark 2.36).

Remark 2.37. Note that for every nonzero ideal a and every λ ∈ R≥0, we have

a ⊆ rad
(
J (aλ)

)
.

In fact, if m is an integer such that m ≥ λ, then it follows directly from the definition
of the multiplier ideal that

am ⊆ J (aλ).

2.2.1. Jumping numbers and the log canonical threshold. The follow-
ing proposition follows directly from the definition of multiplier ideals and the
properties of the b−c function.

Proposition 2.38. If a is a nonzero ideal on the smooth variety X, then the
following hold:

i) If λ, µ ∈ R≥0 and λ ≥ µ, then J (aλ) ⊆ J (aµ).
ii) For every λ ∈ R≥0, there is ε > 0 such that

J (aλ) = J (aµ) for all µ with λ ≤ µ ≤ λ+ ε.

iii) J (a0) = OX .
iv) There is m ∈ Z>0 such that for all λ ∈ R>0 r 1

mZ, there is ε > 0 such
that

J (aλ) = J (aµ) for all µ with λ− ε ≤ µ ≤ λ.

Definition 2.39. A positive λ is a jumping number of a if J (aλ) ( J (aµ) for
all µ < λ.
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It follows from Proposition 2.38 that there is a positive integer m such that all
jumping numbers of a lie in 1

mZ>0. The jumping numbers of a were introduced and
studied systematically in [ELSV04]. The most important jumping number is the
first one: this is the log canonical threshold lct(a). By Proposition 2.38, we have

lct(a) := sup{λ > 0 | J (aλ) = OX} = min{λ > 0 | J (aλ) 6= OX}
(with the convention that lct(a) = ∞ if J (aλ) = OX for all λ). If a = OX(−D),
where D is an effective divisor on X, it is common to also write lct(X,D) (or lct(D)
if X is understood) instead of lct(a).

Remark 2.40. Let a be a nonzero ideal on the smooth variety X. If f : Y → X
is a log resolution of (X, a), let F be the divisor on Y such that a · OY = OY (−F )
and let us write

F =

r∑
i=1

aiEi and KY/X =

r∑
i=1

kiEi.

It follows from the definition of J (aλ) that 1 ∈ J (aλ) if and only if ki + 1 > λai
for all i. We thus conclude that

lct(a) = min
i

ki + 1

ai
.

Since we know that this is independent of the resolution, we can also write

lct(a) = min
v

AX(v)

v(a)
,

where the minimum is over all divisorial valuations of X. We note that lct(a) =∞
if and only if a = OX .

It is convenient to also have a local version of the log canonical threshold.

Definition 2.41. If a is a nonzero ideal on the smooth variety X and P ∈ X,
then

lctP (a) := sup{λ > 0 | J (aλ)P = OX,P } = min{λ > 0 | J (aλ)P 6= OX,P }
(with the convention that lctP (a) = ∞ if J (aλ)P = OX,P for all λ). With the
notation in Remark 2.40, we have

lct(a) = min
i;P∈f(Ei)

ki + 1

ai
= min
v;P∈cX(v)

AX(v)

v(a)
.

In particular, we have lctP (a) <∞ if and only if P ∈ V (a).

Remark 2.42. It follows from definition that lct(a) = minP∈X lctP (a) and
lctP (a) = maxU3P lct(a|U ), where the maximum is over all open neighborhoods U
of P .

Remark 2.43. It follows from the definition of the log canonical threshold and
Remark 2.36 that for every positive integer m and every nonzero ideal a, we have

lct(am) =
lct(a)

m
and lctP (am) =

lctP (a)

m
.

Exercise 2.44. Show that if a and b are nonzero ideals on the smooth variety
X, then we have

1

lct(ab)
≤ 1

lct(a)
+

1

lct(b)
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and for every P ∈ X, a similar inequality involving the log canonical thresholds at
P .

Exercise 2.45. Let a be a nonzero ideal on the smooth variety X. Show that
for every λ ∈ R≥0, we have

1

lct
(
J (aλ)

) ≥ λ

lct(a)
− 1,

with the convention that the quotient is 0 if the log canonical threshold at the
denominator is infinite.

2.2.2. Analytic description. When the ground field is C, there is an ana-
lytic description of multiplier ideals that we now discuss. While we will not make
use of this in what follows, it gives more intuition about this notion than then
algebraic definition.

Suppose now that X is a smooth complex algebraic variety and a = (f1, . . . , fr),
where f1, . . . , fr ∈ OX . Let g =

∑r
i=1 |fi|2.

Definition 2.46. For every λ ∈ R≥0 and every open subset U of X, we put

Γ
(
U,J an(aλ)

)
:=

{
h ∈ OX(U) | |h|

2

gλ
is locally integrable onU

}
.

We note that the condition means that for every P ∈ U , there is an analytic
open neighborhood V ⊆ U of P and analytic coordinates z1, . . . , zn on V such that∫
V
|h|2/|g|λdzdz <∞.

It is easy to see from the definition that J an(aλ) is a sheaf of ideals in OX ,
though coherence is not clear at this point (the independence of the choice of
generators of a is not obvious either). We have

Theorem 2.47. With the above notation, for every λ ∈ R≥0, we have

J an(aλ) = J (aλ).

We first prove the version of the Change of Variable formula for analytic mul-
tiplier ideals. Let π : X ′ → X be a proper birational morphism between smooth
complex algebraic varieties. Suppose that a = (f1, . . . , fr), where f1, . . . , fr ∈ OX
and let f ′i = fi ◦ π, so b := a · OY = (f ′1, . . . , f

′
r). In the next lemma, we use these

generators to compute the analytic multiplier ideals.

Lemma 2.48. With the above notation, we have

J an(aλ) = f∗
(
J an(bλ) · OY (KY/X)

)
.

Proof. This follows easily from the properness of π and the Change of Variable
formula for Lebesgue integrals by noting that π gives a diffeomorphism between the
complements of measure 0 subsets. �

We now deduce the equality of the algebraic and analytic multiplier ideals.

Proof. We need to check that the two sheaves have the same sections over any
open subset U of X. After replacing X by U , it is enough to consider h ∈ OX(X).
Let π : Y → X be a log resolution of h · a and let b = a · OY . Because both
algebraic and analytic multiplier ideals satisfy the Change of Variable formula (see
Corollary 2.35 and Lemma 2.48), we see that it is enough to show that the following
holds. Suppose that P ∈ Y and we have coordinates x1, . . . , xn in a neighborhood



24 2. MULTIPLIER IDEALS AND LOG CANONICAL THRESHOLDS

of P , with xi(P ) = 0 for all i, such that b = (w), with w = xa11 · · ·xann , KY/X is

defined by v = xk11 · · ·xknn , and h = uxb11 · · ·xbnn , with u invertible; we then need
to check that hv is a section of J an(aλ) around P if and only if it is a section of
J (aλ) around P (where the former ideal is computed with respect to a given set of
generators). Note that around P , we have

J (aλ) = (x
ba1λc
1 · · ·xbanλcn )

and hv lies in this ideal in a neighborhood of P if and only if bi + ki ≥ baiλc for all
i.

On the other hand, suppose that the analytic multiplier ideal is associated to
a system of generators f1, . . . , fr. Note that in this case we can write fi = wqi and
(q1, . . . , qr) = 1. Since g :=

∑r
i=1 |fi|2 = |f2| ·

∑r
i=1 |qi|2 and |u| and

∑r
i=1 |qi|2

are locally bounded and bounded away from 0, we conclude that |h|2/gλ is locally
integrable around P if and only if

∏n
i=1 |xi|2bi+2ki/

∏n
i=1 |xi|2aiλ is integrable in a

neighborhood of P . In turn, by Fubini’s Theorem this is the case if and only if
each function |x|2bi+2ki−2aiλ is integrable in a neighborhood of 0. It is easy to see
(and well-known) that this is the case if and only if 2bi + 2ki − 2aiλ > −2 for all i;
equivalently, bi + ki ≥ baiλc for all i. This completes the proof. �

Of course, on a complex manifold it is more natural to associate multiplier ideals
to sheaves of holomorphic functions. In fact, one can associate such multiplier ideals
to plurisubharmonic functions and these ideals give a powerful tool in complex
geometry, see [Dem01].

2.2.3. Mixed multiplier ideals. One can define similarly a mixed version of
multiplier ideals, as follows. If a1, . . . , ar are nonzero ideal sheaves on the smooth
variety X, consider a log resolution f : Y → X for the pair (X, a1 · · · ar). If we
write ai · OY = OY (−Fi) for all i, then for all λ1, . . . , λr ∈ R≥0, we define the
mixed multiplier ideal

J (aλ1
1 . . . aλrr ) := f∗OY

(
KY/X − bλ1F1 + . . .+ λrFrc

)
.

Most of the time, we will not work in this level of generality in order to simplify
the notation. However, all results easily extend to this setting. For example, the
proof of Theorem 2.33 extends in a straightforward way to show that the definition
of mixed test ideals is independent on the resolution. We also get an obvious
extension of the Change of Variable formula in Corollary 2.35.

Remark 2.49. Mixed multiplier ideals can be described by usual multiplier
ideals, as follows. First, it follows from the definition and the basic properties of the
round-down function that given λ1, . . . , λr ∈ R≥0, we can find λ′1, . . . , λ

′
r ∈ Q≥0,

with 0 < λ′i − λi � 1 such that

J (aλ1
1 . . . aλrr ) = J (a

λ′1
1 . . . a

λ′r
r ).

On the other hand, if λ1, . . . , λr ∈ Q≥0, then we can choose a positive integer m

such that mλi ∈ Z for all i; if a =
∏r
i=1 a

mλi
i , then it follows from the definition

that
J (aλ1

1 . . . aλrr ) = J (a1/m).

If we consider the constancy regions for mixed multiplier ideals, then the struc-
ture is more interesting than in the case of one ideal. Indeed, it follows eas-
ily from the definition of mixed multiplier ideals that there are linear functions
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L1, . . . , LN : Rr → R of the form Lj =
∑r
i=1 ai,jxi, with ai,j ∈ Z≥0 for all i and j

such that for all λ = (λ1, . . . , λr) in a connected component of

Rr
≥0 r

⋃
1≤i≤N,m∈Z≥0

{λ | Li(λ) = m}

the mixed multiplier ideal J (aλ1
1 · · · aλrr ) takes a constant value.

2.2.4. Multiplier ideals in positive characteristic. Suppose now that the
ground field has positive characteristic. We can still define multiplier ideals, but
the fact that it is not known whether log resolutions exist, makes it very hard to
handle even the simplest questions.

Suppose that X is a smooth variety and a is a nonzero ideal sheaf on X. We
define

J (aλ) =
⋂
v

am(v)(v),

where the intersection is over all divisorial valuations v on X and m(v) = bλ ·
v(a)c−AX(v) + 1. However, since we have an infinite intersection in the definition,
it is not clear whether this is a coherent ideal. Similarly, it seems very hard to say
anything about the way these ideals vary with λ.

We can also define the log canonical threshold:

lct(a) = inf
AX(v)

v(a)
,

where the infimum is over all divisorial valuations v on X. In this case, it is not
clear whether the infimum is achieved (in fact, it is not known whether lct(a) is a
rational number). Note also that while the definition implies that J (aλ) = OX for
λ < lct(a), it is not clear whether J (alct(a)) 6= OX .

However, when we have a log resolution of (X, a), the proof of Theorem 2.33
goes through and we can describe J (aλ) is terms of this resolution as in character-
istic 0. In this case, of course, we have a good control on the jumping numbers. In
particular, the minimum in the definition of the log canonical threshold is achieved
by some divisorial valuation associated to a divisor on the log resolution.

2.3. Multiplier ideals: examples and first properties

In this section we always assume that the ambient variety X is smooth, over
an algebraically closed field of characteristic 0. We begin with some easy examples.

Example 2.50. If a is the ideal defining a smooth codimension r subvariety of
X, then

(2.5) J (aλ) = abλc−r+1,

with the convention that am = OX for m ≤ 0. In particular, we have lct(a) = r.
Indeed, note that the blow-up f : Y → X of X along Z is a log resolution of

(X, a). If E is the exceptional divisor, then we clearly have a · OY = OY (−E) and
we have seen in Example 2.19 that KY/X = (r − 1)E. We thus have

J (aλ) = f∗OY
(
(r − 1− bλc)E

)
and using Lemma 2.14 we get the formula (2.5).
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Example 2.51. For every effective divisor D and every λ ∈ R+, we have

J (λD) = OX(−bλcD) · J (tD), where t = λ− bλc.
This follows directly from the definition of multiplier ideals and the projection
formula. Hence the interesting multiplier ideals in this case are the J (λD) for
λ < 1. Moreover, we see that if D is nonzero, then lct(D) ≤ 1.

Example 2.52. Suppose that X is a smooth surface and D is a divisor on X
that has at most nodes as singularities. In this case J (X, tD) = OX for all t < 1.
In particular, we have lct(D) = 1.

Indeed, arguing locally we may assume that D has a unique singular point P
which is a node. In this case if f : Y = BlP (X) → X has exceptional divisor E,

we have that E + D̃ is a simple normal crossing divisor, hence f is a log resolution

of (X,D). Moreover, we have f∗(D) = D̃ + 2E and KY/X = E by Example 2.19,
hence for t < 1/2 we have

J (tD) = f∗OY (E) = OX
while for 1/2 ≤ t < 1, we have

J (tD) = f∗OY = OX .

Example 2.53. The first nontrivial example is the case of a curve with a simple
cusp: let D be the curve in X = A2 = Spec k[x1, x2] defined by f = x2

1 + x3
2. We

need to construct a log resolution of (X,D). Let π1 : X1 → X be the blow-up of
X at 0, with exceptional divisor E1. In order to simplify the notation, we will
denote by the same letter a divisor and its strict transform, paying attention to
what variety we are on. Note that

π∗1(D) = D + 2E1 and KX1/X = E1.

Note that D ∩ E1 consists of a point P . In order to describe D + E1 at P , let us
consider the chart U on X1 with coordinates y1 and y2 such that

π∗1(x1) = y1y2 and π∗1(x2) = y2.

In this case E1 is defined by the equation y2 and π∗1(D) is defined by the equation
y2

2(y2
1 + y2). We thus see that D on X1 is smooth, but D+E does not have simple

normal crossings.
Let π2 : X2 → X1 be the blow-up of X1 at P , with exceptional divisor E2. Note

that we have

π∗2(D) = D + E2, π∗2(E1) = E1 + E2, KX2/X1
= E2,

hence

(π1◦π2)∗(D) = π∗2(D+2E1) = D+2E1+3E2 and KX2/X = E2+π∗2(E1) = E1+2E2.

Consider on X2 the chart with coordinates z1 and z2, such that

π∗2(y1) = z1 and π∗2(y2) = z1z2.

In this chart E2 is defined by the equation z1, E1 is defined by the equation z2, and
π∗2(D) is defined by z1(z1 + z2). We thus have 3 smooth curves on X2 all of them
passing through a point Q (it is easy to see that there are no other intersection
points on X2).

Consider now π3 : X3 → X2 be the blow-up of X2 at Q, with exceptional divisor
E3. This divisor intersects each of D, E1, E2 in distinct points and these are the
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only intersection points. The divisor D + E1 + E2 + E3 on X3 has simple normal
crossings, hence π = π1 ◦ π2 ◦ π3 is a log resolution of (X,D). Since

π∗3(D) = D + E3, π∗3(E1) = E1 + E3, and π∗3(E2) = E2 + E3,

we have

π∗(D) = π∗3(D + 2E1 + 3E2) = D + 2E1 + 3E2 + 6E3 and

KX3/X = E3 + π∗3(KX2/X) = E3 + π∗3(E1 + 2E2) = E1 + 2E2 + 4E3.

We thus conclude that for 0 ≤ t < 1, we have

J (tD) = π∗OX3

(
− (b2tc − 1)E1 − (b3tc − 2)E2 − (b6tc − 5)E3

)
.

It is clear that if t < 5/6, then we push forward the line bundle associated to an
effective exceptional divisor, hence J (tD) = OX by Lemma 2.31. On the other
hand, if 5/6 ≤ t < 1, we have

J (tD) = π∗OX3(−E3) = (x, y).

The last equality follows from the fact that cX(E3) = {(0, 0)}.
In particular, we see that lct(D) = 5/6.

Example 2.54. Suppose that dim(X) = n and D is an effective divisor on
X that has an ordinary singular point P of multiplicity d: this means that the
projectivized tangent cone of D at P is a smooth hypersurface in Pn−1 of degree d
(for example, this is the case for a hypersurface in An defined by a homogeneous
polynomial of degree d with an isolated singularity at 0). Let π : Y → X be the
blow-up of X at P , with exceptional divisor E ' Pn−1. The hypothesis says that

the intersection D̃ ∩ E is smooth, of degree d in E. This implies that D̃ + E has
SNC in a neighborhood of E, hence there is an open neighborhood U of P such
that π gives a log resolution of (U,D|U ). Moreover, we have

π∗(D) = D̃ + dE and KY/X = (n− 1)E

hence for 0 ≤ t < 1 we have

J (tD) = π∗OY
(
(n− 1− btdc)E

)
.

Using Lemma 2.14, we see that

J (tD) = m
btdc−n+1
P for all t < 1,

where mP is the ideal defining P and we make the convention that mjP = OX for
j ≤ 0. In particular, we see that lctP (D) = min{1, n/d}.

We next record some easy properties of multiplier ideals:

Proposition 2.55. If a1 ⊆ a2 are nonzero ideals on X, then

J (aλ1 ) ⊆ J (aλ2 ) for all λ ∈ R≥0.

In particular, we have lct(a1) ≤ lct(a2) (and lctP (a1) ≤ lctP (a2) for all P ).

Proof. Let f : Y → X be a log resolution of (X, a1 · a2). If we write a1 ·
OY = OY (−F1) and a2 · OY = OY (−F2), then the hypothesis implies OY (−F1) ⊆
OY (−F2), hence

J (aλ1 ) = f∗OY (KY/X − bλF1c) ⊆ f∗OY (KY/X − bλF2c) = J (aλ2 ).

The last assertion is an immediate consequence. �
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Proposition 2.56. If dim(X) = n, P ∈ X, and a is an ideal on X with
ordP (a) = d, then lctP (a) ≤ n

d .

Proof. By hypothesis, if m is the ideal defining P , we have a ⊆ md, hence
using Proposition 2.55, Remark 2.43, and Example 2.50 we get

lctP (a) ≤ lctP (md) =
lctP (m)

d
=
n

d
.

�

Exercise 2.57. Let X be a smooth variety. Show that if a is a nonzero ideal
on X and lct(a) = c, then for every positive integer m, the locus

{x ∈ X | ordx(a) ≥ m}

has codimension ≥ dcme.

Exercise 2.58. Show that if a is a nonzero ideal on X, then a ⊆ J (a). More
generally, if b is another nonzero ideal on X, then for every λ, µ ∈ R≥0 we have

a · J (aλbµ) ⊆ J (aλ+1bµ).

The next proposition shows that at least locally, we can reduce computing
multiplier ideals of arbitrary ideals to computing multiplier ideals of hypersurfaces.

Proposition 2.59. Let a be a nonzero ideal on X generated by f1, . . . , fq ∈
OX(X). For every positive integer r, if we take gi =

∑q
j=1 ai,jfj for 1 ≤ i ≤ r,

where the tuple (ai,j) ∈ Crq is general, and D is the divisor defined by
∏r
i=1 gi,

then

J (aλ) = J
(
λ
rD
)

for λ < r.

In particular, if a 6= OX , then lct(D) = min
{

lct(a)
r , 1

}
.

Proof. For every i, let Di = divX(gi), so D = D1 + . . .+Dr. Let π : Y → X
be a log resolution of (X, a), with a · OY = OY (−F ). If |V | is the linear system
generated by f1, . . . , fr on X, then π∗|V | = F + |W |, with |W | base-point free. If
we write π∗(Di) = F + Ei, it follows that E1, . . . , Er are general elements of |W |.
It is then a consequence of the Kleiman-Bertini theorem that since KY/X + F has
SNC and |W | is base-point free, each Ei is smooth (possibly disconnected), without
any common components with the components of KY/X + F or with each other,

and KY/X +F +
∑r
i=1Ei has SNC (see Exercise 2.26). We thus conclude that π is

a log resolution of (X,D).
Note now that since λ < r, we have

bπ∗
(
λ
rD
)
c = bλF c+

r∑
i=1

bλrEic = bλF c,

hence the equality of multiplier ideals follows directly from the definition. The last
assertion follows from the definition of the log canonical threshold and the fact that
a 6= OX implies that D 6= 0, hence lct(D) ≤ 1. �

We next discuss an important class of examples, that of monomial ideals. In this
case the formula for the multiplier ideals is due to Howald [How01]. Suppose that
a ⊆ k[x1, . . . , xn] is a monomial ideal, that is, it can be generated by monomials.
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In what follows, if u = (u1, . . . , un) ∈ Zn, we write xu for the Laurent monomial
xu1

1 · · ·xunn . The Newton polyhedron of a is the convex hull P (a) of the set

{u ∈ Zn≥0 | xu ∈ a}.

For u, v ∈ Zn, we put 〈u, v〉 =
∑n
i=1 uivi, and we denote by 1 the vector (1, . . . , 1) ∈

Zn.

Theorem 2.60. If a ⊆ k[x1, . . . , xn] is a nonzero monomial ideal, then for
every λ ∈ R≥0, we have

J (aλ) =
(
xu | u+ 1 ∈ Int

(
λ · P (a)

))
.

Proof. One can give a two-line argument using some basic facts about toric
varieties. However, we do not assume familiarity with toric varieties, so we develop
everything that we need from scratch.

We consider on X = An the standard action of the torus T = (k∗)n given by

(t1, . . . , tn) · (a1, . . . , an) = (t1a1, . . . , tnan).

It is clear that every monomial ideal is preserved by this action (that is, by the
corresponding action of T on R = k[x1, . . . , xn]); moreover, it is straightforward to
check that the converse also holds since k is an infinite field.

It is a general fact that if an algebraic group G acts algebraically on a variety X
and a nonzero ideal sheaf a is preserved by this action, then there is a log resolution
f : Y → X of (X, a) such that G acts algebraically on Y and f is an equivariant
morphism (this does not follow immediately from the results in [Hir64], but it is a
consequence of the more recent work on resolution of singularities, see for example
[Kol07]). In this case, it is an immediate consequence of the definition of multiplier
ideals that J (aλ) is preserved by the G-action (note that if a ·OY = OY (−F ), then
both F and KY/X are preserved by the G-action. Moreover, if G is connected, then
all f -exceptional divisors, as well as those that appear in F , are preserved by the
G-action.

We thus conclude that in our setting the ideal J (aλ) is a monomial ideal.
Moreover, in order to check whether a certain h ∈ R is in J (aλ), we only need to
check that v(h) > λ ·v(a)−AX(v) for divisorial valuations v that are T -equivariant.
Thus means that for every g ∈ R, we have v(t · g) = v(g) for all t ∈ T . It is easy to
see that this means the following: if v(xi) = vi and g =

∑
u cux

u, then

(2.6) v(g) = min
u,cu 6=0

〈u, v〉.

Note that since the image if v is Z, we have gcd(v1, . . . , vn) = 1.
We next show that conversely, if gcd(v1, . . . , vn) = 1 and we define v as above,

then indeed v is a divisorial valuation on X and we compute AX(v). Note first
that there is a matrix A = (ai,j) ∈ Mn(Z) with a1,i = vi for 1 ≤ i ≤ n, and
det(A) = ±1. Indeed, the hypothesis on v = (v1, . . . , vn) implies that there are
vectors (ai,1, . . . , ai,n) for 2 ≤ i ≤ n that together with v give a basis of Zn.

We define a k-algebra homomorphism

ϕ : R = k[x1, . . . , xn]→ k[y1, y
±1
2 . . . , y±1

n ] = S, ϕ(xj) =

n∏
i=1

y
ai,j
i .

Since det(A) = ±1, it follows that ϕ induces an isomorphism between the corre-
sponding Laurent polynomial rings; therefore the morphism Spec(S)→ X induced
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by π birational. If E is the divisor on Spec(S) defined by (y1), we see that the
corresponding valuation ordE is the valuation v defined by (2.6).

Let’s compute now AX(v). It follows from the definition of π that

π∗
(
dlog(xj)) =

n∑
i=1

ai,jdlog(yi) for 1 ≤ j ≤ n.

Here for a regular function g, we write dlog(g) = dg
g . Note that dlog(gh) = dlog(g)+

dlog(h).
Therefore we have

π∗
(
dlog(x1)∧. . .∧dlog(xn)

)
= det(A)·dlog(y1)∧. . .∧dlog(yn) = ±dlog(y1)∧. . .∧dlog(yn).

We thus conclude that

π∗(dx1 ∧ . . . ∧ dxn) =
n∏
i=1

yi
ai,1+...+ai,n−1dy1 ∧ . . . ∧ dyn,

hence AX(v) = v1 + . . .+ vn = 〈1, v〉. Note also that

v(a) = min
xw∈a
〈w, v〉 = min

w∈P (a)
〈w, v〉.

We thus conclude that a monomial xu lies in J (aλ) if and only if for every
v = (v1, . . . , vn) ∈ Zn≥0 with gcd(v1, . . . , vn) = 1, we have

〈u, v〉 > λ · min
w∈P (a)

〈w, v〉 − 〈1, v〉.

Of course, this holds if and only if we have the same inequality for all nonzero
v ∈ Zn≥0. Since P (a) is the convex hull of a subset of Zn≥0, there are nonzero

v(1), . . . , v(N) ∈ Zn≥0 such that if bi = minu∈P (a)〈u, v(i)〉 for 1 ≤ i ≤ N , then

P (a) =

N⋂
i=1

{
u ∈ Rn

≥0 | 〈u, v(i)〉 ≥ bi
}

and

Int
(
P (a)

)
=

N⋂
i=1

{
u ∈ Rn

>0 | 〈u, v(i)〉 > bi
}
.

It is now easy to see that xu ∈ J (aλ) if and only if u + 1 ∈ Int
(
λ · P (a)

)
. This

completes the proof. �

Corollary 2.61. If a ⊆ k[x1, . . . , xn] is a nonzero proper monomial ideal,
then

lct(a) = lct0(a) = max{λ > 0 | 1 ∈ λ · P (a)}.

Example 2.62. Let a = (xa11 , . . . , xarr ) ⊆ k[x1, . . . , xn], with a1, . . . , ar ∈ Z>0.
In this case

P (a) =

{
u = (u1, . . . , un) ∈ Rn

≥0 |
u1

a1
+ . . .+

ur
ar
≥ 1

}
.

By Theorem 2.60, we have

J (aλ) =

(
xu | u1 + 1

a1
+ . . .+

ur + 1

ar
> λ

)
.

In particular, we have lct(a) =
∑r
i=1

1
ai

.
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Suppose now that f =
∑r
i=1 x

ai
i . It follows from Proposition 2.59 that if

g = α1x
a1
1 + . . .+ αrx

ar
r , with α = (α1, . . . , αr) ∈ Cr general, then

J (gλ) = J (aλ) =

(
xu | u1 + 1

a1
+ . . .+

ur + 1

ar
> λ

)
for λ < 1.

Of course, we may assume that αi 6= 0 for every i. If βi are such that βaii = αi,
the automorphism ϕ of k[x1, . . . , xr] given by ϕ(xi) = βixi maps f to g. Since ϕ
clearly preserves monomial ideals, we conclude that

J (fλ) =

(
xu | u1 + 1

a1
+ . . .+

ur + 1

ar
> λ

)
for λ < 1.

In particular, we have

lct(f) = min

{
1,

r∑
i=1

1

ai

}
.

2.4. Multiplier ideals and vanishing theorems

The relevance of multiplier ideals in birational geometry comes from their role in
vanishing theorems. Let us begin by recalling the basic vanishing result in algebraic
geometry. Recall that we work over a ground field of characteristic 0.

Theorem 2.63 (Kodaira). If X is a smooth projective variety and L is an
ample line bundle on X, then

Hi(X,ωX ⊗ L) = 0 for all i > 0.

Remark 2.64. Via Serre duality, the assertion in the above theorem is equiv-
alent to the fact that if L is ample, then Hi(X,L−1) = 0 for i < dim(X).

The proofs of this result either rely on analytic tools, such as Hodge theory (see
for example [Laz04, Chapter 4.2]) or go by reduction to positive characteristic (see
[DI87]). We will discuss the latter approach in Chapter 4.3 below. However, it
is important to note that there are counterexamples in positive characteristic (see
[Ray78]).

The result that is actually used most in higher-dimensional birational geom-
etry is a powerful generalization due independently to Kawamata and Viehweg.
The generalization goes in two directions: first, ampleness is replaced by the more
flexible condition big and nef. Second, it is not the line bundle that is required to
satisfy this condition, but a small perturbation. Let us begin by introducing the
relevant terminology.

Definition 2.65. Let X be an n-dimensional projective variety. A line bundle
L on X is nef if for every curve C on X (assumed to be irreducible and reduced),
we have deg(L|C) ≥ 0. We say that L is big if there is m > 0 such that Lm defines
a rational map ϕm = ϕLm : X 99K P

(
H0(X,Lm)

)
whose image has dimension n.

We do not discuss in detail these important notions, but only point out some
basic facts. Clearly, an ample line bundle is big and nef. In fact, if a line bundle L
is semiample (that is, some positive multiple of L is globally generated), then it is
nef. Properties iv) and v) in the proposition below show that being big and nef is
a more flexible property than ampleness.

Proposition 2.66. Let L andM be line bundles on the projective variety X.
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i) If d is a positive integer, then L is nef (big) if and only if Ld is nef (big).
ii) If L and M are nef, then L ⊗M is nef.
iii) If L is big and H0(X,Mm) 6= 0 for some m ∈ Z>0, then L ⊗M is big.
iv) If f : Y → X is a projective, birational morphism, then L is nef if and

only if f∗(L) is nef.
v) If f is as in iv) and X is normal4, then L is big if and only if f∗(L) is big.

Proof. The assertion in i) is trivial for the nef condition. For the big condition
it is enough to show that if Lm defines a rational map whose image has dimension
n = dim(X), then any multiple Lmq satisfies the same property. Note that we have
an obvious linear map

SymqH0(X,Lm)→ H0(X,Lmq),

which induces the bottom rational map in the commutative diagram

X

ϕmq

��

ϕm // P
(
H0(X,Lm)

)
� _

j

��
P
(
H0(X,Lmq)

)
// P
(
SymqH0(X,Lm)

)
,

in which j is the Veronese embedding. Since the image of ϕm has dimension n, it
follows that also the image of ϕmq has dimension n.

The assertion in ii) is trivial. Suppose now L and M are as in iii). Clearly, we
have H0(X,Mmq) 6= 0 for all q ≥ 1. Therefore, by the argument in the proof of
i), we may assume that there is m such that H0(X,Mm) 6= 0 (hence the rational
map ϕMm is defined and also that the rational map ϕLm has n-dimensional image.

Note we have a multiplication map

α : H0(X,Lm)⊗k H0(X,Mm)→ H0(X,Nm),

where N = L ⊗M, and a commutative diagram

X

(ϕLm ,ϕMm )

��

ϕNm // P
(
H0(X,Nm)

)
g

��
P
(
H0(X,Lm)

)
×P

(
H0(X,Mm)

)
// P
(
H0(X,Lm)⊗H0(X,Mm)

)
,

where the bottom map is the Segre embedding and g is the rational map induced
by α. Since the image of ϕLm is n-dimensional, also the image of (ϕLm , ϕMm)
is n-dimensional, and the commutative diagram implies that the image of ϕNm is
n-dimensional. Therefore N is big.

We next prove iv). If L is nef, then it is clear that f∗(L) is nef: if C is a curve
on Y and C ′ = f(C) is a curve on X, then the projection formula gives

deg
(
f∗(L)|C

)
= deg(C/C ′) · deg(L|C′)

(on the other hand, if f(C) is a point, then we clearly have deg
(
f∗(L)|C

)
= 0). The

converse follows in the same way if we show that for every curve C ′ on X, there is a
curve C on Y with f(C) = C ′. This follows by choosing an irreducible component

4The same property holds without assuming X normal, but we will not need the more general
statement.
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T of f−1(C) that dominates C and by cutting T with r general hyperplane sections
(with respect to a suitable projective embedding of Y ), where dim(T ) = r + 1.

Suppose now that X is normal and let us show now that L is big if and only if
f∗(L) is big. Since X is normal, we have f∗(OY ) = OX , and using the projection
formula we get

H0
(
Y, f∗(Lm)

)
' H0

(
X, f∗f

∗(Lm)
)
' H0

(
X,Lm ⊗ f∗(OY )

)
' H0(X,Lm).

We thus have a commutative diagram

Y

f

��

// P
(
H0(Y, f∗(Lm))

)
g

��
X // P

(
H0(X,Lm)

)
,

in which g is an isomorphism. It is thus clear that the image of the top horizontal
map has dimension n if and only if the image of the bottom horizontal map has
dimension n. This gives the assertion in iv). �

In light of property i) in the above proposition, it makes sense to extend the
definition to Q-divisors, as follows.

Definition 2.67. Let X be a smooth, projective variety. A Q-divisor D on
X is nef (big) if OX(mD) has the corresponding property when m is a positive
integer such that mD is a divisor.

Theorem 2.68 (Kawamata-Viehweg). Let X be a smooth projective variety. If
L = OX

(
dDe), where D is a big and nef Q-divisor on X such that dDe −D is an

SNC divisor, then

Hi(X,ωX ⊗ L−1) = 0 for i > 0.

The proof of this result is reduced to the assertion in Kodaira’s theorem via a
clever use of cyclic covers (see for example [Laz04, Chapter 9.1.C]).

We next discuss some applications of this theorem in the context of multiplier
ideals. The first result shows that the line bundle whose direct image gives a
multiplier ideal has vanishing higher direct images.

Theorem 2.69 (Relative vanishing). Let X be a smooth variety and a a nonzero
ideal on X. If f : Y → X is a projective log resolution of (X, a), with a · OX =
OX(−F ), then for every λ ∈ R≥0, we have

Rif∗OY
(
KY/X − bλF c

)
= 0 for i > 0.

Before giving the proof of the theorem, we need the following lemma that allows
us to deduce relative vanishing from absolute vanishing.

Lemma 2.70. Let f : Y → X be a morphism of projective varieties, F a coherent
sheaf on Y , and L an ample line bundle on X. If m ∈ Z is such that

Hi
(
Y,F ⊗ f∗(Lj)

)
= 0 for i > 0, j ≥ m,

then the following hold:

i) Rif∗(F) = 0 for all i > 0.
ii) Hi

(
X, f∗(F)⊗ Lj) = 0 for all j ≥ m.
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Proof. For every j, consider the Leray spectral sequence associated to the
sheaf F ⊗ f∗(Lj):

Ep,q2 = Hp
(
X,Rqf∗(F ⊗ f∗(Lj))

)
⇒ Hp+q

(
Y,F ⊗ f∗(Lj)).

Note that by the projection formula, we have

Ep,q2 ' Hp
(
X,Rqf∗(F)⊗ Lj).

Since L is ample, it follows that there is m′ such that for all q we have

a) Ep,q2 = 0 for all p ≥ 1 and j ≥ m′, and
b) Rqf∗(F)⊗ Lj is globally generated for all j ≥ m′.

Condition a) implies that for j ≥ m′, the spectral sequence gives

H0
(
X,Rqf∗(F)⊗ Lj)

)
' Hq

(
Y,F ⊗ f∗(Lj)

)
.

By assumption, the right-hand side vanishes for j ≥ max{m,m′} and q ≥ 1, which
implies H0

(
X,Rqf∗(F)⊗ Lj)

)
= 0. Condition b) then implies Rqf∗(F)⊗ Lj = 0,

hence Rqf∗(F) = 0 for q ≥ 1, which is assertion i) in the lemma.
Once we know this, the spectral sequence gives

Ep,02 = Hp
(
X, f∗(F)⊗ Lj) ' Hp

(
Y,F ⊗ f∗(Lj)) for all j ∈ Z,

hence assertion ii) in the theorem follows from the hypothesis. �

We can now give the proof of the Relative Vanishing theorem.

Proof of Theorem 2.69. We may replace λ by λ′ > λ, with λ′ ∈ Q≥0, such
that bλF c = bλ′F c. Hence we may and will assume that λ ∈ Q≥0. We first treat
the case when X is a projective variety. Note that in this case, since f is projective,
Y is a projective variety too.

Let D be an ample divisor on X. Using the projection formula, we see that

Rif∗OY
(
KY/X − bλF c

)
' Rif∗ωY (−dλF e)⊗ ω−1

X .

By Lemma 2.70, it is thus enough to show that

(2.7) Hi
(
Y, ωY (−bλF c+ f∗(jD))

)
= 0 for i > 0 and j � 0.

Note that −bλF c+ f∗(jD) = d−λF + f∗(jD)e. Since the divisor d−λF e+λF has
simple normal crossings, it follows from Theorem 2.68 that it is enough to show
that for j � 0, the divisor f∗(jD)− λF is big and nef.

Since a · OY is locally principal, the morphism f factors as the composition

Y
h−→ B = Bla(X)

g−→ X,

where g is the blow-up along a, with exceptional divisor E. Note that we have
F = h∗(E). We know that on B we have a g-ample line bundle OB(1) such that
OB(1) ' OB(−E). Therefore there is j1 > 0 such that g∗(j1D) − E is an ample
divisor on B. It thus follows from Proposition 2.66 that

f∗(jD)− λF = λh∗
(
g∗(j1D)− E

)
+ (j − j1λ)f∗(D)

is big and nef for all j > j1λ. This completes the proof in the case when X is
projective.

The reduction to the projective case is a standard argument. First, the assertion
we want to prove is local on X, hence we may assume that X is affine. Consider
an open immersion j : X ↪→ X, where X is projective. We may and will assume

that X is smooth: indeed, there is a projective morphism X̃ → X that is an
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isomorphism over X and we replace X ↪→ X by X ↪→ X̃. Let a be an ideal on
X such that a|X = a. We similarly consider an open immersion Y ↪→ Y , with Y
smooth and projective (note that Y is projective over the affine variety X, hence

it is quasi-projective). After taking a suitable projective morphism Ỹ → Y that

is an isomorphism over Y , with Ỹ smooth, and replacing Y by Ỹ , we may and
will assume that the rational map g : Y 99K X is a morphism. We clearly have
Y ⊆ g−1(X) and since f is proper, we have in fact Y = g−1(X). If G is the
sum of the g-exceptional divisors, consider a projective log resolution W → Y of
OY (−G) · (a · OW ) which is an isomorphism over Y . After replacing Y → X by

the composition W → Y → X, we may assume that g is a log resolution of (X, a).
It is then clear that applying the conclusion of the theorem for g, we also obtain it
for f . This completes the proof. �

We next use relative vanishing to give the following generalization of Kawamata-
Viehweg vanishing.

Theorem 2.71 (Nadel). Let X be a smooth projective variety and D an effective
Q-divisor on X. If A is a divisor on X such that A−D is big and nef, then

Hi
(
X,ωX ⊗OX(A)⊗ J (D)

)
= 0 for all i > 0.

Remark 2.72. Suppose that E is a big and nef Q-divisor on the smooth pro-
jective variety X such that D := dEe − E has simple normal crossings. Note that
in this case J (D) = OX and we can apply Theorem 2.71 with A = dEe to conclude
that

Hi
(
X,ωX ⊗OX(dEe)

)
= 0 for i > 0.

Hence the statement of the Kawamata-Viehweg vanishing theorem is a special case
of Theorem 2.71.

In fact, we prove the following more general statement.

Theorem 2.73 (Nadel). Let a be a nonzero ideal sheaf on the smooth projective
variety X. If M is a divisor on X such that a ⊗ OX(M) is globally generated,
λ ∈ Q≥0, and A is a divisor on X such that A− λM is big and nef, then

Hi
(
X,ωX ⊗OX(A)⊗ J (aλ)

)
= 0 for i > 0.

Remark 2.74. With the notation in Theorem 2.71, let m be a positive integer
such that mD has integer coefficients and let a = OX(−mD). If we take M = mD
and λ = 1

m , then we may apply the vanishing in Theorem 2.73 to deduce the one
in Theorem 2.71. Hence it is enough to prove Theorem 2.71.

Proof of Theorem 2.73. Let f : Y → X be a projective resolution of (X, a).
Let us write a · OY = OY (−F ). Note that by the projection formula, we can write

ωX⊗OX(A)⊗J (aλ) = ωX⊗OX(A)⊗f∗OY (KY/X−bλF c) = f∗ωY
(
f∗(A)−bλF c

)
,

and using also Theorem 2.69 we have

Rqf∗ωY
(
f∗(A)−bλF c

)
' ωX⊗OX(A)⊗Rqf∗OY (KY/X−bλF c) = 0 for q > 0.

The Leray spectral sequence for f and ωY
(
f∗(A)−bλF c

)
then gives an isomorphism

(2.8) Hi
(
X,ωX ⊗OX(A)⊗ J (aλ)

)
' Hi

(
Y, ωY (f∗(A)− bλF c)

)
.
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By assumption, we have a surjection

OX(−M)⊕d → a

for a suitable d, which induces on Y the surjection

OY
(
− f∗(M)

)⊕d → OY (−F ).

Therefore OY
(
f∗(M)− F ) is globally generated; in particular, f∗(M)− F is nef.

On the other hand, since A − λM is big and nef, it follows from properties
iv) and v) in Proposition 2.66 that f∗(A − λM) is big and nef on Y . Using now
properties i), ii), and iii) in the same proposition, we conclude that

G := f∗(A)− λF = f∗(A− λM) + λ
(
f∗(M)− F ) is big and nef.

Note that dGe − G is supported on Supp(F ), hence it is an SNC divisor. By the
Kawamata-Viehweg vanishing theorem, we have

(2.9) Hi
(
Y, ωY (dGe)

)
= 0 for i > 0.

Since dGe = f∗(A) − bλF c, the conclusion of the theorem follows from (2.8) and
(2.9). �

Remark 2.75. The most obvious application of vanishing theorems is to lifting
of sections: given a short exact sequence of sheaves on X:

0→ F ′ → F → F ′′ → 0,

if H1(X,F ′) = 0, then it follows from the long exact sequence in cohomology that
the map

H0(X,F)→ H0(X,F ′′)
is surjective.

Another possible application of vanishing results is to existence of sections.
Suppose for example that A is an ample divisor on the n-dimensional projective
variety X and F is a nonzero coherent sheaf on X such that Hi

(
X,F(jA)

)
= 0 for

all j ≥ j0. In this case there is j with j0 ≤ j ≤ j0 +n such that H0
(
X,F(jA)

)
6= 0.

Indeed, recall that there is a polynomial P ∈ Q[x] of degree ≤ n such that P (j) =
χ
(
F(j)

)
for all j ∈ Z. Our assumption implies that P (j) = h0

(
X,F(j)

)
for j ≥ j0.

If H0
(
X,F(jA)

)
= 0 for j0 ≤ j ≤ j0 + n, it follows that P has n+ 1 roots, hence

P = 0. Since F(jA) is globally generated for j � 0, this implies that F = 0, a
contradiction.

If OX(A) is also globally generated, then we can say more: F(jA) is glob-
ally generated for all j ≥ j0 + n. Indeed, the hypothesis gives, in particular, that
Hi
(
X,F((j − i)A)

)
= 0 for all i > 0, hence F(jA) is 0-regular in the sense of

Castelnuovo-Mumford regularity; this implies that it is globally generated (for the
basic facts about Castelnuovo-Mumford regularity, see for example [Laz04, Chap-
ter 1.8]).

Example 2.76. We give an application of Theorem 2.71 to bounding the num-
ber of singular points on a plane curve with simple cusps. Suppose that C ⊆ P2

is a plane curve of degree d that has r simple cusps5. Note that if Γ ⊆ C is the
(reduced) set of singular points, then it follows from Example 2.53 that J

(
5
6C
)

is

the ideal IΓ defining Γ in P2 (it is easy to see that for every simple cusp, a log

5A point P ∈ C is a simple cusp if ÔC,P ' k[[x, y]]/(x2 − y3).
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resolution in a neighborhood of this point is obtained as in Example 2.53). On the
other hand, since ωP2 ' OP2(−3), it follows from Theorem 2.71 that

H1(P2, IΓ ⊗OP2(m− 3)
)

= 0 for m > 5d/6.

By tensoring the short exact sequence

0→ IΓ → OP2 → OΓ → 0

with OP2(m− 3), we conclude that the map

H0
(
P2,OP2(m− 3)

)
→ H0

(
Γ,OΓ(m− 3)

)
is surjective as long as m > 5d/6. Since the dimension of the left-hand side is(
m−1

2

)
, by taking m = b5d/6c + 1, we conclude that r ≤

(b5d/6c
2

)
. For example, if

C has degree 4, then the number of cusps is ≤ 3.

Example 2.77. An early application of vanishing theorems has been towards
finding projective hypersurfaces of small degree passing through a set of points (see
[EV83] for a discussion of such results). Given a subset S ⊆ Pn and a positive
integer m, let αm(S) be the smallest degree of a hypersurface H in Pn such that
ordP (H) ≥ m for all P ∈ S. It was conjectured by Chudnovsky that the following
inequality holds:

αm(S)

m
≥ α1(S) + n− 1

n
.

We show using Nadel vanishing that the following weaker version holds:

(2.10)
αm(S)

m
≥ α1(S)

n
.

Indeed, suppose that D is an effective divisor of degree d in Pn such that ordP (D) ≥
m for all P ∈ S. Let Z be the closed subscheme of Pn defined by IZ = J ( nmD

)
.

For every P ∈ S, it follows from Proposition 2.56 that lctP (D) ≤ n
m , hence S ⊆ Z.

On the other hand, since ωPn ' OPn(−n − 1), it follows from Theorem 2.71 that
if j + n+ 1 > dn

m , then

Hi
(
Pn, IZ ⊗OPn(j)

)
= 0 for all i ≥ 1.

We thus deduce that H0(Pn, IZ ⊗ OPn(j)
)
6= 0 if j + 1 > dn

m (see Remark 2.75).
This implies that Z (hence also S) is contained in a hypersurface of degree bdn/mc,
so we get the inequality (2.10).

Example 2.78 (Kollár). Suppose that A is an Abelian variety and Θ is a
principal polarization on A (recall that this means that Θ is an ample effective
divisor on A, with h0

(
A,OA(Θ)

)
= 1). We claim that lct(Θ) = 1. In particular,

using Example 2.56, we deduce that ordx(Θ) ≤ dim(A) for every x ∈ Θ.
In order to show that lct(Θ) = 1, we need to show that for every λ ∈ [0, 1)∩Q,

the closed subscheme Z defined by IZ = J (λΘ) is empty. Since A is an Abelian
variety, we have ωA ' OA, hence Theorem 2.71 gives

(2.11) H1
(
A, IZ ⊗OA(Θ)

)
= 0.

By tensoring with OA(Θ) the short exact sequence

0→ IZ → OA → OZ → 0

and taking cohomology, we deduce using (2.11) that the restriction map

H0
(
A,OA(Θ)

)
→ H0(A,OA(Θ)|Z)
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is surjective. By assumption, the left-hand side is generated by a section defining
Θ; since Z is clearly contained in Θ, it follows that the map is in fact 0. Therefore
H0(A,OA(Θ)|Z) = 0.

On the other hand, if Z 6= ∅, then for a ∈ A general, the divisor Θa = a + Θ
does not contain Z, hence H0

(
A,OA(Θa)|Z)

)
6= 0. Since this holds for general

a ∈ A, the semicontinuity theorem implies H0(A,OA(Θ)|Z) 6= 0, a contradiction.
We thus conclude that Z = ∅. Since this holds for every λ < 1, it follows that
lct(Θ) = 1.

2.5. Main properties of multiplier ideals

In this section we discuss the main properties of multiplier ideals. The key
result concerns the behavior under restriction to a smooth hypersurface. The proof
of this result makes use of the Relative Vanishing theorem.

2.5.1. The restriction theorem. In order to state the main result, it is
convenient to introduce a variant of multiplier ideals, the adjoint ideal.

Definition 2.79. Let X be a smooth variety and H a prime divisor in X. If
a is an ideal on X with a · OH 6= 0 and λ ∈ R≥0, then the adjoint ideal adjH(aλ)
is defined as follows: consider a log resolution f : Y → X of

(
X, a · OX(−H)

)
and

write a · OY = OY (−F ) and f∗H = G; then

adjH(a) := f∗OY (KY/X −G− bλF c+ H̃).

Remark 2.80. Note that our assumption on a implies that ordH̃(F ) = 0, hence

ordH̃(KY/X −G− bλF c+ H̃) = 0.

We thus have

f∗OY (KY/X −G− bλF c+ H̃) ⊆ f∗OY (KY/X) = OX ,

where the last equality follows from Lemma 2.31. Therefore adjH(a) is an ideal of
OX .

Remark 2.81. Since the divisors H̃ and G − H̃ are effective, it follows from
the definition of the adjoint ideal that we have the inclusions

J (aλ) · OX(−H) = J
(
aλ · OX(−H)

)
⊆ adjH(aλ) ⊆ J (aλ),

where the first equality is a consequence of the projection formula.

As in the case of multiplier ideals, we need to show that the definition is inde-
pendent of the resolution.

Proposition 2.82. The ideal adjH(a) is independent of the log resolution f .

Proof. The proof follows along the same lines as the proof of Theorem 2.33,

with some care due to the special role of the divisor H̃. Note that by definition, if
U ⊆ X is an open subset, ϕ ∈ OX(U) lies in Γ

(
U, adjH(a)

)
if and only if for every

divisor E on Y different from H̃ and with cX(ordE) ∩ U 6= ∅ we have

(2.12) ordE(ϕ) > λ · ordE(a) + ordE(H)−AY (ordE).

Note that if E = H̃, then the right-hand side of (2.12) is 0, hence we have the
weak inequality in this case, too. We need to show that (2.12) holds if we replace
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ordE by any ordE′ 6= ordH , with cX(ordE′)∩U 6= ∅. We may and will assume that
U = X.

Suppose that E1, . . . , Er are the divisors on Y containing cY (ordE′) and which
are contained in Exc(f) ∪ Supp(F + G). Let qi = ordE′(Ei) for 1 ≤ i ≤ r. By
assumption, we know that for all i we have

ordEi(ϕ) ≥ λ · ordEi(a) + ordEi(H)−AY (ordEi)

and the equality is strict unless Ei = H̃. Recall that by Lemma 2.34, we have
AY (ordE′) ≥

∑r
i=1 qi and the inequality is strict is cY (ordE′) has codimension > r.

Arguing as in the proof of Theorem 2.33, we see that

(2.13) AX(ordE′) ≥
r∑
i=1

qi ·AX(ordE′)

and this inequality is strict if cY (ordE′) has codimension > r. Furthermore, we
have

(2.14) ordE′(ϕ) ≥
r∑
i=1

qi ·ordEi(ϕ) ≥
r∑
i=1

qi
(
λ ·ordEi(a)+ordEi(H)−AX(ordEi)

)
.

Moreover, the second inequality is strict unless r = 1 and E1 = H̃. Using (2.13),
we conclude that
r∑
i=1

qi
(
λ·ordEi(a)+ordEi(H)−AY (ordEi)

)
= λ·ordE′(a)+ordE′(H)−

r∑
i=1

qi·AX(ordEi)

≥ λ · ordE′(a) + ordE′(H)−AX(ordE′).

Therefore we are done, unless r = 1 and E1 = H̃. However, in this case since
ordE′ 6= ordH , the codimension of cY (ordE′) is > 1, hence

AX(ordE′) ≥ q1 ·AX(ordH̃) + 1 = q1 + 1.

We thus have

λ · ordE′(a) + ordE′(H)−AX(ordE′) = q1 −AX(ordE′) ≤ −1 < ordE′(ϕ).

This completes the proof. �

It is common to denote the ideal adjH(OX) by adj(H).
The following result describes the restriction of a multiplier ideal to a smooth

hypersurface.

Theorem 2.83 (Restriction Theorem). Let X be a smooth variety and H a
smooth irreducible hypersurface in X. If a is an ideal on X with b := a · OH 6= 0,
then for every λ ∈ R≥0, we have an exact sequence

0 −→ J (aλ) · OX(−H)
i−→ adjH(a)

p−→ J (bλ) −→ 0,

with i is the natural inclusion of ideals and p is induced by the projection OX → OH .

Proof. Let f : Y → X be a log resolution of
(
X, a · OX(−H)

)
. We write

a · OY = OY (−F ) and f∗(H) = H̃ +R. Let L = OY
(
KY/X − bλF c − f∗(H)

)
and

consider the short exact sequence on Y :

(2.15) 0→ L → L(H̃)→ L(H̃)|H̃ → 0.
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Using the projection formula and Theorem 2.69], we get

f∗L ' f∗OY (KY/X − bλF c)⊗OX(−H) = J (aλ) · OX(−H) and

R1f∗L ' R1f∗OY (KY/X − bλF c)⊗OX(−H) = 0.

Since we also have

f∗L(H̃) = adjH(aλ),

we get from the exact sequence (2.15) another exact sequence on X:

(2.16) 0 −→ J (aλ) · OX(−H)
i−→ adjH(a)

p−→ f∗
(
L(H̃)|H̃

)
−→ 0.

Note now that the morphism g : H̃ → H is a log resolution of (H, b). Indeed,
this follows from the following observations:

i) If E is the sum of the f -exceptional divisors, then H̃ does not appear in

E + F and H̃ + E + F has simple normal crossings (see assertion iii) in

Exercise 2.26). Therefore H̃ is smooth and (E + F )|H̃ has simple normal
crossings.

ii) b · OH̃ = OH̃(−F |H̃).
iii) Exc(g) ⊆ Supp(E|H̃).

Finally, note that H̃ does not appear in KY/X −R (this is clear) and KH̃/H =

(KY/X−R)|H̃ : the fact that they are linearly equivalent follows from the adjunction
formula, but the fact that we have indeed an equality is proved in Lemma 2.84
below. Moreover, since H + F has simple normal crossings, we easily see that
bλF c|H̃ = bλF |H̃c. This implies that

f∗
(
L(H̃)|H̃

)
= g∗OH̃(KH̃/H − bλF |H̃c) = J (bλ).

The exact sequence (2.16) is thus the exact sequence in the theorem. The fact that
the maps are as described follows by restricting to the maximal open subset over
which f is an isomorphism, where this fact follows easily. �

Lemma 2.84. Let f : Y → X be a proper birational morphism between smooth

varieties. If H is a smooth prime divisor on H such that H̃ is smooth, and if we

write f∗(H) = H̃ +R, then

KH̃/H = (KY/X −R)|H̃ .

Proof. Let g : H̃ → H be the restriction of f . We prove this equality at any

point P ∈ H̃. Let x1, . . . , xn be a regular system of parameters in OX,f(P ) such that
H is defined at f(P ) by (x1) and let y1, . . . , yn be a regular system of parameters

in OY,P such that H̃ is defined at P by (y1). We then have regular systems of
parameters in OH,f(P ) = OX,P /(x1) and OH̃,P = OY,P /(y1) given by x2, . . . , xn
and y2, . . . , yn, respectively.

We can write f∗(x1) = y1h and h defines R at P . Note that f∗(dx1) =
y1dh+ hdy1. If we write

f∗(dx2 ∧ . . . ∧ dxn) =

n∑
i=1

ϕidy1 ∧ . . . ∧ d̂yi ∧ . . . ∧ dyn,

with ϕ1, . . . , ϕn ∈ OY,P , then

g∗(dx2 ∧ . . . ∧ dxn) = ϕ1|H̃dy2 ∧ . . . ∧ dyn,
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hence KH̃/H is defined at P by ϕ|H̃ . On the other hand, if we write

f∗(dx1 ∧ . . . ∧ dxn) = ψdy1 ∧ . . . ∧ dyn = (y1dh+ hdy1) ∧ f∗(dx2 ∧ . . . ∧ dxn),

for some ψ ∈ OY,P , so that KY/X is defined at P by (ψ), then we see that we can
write

ψ = y1w + hϕ1 for some w ∈ OY,P .
In this case ψ|H̃ = (hϕ1)|H̃ , which implies the equality in the lemma at P . �

Corollary 2.85. With the notation in the theorem, we have

J (bλ) ⊆ J (aλ) · OH for all λ ∈ R≥0.

In particular, there is an open neighborhood U of H such that lct(a|U ) ≥ lct(b)
and lctP (a) ≥ lctP (b) for every P ∈ H.

Proof. Indeed, it follows from the theorem and Remark 2.81 that

J (bλ) = adjH(a) · OH ⊆ J (aλ) · OH .

The assertions about the log canonical thresholds follow from the definition of
these invariants. �

As a consequence, we obtain the following lower bound for the local threshold
in terms of the order of vanishing at a point.

Corollary 2.86. Let a be a nonzero ideal on the smooth variety X. If P ∈ X
is such that ordP (a) = d ≥ 1, then lctP (a) ≥ 1

d .

Proof. We argue by induction on n = dim(X) ≥ 1. If n = 1, then a =
OX(−dP ) in a neighborhood of P and we have lctP (a) = 1

d . For the induction
step, after possibly replacing X with a suitable open neighborhood of P , we may
assume that X is affine and we have x1, . . . , xn ∈ OX(X) that give a regular system
of parameters at P . Let H be the hypersurface in X defined by h =

∑n
i=1 aixi,

with a1, . . . , an general and b = a ·OH . In this case ordP (b) = d. Indeed, note that
we have

ÔX,P = k[[x1, . . . , xn]]

and by assumption a · ÔX,P contains an element of the form
∑
i≥d fi(x), with each

fi homogeneous of degree i and fd 6= 0. It follows that as long as h does not divide
fd(x), we have ordP (b) = d (the inequality ordP (b) ≥ d holds for all H). Using the
inductive assumption and Corollary 2.85, we conclude that

lctP (a) ≥ lctP (a|H) ≥ 1

d
.

�

The result in Corollary 2.85 can be extended to the pull-back via an arbitrary
morphism, as follows.

Theorem 2.87. Let f : W → X be a morphism of smooth varieties. If a is an
ideal on X such that b := a · OW 6= 0, then

J (bλ) ⊆ J (aλ) · OW .

In particular, there is an open neighborhood of f(W ) such that lct(a|U ) ≥ lct(b)
and for every P ∈W , we have lctf(P )(a) ≥ lctP (a).
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We first prove a more precise result concerning the behavior of multipler ideals
under pull-back via a smooth morphism.

Proposition 2.88. If p : W → X is a smooth morphism of smooth varieties,
a is a nonzero ideal on X and b = a · OW , then

J (bλ) = J (aλ) · OW for all λ ≥ 0.

Proof. Let f : Y → X be a log resolution of (X, a), with a · OY = OY (−F ).
Consider the Cartesian diagram

Z

g

��

q // Y

f

��
W

p
// X.

Since p is smooth, it follows that q is smooth as well, hence Z is smooth. Since
f is birational, it is an isomorphism over some open subset U ⊆ X, hence g is
an isomorphism over p−1(U). Note that Z is irreducible (since f∗OY = OX , it
follows from flat base-change that g∗OZ = OW , hence g has connected fibers).
Since ΩZ/W ' q∗(ΩY/X), it follows easily that KZ/W = q∗(KY/X). Moreover, since
q is smooth, we deduce that q∗(F +KY/X) has simple normal crossings. Therefore
g is a log resolution of (W, b), with b · OZ = OZ(−q∗F ). Moreover, we have
bλq∗F )c = q∗bλF c, and thus

J (bλ) = g∗q
∗OY (KY/X − bλF c) ' p∗f∗OY (KY/X − bλF c) ' J (aλ) · OW ,

where the first isomorphism follows by flat base-change and the second one also
follows from the flatness of p. The fact that the isomorphism commutes with the
embedding in OW follows by restricting to p−1(U). �

Proof of Theorem 2.87. Again, it is enough to prove the assertion about
multiplier ideals, since the one about log canonical thresholds follows immediately.
We factor f as the composition

W
ι
↪→W ×X p−→ X, where ι(x) =

(
x, f(x)

)
, p(w, x) = x.

Clearly, it is enough to prove the inclusion in the theorem separately for ι and
p. For p, this follows from Proposition 2.88, hence to complete the proof we may
assume that f is a closed immersion. The assertion to prove is local on X. Since
f is a closed immersion of smooth varieties, after restricting to a suitable cover of
X, we may assume that if r = codimX(W ), we have closed immersions

W = Zr ↪→ Zr−1 ↪→ . . . ↪→ Z1 ↪→ Z0 = X,

identifying each Zi with a smooth divisor in Zi−1, for 1 ≤ i ≤ r. Therefore it is
enough to treat the case of codimension 1, which follows from Corollary 2.85. �

We end this section by showing that in Corollary 2.85 we have equality if H is
the general member of a base-point free linear system. More generally, we have the
following:

Corollary 2.89. Let X be a smooth variety and a a nonzero ideal on X. If
r ≤ dim(X)− 1 and Y = H1 ∩ . . . ∩Hr, where H1, . . . ,Hr are general elements of
a base-point free linear system on X, then for b = a · OY , we have

J (bλ) = J (aλ) · OY for all λ ∈ R≥0.
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Proof. We first consider the case r = 1. The equality follows from Theo-
rem 2.83 if we show that if H is a general member of a base-point free linear system
on H, then adjH(aλ) = J (aλ) for all λ ∈ R≥0. Let f : Y → X be a log resolution
of (X, a), with a · OY = OY (−F ). By hypothesis, f∗H is a general element of a
base-point free linear system on Y , hence by the Kleiman-Bertini theorem, we see
that f∗H is smooth (possibly disconnected), without common components with
KY/X and F , and such that f∗H + F + KY/X has simple normal crossings. In

particular, we have f∗H = H̃, and f is a log resolution on a · OX(−H). It is then
clear from the definition of adjoint ideals that adjH(aλ) = J (aλ) for all λ ∈ R≥0.

For general r, we use the fact that if H1, . . . ,Hr are general, then we may apply
the above argument to each H1 ∩ . . . ∩Hi ↪→ H1 ∩ . . . ∩Hi−1 for 1 ≤ i ≤ r. �

Exercise 2.90. Let X = Mm,n(C), with m ≤ n, and let a ⊆ C[xi,j | 1 ≤ i ≤
m, 1 ≤ j ≤ n] be the ideal generated by the maximal minors of the m × n matrix
of indeterminates (xi,j). Show that lct(a) = n−m+ 1.

2.5.2. The Subadditivity Theorem. We now discuss a result of Demailly,
Ein, and Lazarsfeld [DEL00], which gives a somewhat surprising behavior of mul-
tiplier ideals with respect to products. This has been the source of interesting
applications in commutative algebra, such as [ELS01] and [ELS03]. This is one
result that makes essential use of the fact that we work on smooth varieties.

Theorem 2.91 (Subadditivity Theorem). If a and b are nonzero ideals on the
smooth variety X, then for every λ, µ ∈ R≥0, we have

J (aλbµ) ⊆ J (aλ) · J (bµ).

The idea is to first treat the case when we have two ideals on a product of
varieties, each of them coming from one of the projections. In this case it is easy
to see that the inclusion in the theorem is in fact an equality.

Lemma 2.92. Let X and Y be smooth varieties and a and b nonzero ideals
on X and Y , respectively. If ã = a · OX×Y and b̃ = b · OX×Y , then for every
λ, µ ∈ R≥0, we have

(2.17) J (ãλb̃µ) = J (ãλ) · J (b̃µ) = J (aλ)� J (bµ).

Proof. Let f : X ′ → X and g : Y ′ → Y be log resolutions of (X, a) and
(Y, b), respectively. We write a · OX′ = OX′(−F ) and b · OY ′ = OY ′(−G). Let
p : X ′ × Y ′ → X ′ and q′ : X ′ × Y ′ → Y ′ be the projections and similarly for
p : X × Y → X, q : X × Y → Y . Note that h = (f, g) : X ′ × Y ′ → X × Y is
birational and

KX′×Y ′/X×Y = p′
∗
(KX′/X) + q′

∗
(KY ′/Y ).

Moreover, we have

ã · OX′×Y ′ = OX′×Y ′(−p′
∗
F ) and b̃ · OX′×Y ′ = OX′×Y ′(−q′

∗
G)

and clearly p′
∗
(F ) and q′

∗
G have no common components, hence

bλp′∗F + µq′
∗
Gc = bλp′∗F c+ bµq′∗Gc = p′

∗bλF c+ q′
∗bµGc.

Note that if A and B are SNC divisors on X ′ and Y ′, respectively, then p′
∗
(A) +

q′
∗
(B) is SNC. We thus see that h is a log resolution of (X × Y, ã · b̃) and using

Künneth’s formula we obtain

J (ãλb̃µ) = h∗OX′×Y ′(p′
∗
KX′/X + q′

∗
KY ′/Y − p′

∗bλF c − q′∗bµGc)
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= h∗
(
OX′(KX′/X − bλF c)�OY ′(KY ′/Y − bµGc)

)
= f∗OX′(KX′/X − bλF c)� g∗OY ′(KY ′/Y − bµGc)

)
= J (aλ)� J (bµ).

A special case of this (or a consequence of Proposition 2.88) is that

J (ãλ) = J (aλ)�OY and J (b̃µ) = OX � J (bµ),

hence the equality

J (aλ)� J (bµ) = J (ãλ) · J (b̃µ)

is clear. This completes the proof of the lemma. �

Proof of Theorem 2.91. Let ∆: X ↪→ X ×X be the diagonal embedding
and let p, q : X ×X → X be the projections on the first and second components,
respectively. We consider

ã = p−1(a) and b̃ = q−1(b).

Note that ∆−1(ã) = a and ∆−1(b̃) = b, so that it follows from Theorem 2.87
(in fact, we use the corresponding version for mixed multiplier ideals, which can
be either proved in the same way or can be deduced from the version for usual
multiplier ideals via Remark 2.49) that

(2.18) J (aλbµ) ⊆ ∆−1
(
J (ãλb̃µ)

)
.

On the other hand, it follows from the lemma that

(2.19) ∆−1
(
J (ãλb̃µ)

)
= ∆−1

(
p−1J (aλ) · q−1J (bµ)) = J (aλ) · J (bµ).

The assertion in the theorem follows by combining (2.18) and (2.19). �

2.5.3. Behavior of multiplier ideals in families. In this section we con-
sider a smooth morphism π : X → T of varieties and an ideal a on X. For every
t ∈ T , we denote by Xt the fiber π−1(t) and by at the ideal a|Xt . We assume that
for any t ∈ T , the ideal at is everywhere nonzero and we consider its multiplier
ideals (since we don’t assume that the fibers Xt are connected, the multiplier ideals
are defined separately on each connected component).

Proposition 2.93. With the above notation, if T is smooth, then there is a
nonempty open subset T0 ⊆ T such that

J (aλt ) = J (aλ) · OXt for all t ∈ T0, λ ∈ R≥0.

Proof. Note that since T is smooth and π is a smooth morphism, X is smooth
too. After possibly replacing T by an affine open subset, we may assume that T
is affine. Let |V | be a very ample linear system on T and |W | its inverse image on
X, which is base-point free. Let r = dim(Z). By Corollary 2.89, if H1, . . . ,Hr are
general elements of |W | and if Y = H1 ∩ . . . ∩Hr and aY = a · OY , then

J (aλY ) = J (aλ) · OY for all λ ∈ R≥0.

Note that Y is a union of fibers of π. Moreover, there is an open subset T0 ⊆ T
such that every fiber Xt, with t ∈ T0, is a component of such Y . This gives the
assertion in the proposition. �

The above proposition describes the generic behavior of multiplier ideals in
families. The next theorem gives a semicontinuity result regarding the triviality of
such ideals.
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Theorem 2.94. If π : X → T is a smooth morphism and a an ideal on X that
for every t ∈ T , the ideal at is everywhere nonzero, then for every λ ∈ R≥0, the set

Wλ :=
{
x ∈ X | J (aλπ(x))x 6= OXπ(x),x

}
is closed in X.

Proof. We divide the proof in several steps.

Step 1. We may assume that T is smooth. Indeed, let g : T̃ → T be a resolution
of singularities and consider the Cartesian diagram

X̃
h //

π̃
��

X

π

��
T̃

g
// T.

If ã = a · OX̃ and

W̃λ =
{
x ∈ X̃ | J (ãλπ̃(x))x 6= OX̃π̃(x),x

}
,

then W̃λ = h−1(Wλ). Since h is proper, hence closed, it is clear that Wλ is closed

in X if and only if W̃λ is closed in X̃.
Step 2. Given any T , there is a nonempty open subset T0 of T , such that the
assertion in the theorem holds for the morphism f−1(T0) → T0. Indeed, in order
to see this, after possibly restricting to the smooth locus of T and then to the open
subset provided by Proposition 2.93, we may assume that J (aλt ) = J (aλ) · OXt for
every t ∈ T . In this case it follows from Nakayama’s Lemma that

Wλ =
{
x ∈ X | J (aλ)x 6= OX,x

}
,

which is clearly closed in X.
Step 3. After repeatedly applying Step 2, we can write T as the disjoint union of
finitely many locally closed subsets Tα such that Wλ∩π−1(Tα) is closed in π−1(Tα)
for every α. This implies that Wλ is constructible.
Step 4. Since Wλ is constructible, in order to show that it is closed, it is enough
to show that if Z is a 1-dimensional locally closed subvariety of X and x ∈ Z such
that Zr{x} ⊆Wλ, then x ∈Wλ. Since we may replace T by π(Z), we may assume
that Z dominates T . If T is a point, the assertion is clear, hence we may assume
that dim(T ) = 1. Furthermore, by Step 1, we may assume that T , hence also X is
smooth.

Arguing by contradiction, let us assume that x 6∈ Wλ, hence J (aλπ(x))x =

OXπ(x),x. Applying Corollary 2.85 for Xπ(x) ↪→ X, we conclude that J (aλ)x =

OX,x. Therefore there is an open neighborhood V of x such that J (aλ)y = OX,y
for every y ∈ V . On the other hand, it follows from Proposition 2.93 that there is
a nonempty open subset U of T such that

J (aλt ) = J (aλ) · OXt for all t ∈ U.
Since dim(T ) = 1, it follows that U ′ = U ∪{π(x)} is an open neighborhood of π(x),
hence π−1(U ′) is an open neighborhood of x. The intersection Z ∩ π−1(U ′) ∩ V
is nonempty, hence 1-dimensional, and it is not contained in the fiber over π(x).
Therefore there is y ∈ Z ∩ π−1(U) ∩ V , with y 6= x. Since

J (aλπ(y)) = J (aλ) · OXπ(y),y = OXπ(y),y,
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this contradicts our assumption on Z r {x}. This completes the proof of the theo-
rem. �

Corollary 2.95. It π : X → T and a are as in Theorem 2.94, then for every
λ ∈ R≥0, the set

Uλ := {x ∈ X | lctx(aπ(x)) ≥ λ}
is open in X. In particular, if s : T → X is such that π ◦ s = idT , then the set

{t ∈ T | lcts(t)(at) ≥ λ}
is open in T .

Proof. Since J (aµπ(x))x 6= OXπ(x),x if and only if lctx(aπ(x)) ≤ µ, we deduce

from Theorem 2.94 that for every µ, the set

Aµ = {x ∈ X | lctx(aπ(x)) > µ}
is open in X. If the set

L := {lctx(aπ(x)) | x ∈ X}
is finite, then the set Uλ is equal to Aµ, where µ is the largest element in L that is
< λ.

Finiteness of L follows by induction on dim(T ) using Proposition 2.93. Indeed,
if we choose T0 ⊆ Tsm as in the proposition, then it is clear that for x ∈ π−1(T0),
the log canonical threshold lctx(aπ(x)) lies in the finite set {lctx(a) | x ∈ π−1(T0)}.
This completes the proof of the corollary. �

2.6. Integral closure and the Briançon-Skoda Theorem

In this section we discuss an application of multiplier ideals to integral closure
due to Ein and Lazarsfeld [EL99]. We begin with an introduction to integral closure
for ideals. Roughly speaking, this records the relevant information about an ideal
from the point of view of valuation theory.

2.6.1. Integral closure of ideals. In this section, unless explicitly mentioned
otherwise, we work over a field of arbitrary characteristic. Let X be a normal variety
and a a nonzero ideal on X. Consider a proper birational morphism f : Y → X,
with Y normal, such that a · OY = OY (−E) for an effective Cartier divisor E on
Y (the latter condition is equivalent to the fact that f factors through the blow-up
of X along a).

Definition 2.96. The integral closure of a is

a := f∗OY (−E).

The ideal a is integrally closed if a = a.

Remark 2.97. Since X is normal and E is effective, we have f∗OY (−E) ↪→
f∗(OY ) = OX , hence a is an ideal of OX . It is also clear that we have an inclusion
a ⊆ a. Finally, note that the integral closure does not depend on the choice of f :
since any two such morphisms are dominated by a third one, it is enough to show
that if g : Z → Y is proper, birational, with Z normal, such that a ·OZ = OZ(−F ),
and h = f ◦g, then h∗OZ(−F ) = f∗OY (−E). Note that we have F = g∗(E), hence

h∗OZ(−F ) = f∗
(
g∗g
∗OY (−E)

)
= f∗OY (−E),

where the second equality follows from the projection formula and the fact that
g∗OZ = OY .
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Remark 2.98. The independence of a on f means that for every open subset
U ⊆ X and nonzero ϕ ∈ OX(U), we have ϕ ∈ Γ(U, a) if and only if for every
divisorial valuation v = ordE with cX(v) ∩ U 6= ∅, we have v(ϕ) ≥ v(a). Moreover,
it is enough to consider those prime divisors E in the inverse image of V (a) on the
normalization of the blow-up of X along a.

Proposition 2.99. Let a and b be nonzero ideals on X.

i) For every f : Y → X proper, birational, with Y normal, such that a·OY =
OY (−E) for an effective Cartier divisor E, we have a · OY = OY (−E).

ii) The ideal a is integrally closed.
iii) If a ⊆ b, then a ⊆ b. In particular, if b is integrally closed, then a ⊆ b.
iv) We have a · b ⊆ a · b.

Proof. Let f : Y → X be as in i). Note that on Y we have inclusions

a · OY ⊆ a · OY ⊆ OY (−E),

where the first one follows from a ⊆ a and the second one follows from the definition
of a. Since a · OY = OY (−E), these are both equalities, giving the assertion in i).
The assertion in ii) is an immediate consequence.

Given a and b, we consider f : Y → X as above such that we also have b ·
OY (−F ), for an effective Cartier divisor F (simply take f to dominate both the
blow-ups of X along a and b). If a ⊆ b, then OY (−E) ⊆ OY (−F ), hence

a = f∗OY (−E) ⊆ f∗OY (−F ) = b,

giving the assertion in iii).
Finally, note that (a · b) · OY = OY (−E−F ). The assertion in iv) follows then

from the obvious inclusion

f∗OY (−E) · f∗OY (−F ) ⊆ f∗OY (−E − F ).

�

Remark 2.100. Let f : Y → X be a proper, birational morphism, with X and
Y normal, and let D be a Weil divisor on Y such that every prime divisor that
appears in D with positive coefficient is f -exceptional. Let us write D = A − B,
with A and B effective, without common components. We have

f∗OY (D) ⊆ f∗OY (A) = OX ,

where the equality follows from Lemma 2.31. This implies that the ideal a :=
f∗OY (−B) is in fact equal to f∗OY (D).

Note that every such ideal a is integrally closed. Indeed, after possibly replacing

Y by Z, for a suitable Z → Y and B =
∑
i biEi by B̃ =

∑
i biẼi, we may assume

that a · OY = OY (−E) for some effective divisor E. Since a · OY ⊆ OY (−B), we
have OY (−E) ⊆ OY (−B), and thus

a = f∗OY (−E) ⊆ f∗OY (−B) = a,

hence a = a.
In particular, we see that for every smooth variety X over a field of character-

istic 0, every nonzero ideal b on X, and every λ ∈ R≥0, the multiplier ideal J (bλ)
is integrally closed.



48 2. MULTIPLIER IDEALS AND LOG CANONICAL THRESHOLDS

Remark 2.101. For every nonzero ideal a on the smooth variety X over a field
of characteristic 0, we have

a ⊆ J (a).

Indeed, this follows from the inclusion a ⊆ J (a) and the fact that J (a) is integrally
closed by assertion iii) in Proposition 2.99.

Remark 2.102. If a is a nonzero ideal on the smooth variety X defined over a
ground field of characteristic 0, then

J (aλ) = J (aλ) for all λ ∈ R≥0.

Indeed, if f : Y → X is a log resolution of (X, a) and a · OY = OY (−F ), then it
follows from assertion i) in Proposition 2.99 that a · OY = OY (−F ). Therefore f is
a log resolution of (X, a) and

J (aλ) = f∗OY (KY/X − bλF c) = J (aλ) for all λ ∈ R≥0.

Example 2.103. Let a ⊆ k[x1, . . . , xn] be a monomial ideal. Recall from the
proof of Theorem 2.60 that we have an action of the torus T = (k∗)n on X = An

that preserves the ideal a. This implies that if f : Y → X is the normalization of the
blow-up of X along a, then T acts naturally on Y such that f is T -equivariant. This
implies that if we write a ·OY = OY (−F ), then all prime divisors that appear in F
are preserved by the T -action. First, this implies that a = f∗OY (−F ) is preserved
by the T -action, hence it is a monomial ideal. Second, using the description of
valuations associated to torus-invariant divisors in the proof of Theorem 2.60 and
Remark 2.98, we see that a monomial xu lies in a if and only if for every v ∈
Zn≥0 r {0}, we have

〈u, v〉 ≥ min
xw∈a
〈w, v〉 = min

w∈P (a)
〈w, v〉.

We thus conclude that xu ∈ a if and only if u ∈ P (a).

Example 2.104. Every nonzero ideal a on X that is locally principal is inte-
grally closed: this follows directly from definition.

Example 2.105. If a = (xd1, . . . , x
d
n) ⊆ k[x1, . . . , xn], then it follows from Ex-

ample 2.103 that a = (x1, . . . , xn)d.

Proposition 2.106. If a is a nonzero ideal on the normal variety X, then there
is a positive integer m such that

ai = am · ai−m for all i ≥ m.

Proof. The inclusion “⊇” holds for every m: indeed we have

am · ai−m ⊆ am · ai−m ⊆ ai,

where the second inclusion follows from assertion iv) in Proposition 2.99. The
interesting inclusion is the opposite one.

Let g : X̃ → X be the blow-up along a and h : Y → X̃ the normalization of X̃.

We put f = g ◦ h. Recall that X̃ = Proj(S), where S =
⊕

j≥0 a
j . We have an

effective Cartier divisor F on X̃ such that

a · OX̃ = OX̃(−F ) ' OX̃(1).

Let E = h∗(F ), so that a · OY = OY (−E).



2.6. INTEGRAL CLOSURE AND THE BRIANÇON-SKODA THEOREM 49

By the standard properties of the Proj construction, the graded S-module

associated to the coherent sheaf h∗(OY ) on X̃:⊕
j≥0

g∗
(
h∗(OY )⊗OX̃(j)

)
'
⊕
j≥0

f∗OY (−jE) =
⊕
j≥0

aj

is locally finitely generated. If it is locally generated over S in degrees ≤ m, it
follows that for every i ≥ m, we have

ai ⊆ ai−m · am.

This completes the proof of the proposition. �

We can now give the connection with the usual description of integral closure
of an ideal (which explains its name).

Proposition 2.107. If X = Spec(R) is a normal affine variety, a ⊆ R is a
nonzero ideal, and u ∈ R, then the following are equivalent:

i) u ∈ a.
ii) There is a nonzero ideal b in R such that u · b ⊆ a · b.
iii) There is a positive integer r and ai ∈ ai for 1 ≤ i ≤ r, such that

ur +

r∑
i=1

aiu
r−i = 0.

iv) For every discrete valuation v of the fraction field of R, with v(a) ≥ 0 for
all a ∈ R, we have v(u) ≥ v(a).

iv’) For every divisorial valuation v of X, we have v(u) ≥ v(a).
v) There is a nonzero c ∈ R such that cui ∈ ai for all i ≥ 1.

Proof. If m is as given in Proposition 2.106 and b = am, then

a · b ⊆ am+1 ⊆ a · b.

This proves the implication i)⇒ii).
The implication ii)⇒iii) follows using the determinant trick: if b is generated

by g1, . . . , gr, then we can write ugi =
∑n
j=1 ai,jgj for 1 ≤ i ≤ r, with ai,j ∈ a.

If A = (ai,j), then det(uIr − A) annihilates b, hence it is 0. Expending this
determinant, we get the assertion in iii).

Given an equation as in iii) and a valuation v as in iv), the equality

um =

r∑
i=1

(−ai)ur−i

implies that there is i, with 1 ≤ i ≤ r such that

m · v(u) = v(um) ≥ v(−aiur−i) = v(−ai) + (r − i) · v(u).

We thus conclude that i · v(u) ≥ v(−ai) ≥ i · v(a), hence v(u) ≥ v(a). This
proves iii)⇒iv). The implication iv)⇒iv’) is trivial, while iv’)⇒i) follows from the
definition of integral closure.

We have thus shown that i), ii), iii), iv), and iv’) are equivalent. In order to
complete the proof, we will show that i)⇒v)⇒iv). If m is chosen as in Proposi-

tion 2.106, then ai ⊆ ai ⊆ ai−m for all i ≥ m. If we choose a nonzero c ∈ am, then
c · ai ⊆ ai for all i. This proves i)⇒v).
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Finally, if cui ∈ ai for all i, with c 6= 0, and v is a discrete valuation as in iv),
then

v(c) + i · v(u) = v(cui) ≥ v(ai) = i · v(a) for all i ≥ 1.

Dividing by i and letting i go to infinity gives v(u) ≥ v(a). Therefore v)⇒iv),
completing the proof of the proposition. �

We end this section with a discussion of reductions of ideals. This notion will
be important in the context of Skoda’s theorem.

Definition 2.108. If a is a nonzero ideal sheaf on the normal variety X, then
a reduction of a is an ideal b ⊆ a such that a = b.

Proposition 2.109. If a is a nonzero ideal sheaf on the n-dimensional variety
X, then for every P ∈ X there is an open neighborhood U of P and a reduction of
a|U generated by n elements a1, . . . , an ∈ Γ(U, a).

Proof. After possibly replacing X by an affine open neighborhood of P , we
may and will assume that X is affine. Let f : Y → X be the normalization of the
blow-up of X along a, and let us write a · OY = OY (−F ). If a is generated by
linearly independent elements u1, . . . , ur ∈ Γ(X, a) and if |V | is the linear system
on X generated by these elements, then f∗|V | = F + |M | for a basepoint-free linear
system |M | on Y . Since the fiber f−1(P ) has dimension ≤ n− 1, it follows that if
M1, . . . ,Mn ∈ |M | are general elements, then f−1(P )∩M1∩. . .∩Mn = ∅. Since f is
proper, there is an open neighborhood U of P such that f−1(U)∩M1∩. . .∩Mn = ∅.
If ai ∈ Γ(X, a) defines the element of |V | whose inverse image is F + Mi and
b = (a1, . . . , an), it follows that b · Of−1(U) = O(−F )|f−1(U). Therefore b|U is a
reduction of a|U generated by n elements. �

2.6.2. Skoda type theorem for multiplier ideals. In this section we as-
sume that the ground field has characteristic 0. The following is Skoda’s theorem
for multiplier ideals [EL99].

Theorem 2.110. If a is a nonzero ideal on the smooth variety X and a is
locally generated by q elements, then

J (aλ) = a · J (aλ−1) for all λ ≥ q.

Proof. After taking a suitable affine open cover, we may assume that X is
affine and a = (a1, . . . , aq). Let f : Y → X be a log resolution of (X, a) and let us
write a · OY = OY (−F ). If V = kq, then we have a surjective morphism

V ⊗k OY → OY (−F )

given by
(
f∗(a1), . . . , f∗(an)

)
. This induces an exact Koszul complex

0→ ∧qV ⊗k OY (qF )→ . . .→ ∧2V ⊗k OY (2F )→ V ⊗k OY (F )→ OY → 0.

By tensoring with OY
(
KY/X − bλF c

)
, we obtain an exact complex

0→ Eq → . . .→ E1 → E0 → 0,

where

Ej = ∧jV ⊗k OY
(
KY/X − b(λ− i)F c

)
.

Note that it follows from Theorem 2.69 that if λ ≥ q, then

(2.20) Rif∗(Ej) = 0 for all i ≥ 1.
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If Fj = ker(Ej → Ej−1) for 1 ≤ j ≤ q − 1, then it follows by descending induction
on j, using the long exact sequence for higher direct images associated to

0→ Fj → Ej → Fj−1 → 0

that Rif∗(Fj) = 0 for all i ≥ 1 and j ≥ 1. In particular, since R1f∗(F1) = 0, we
conclude that the induced map

V ⊗k J (aλ−1) = V ⊗k f∗(E1)→ f∗(E0) = J (aλ)

is surjective. Since this map is defined by (a1, . . . , aq), we conclude that

J (aλ) = a · J (aλ−1).

�

Corollary 2.111. If a is a nonzero ideal on the n-dimensional smooth variety
X, then

J (aλ) = a · J (aλ−1) for all λ ≥ n.
In particular, we have

an ⊆ a.

Proof. In order to prove the first assertion, we may take a suitable open cover
of X. By Proposition 2.109, we may thus assume that a has a reduction b that is
generated by n global sections. Since b = a, we have J (aµ) = J (bµ) for all µ (see
Remark 2.102), hence Theorem 2.110 gives

J (aλ) = b · J (aλ−1) ⊆ a · J (aλ−1) for all λ ≥ n.
On the other hand, the inclusion

a · J (aλ−1) ⊆ J (aλ)

is a general easy fact (see Exercise 2.58), hence we obtain the first assertion in
the proposition. The second assertion follows from the first one and the fact that
an ⊆ J (an) (see Remark 2.101). �

Exercise 2.112. Show that, more generally, if a1, . . . , ar are nonzero ideals on
the smooth n-dimensional variety X, then

J (aλ1 · . . . aλrr ) = a1 · J (aλ1−1
1 · · · aλrr ) for λ1 ≥ n.

Exercise 2.113. Let a be a nonzero ideal on the normal variety X such that
all associated subvarieties of a have codimension ≤ r in X.

i) Show that around the generic point of each associated subvariety of a,
there is a reduction of a generated by r elements.

ii) Deduce that J (ar) ⊆ a.

The last assertion in Corollary 2.111 is due to Briançon and Skoda [SB74].
It implies an interesting relation between a regular function and its Jacobian ideal
that we now discuss.

Definition 2.114. If X is a smooth variety and f ∈ OX(X), then the Jacobian
ideal Jf of f is defined as follows: in an open subset U with algebraic coordinates

x1, . . . , xn, the ideal Jf is generated by ∂f
∂x1

, . . . ∂f∂x1
. It is easy to check that this is

independent of the choice of coordinates and thus the local definitions glue to give
the coherent ideal Jf .
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Proposition 2.115. If f is a nonconstant regular function on the smooth
variety X, then f ∈ Jf in a neighborhood of the zero-locus of f .

Proof. We apply Generic Smoothness for the morphism f : X → A1 to con-
clude that after possibly replacing X by an open neighborhood of the zero-locus of
f , we may assume that f−1(t) is smooth for all t 6= 0. We thus have V (Jf ) ⊆ V (f),
or equivalently, f ∈ rad(Jf ). The assertion to prove is local, hence we may assume
that X = Spec(R) is affine and we have algebraic coordinates x1, . . . , xn defined
globally on X.

We need to show that for every divisorial valuation ordE of X with cX(ordE) ⊆
V (Jf ), we have ordE(f) ≥ q := ordE(Jf ). Suppose that E is a prime divisor on
the normal variety Y , that has a birational morphism π : Y → X. Let Q ∈ E be a
point where both Y and E are smooth and P = π(Q). We choose a regular system
of parameters x1, . . . , xn of OX,P and a regular system of parameters y1, . . . , yn of
OY,Q such that E is defined at Q by (y1). Let

ϕ : ÔX,P = k[[x1, . . . , xn]]→ ÔY,Q = k[[y1, . . . , yn]]

be the homomorphism induced by π. If ui = ϕ(xi) for 1 ≤ i ≤ n, then we know
that

∂f

∂xi
(u1, . . . , un) ∈ (yq1) for all 1 ≤ i ≤ n.

Note that if g = f(u1, . . . , un) = ϕ(f), then we have

(2.21)
∂g

∂y1
=

n∑
i=1

∂f

∂xi
(u1, . . . , un) · ∂ui

∂y1
∈ (yq1).

Since by assumption f vanishes on π(E), we know that g ∈ (y1), and we thus

conclude6 using (2.21) that g ∈ (yq+1
1 ). This completes the proof of the proposition.

�

Corollary 2.116. If f is a nonconstant regular function on the smooth n-
dimensional variety X, then fn ∈ Jf in a neighborhood of the zero-locus of f .

Proof. The statement follows by combining the last assertion in Corollary 2.111
with Proposition 2.115. �

2.7. The Summation Theorem

In this section we give a description of the multiplier ideals of a sum of ideals.
More generally, we prove the following:

Theorem 2.117. Let a, b, and c be nonzero ideals on the smooth variety X.
For every λ, γ ∈ R≥0, we have

(2.22) J
(
(a + b)λcγ

)
=

∑
α+β=γ

J (aαbβcγ).

Remark 2.118. Since the function b−c only takes finitely many values on
bounded intervals, it follows from the definition of mixed multiplier ideals that in
the sum in (2.22) we have only finitely many distinct terms.

6Note that we use here that the ground field has characteristic 0.
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Remark 2.119. By combining the above result with the Subadditivity Theo-
rem, we deduce that

J
(
(a + b)λ

)
⊆

∑
α+β=λ

J (aα) · J (bβ).

This weaker version was proved in [Mus02], while the above stronger version was
first proved in [Tak06] using positive characteristic methods and then it was re-
proved using the Relative Vanishing Theorem in [JoMi08]. Here we follow the
latter approach.

Corollary 2.120. If a and b are nonzero ideals on the smooth variety X, then
for every P ∈ X, we have

lctP (a + b) ≤ lctP (a) + lctP (b).

Proof. It follows from Theorem 2.117 that J
(
(a+ b)λ

)
P

= OX,P if and only

if there are α, β ∈ R≥0 with α + β = λ such that J (aαbβ) = OX,P . If this is the
case, since we have the inclusions

J (aαbβ) ⊆ J (aα) and J (aαbβ) ⊆ J (bβ),

it follows that α < lctP (a) and β < lct(b). Therefore we have λ = α + β <
lctP (a) + lctP (b). This gives the inequality in the corollary. �

Corollary 2.121. If P is a point on the smooth n-dimensional variety X
defined by the ideal mP and if a and b are nonzero ideals on X such that a+mdP =
b + mdP for some positive integer d, then

| lctP (a)− lctP (b)| ≤ n

d
.

Proof. By assumption, we have a ⊆ b + mdP , hence Corollary 2.120 gives

lctP (a) ≤ lctP (b + mdP ) ≤ lctP (b) + lctP (mdP ).

Since lctP (mdP ) = n
d by Remark 2.43 and Example 2.50, we obtain

lctP (a)− lctP (b) ≤ n

d
and the inequality

lctP (b)− lctP (a) ≤ n

d
follows by symmetry. �

Proof of Theorem 2.117. Let f : Y → X be a log resolution of the ideal
a · b · c · (a + b). Let us write

a · OY = OY (−A), b · OY = OY (−B), c · OY = OY (−C).

By assumption, the ideal

(a + b) · OY = OY (−A) +OY (−B)

is locally principal. In this case, for every P ∈ Y , there is an open neighborhood U
of P such that either A|U ≥ B|U or A|U ≤ B|U . Clearly, if F = min{A,B}, then
(a + b) · OY = OY (−F ).

For every α ∈ [0, λ], let us write D(α) = bαA + (λ − α)B + γCc. By the
properties of the round-down function, we can choose

0 = α0 < α1 < . . . < αr = λ
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such that the divisor D(α) is independent of α for every α ∈ (αi−1, αi) and all
1 ≤ i ≤ r. In fact, after possibly adding intermediate points in each interval
(αi−1, αi), we may and will assume that for every 1 ≤ i ≤ r, the divisor D(α) is
constant either on the interval (αi−1, αi] or on the interval [αi−1, αi). In this case,
if we put Di = D(αi) and Ei = max{Di, Di−1}, then it follows from the elementary
Lemma 2.122 below that for every i with 1 ≤ i ≤ r, we have

Ei = Di or Ei = Di−1.

For every i with 0 ≤ i ≤ r, we have

αiA+ (λ− αi)B + γC ≥ λF + γC,

hence we have inclusions

ui : OY (−Di) ↪→ OY
(
− bλF + γCc

)
.

Similarly, for every i with 1 ≤ i ≤ r, we have inclusions

v′i : OY (−Ei) ↪→ OY (−Di) and v′′i : OY (−Ei) ↪→ OY (−Di−1).

We claim that we have a short exact sequence

(2.23) 0→
r⊕
i=1

OY (−Ei)
v−→

r⊕
i=0

OY (−Di)
u−→ OY

(
− bλF + γCc

)
→ 0,

where

v(x1, . . . , xr) =
(
v′′1 (x1), v′′2 (x2)− v′1(x1), . . . , v′′r (xr)− v′r−1(xr−1),−v′r(xr)

)
and u(y0, . . . , yn) =

r∑
i=0

ui(yi).

It is clear that this is a complex. In order to check that it is a short exact sequence,
we can argue locally and we may thus assume that we are in an open subset U on
which A ≤ B or B ≤ A. Without any loss of generality, let us suppose that A ≤ B,
in which case D0 ≤ D1 ≤ . . . ≤ Dr. Therefore in U the exact sequence is given by

(2.24) 0→
r⊕
i=1

OY (−Di)→
r⊕
i=0

OY (−Di)→ OY (−D0)→ 0.

If we define

OY (−D0)→ OY (−D0)⊕OY (−D1)⊕. . .⊕OY (−Dr), given by x→ (x, 0, . . . , 0) and

OY (−D0)⊕OY (−D1)⊕. . .⊕OY (−Dr)→ OY (−D1)⊕. . .⊕OY (−Dr), given by

(y0, . . . , yr)→ (−y1 − . . .− yr, . . . ,−yr−1 − yr,−yr),
it is straightforward to check that we get a homotopy on (2.24) between the identity
and the zero map. This proves the exactness of (2.23).

Recall that since Ei is equal to either Di or Di−1, we may apply Theorem 2.69
to conclude that

Rqf∗OY (KY/X − Ei) = 0 for all q ≥ 1, 1 ≤ i ≤ r.
After tensoring the exact sequence (2.23) with OY (KY/X) and taking the long exact
sequence for higher direct images, we obtain an exact sequence

0→
r⊕
i=1

f∗OY (KY/X − Ei)→
r⊕
i=0

J (aαibλ−αicγ)→ J
(
(a + b)λcγ

)
→ 0.
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This proves that

J
(
(a + b)λcγ

)
=

r∑
i=0

J (aαibλ−αicγ).

Since given α ∈ [0, λ], the αi can be chosen to include α as one of them, we obtain
the assertion in the theorem. �

Lemma 2.122. Let ϕ : R→ Z be given by ϕ(x) = bax+ bc for some a, b ∈ R.

i) If ϕ is constant on an interval [c, d), then ϕ(c) ≤ ϕ(d).
ii) If ϕ is constant on an interval (c, d], then ϕ(d) ≤ ϕ(c).

Proof. We only prove the assertion in i), the proof of ii) being similar. If
a ≥ 0, then ϕ is nondecreasing, hence we clearly have ϕ(c) ≤ ϕ(d). Suppose now
that a < 0. In this case, the behavior of the round-down function implies that if
0 < ε � 1, then ϕ(d) = ϕ(d − ε). Since ϕ is constant on [c, d), it follows that
ϕ(c) = ϕ(d). �

Exercise 2.123. Show that for every nonzero ideals a1, . . . , ar, b1, . . . , bs on
the smooth variety X, and every λ, µ1, . . . , µs ∈ R≥0, we have

J
(
(a1 + . . .+ ar)

λbµ1

1 . . . bµss
)

=
∑

α1+...+αr=λ

J (aα1
1 . . . aαrr bµ1

1 . . . bµss ).

Exercise 2.124. Let P be a point on the smooth n-dimensional variety X
defined by the ideal mP . Show that if a is a nonzero ideal on X with ordP (a) =
d ≥ 1, then for every r > d, we have

lctP (a + mrP ) ≤ n+ lctP (a) · (r − d)

r
.

Exercise 2.125. Let f ∈ C[x1, . . . , xn] and g ∈ C[y1, . . . , ym] be nonzero, with
f(0) = 0 = g(0). Show that if h(x, y) = f(x) + g(y), then we have the following
Thom-Sebastiani formula:

lct0(h) = min{lct0(f) + lct0(g), 1}.

2.8. Multiplier ideals of graded sequences of ideals

Some of the most interesting applications of multiplier ideals involve an asymp-
totic construction associated to suitable sequences of ideals. This construction first
appeared in the analytic setting in [Siu98] and then it was formalized in the alge-
braic framework that we discuss here in [ELS01]. We only give a brief introduction
to this topic and present the application to symbolic powers from [ELS01].

Definition 2.126. Let X be an arbitrary Noetherian scheme. A graded se-
quence of ideals a• = (ap)p≥0 on X is a sequence of ideals in OX that satisfy the
following properties:

i) a0 = OX .
ii) There is p > 0 with ap 6= 0.

iii) For every p, q ∈ Z≥0, we have ap · aq ⊆ ap+q.

Example 2.127. If a is a nonzero ideal in OX , then (am)m≥0 is a graded
sequence of ideals.

Example 2.128. If v = ordE is a divisorial valuation on the variety X, then
a•(v) =

(
am(v)

)
m≥0

is a graded sequence of ideals.
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Example 2.129. Let L be a line bundle on the projective variety X such that
H0(X,Lm) 6= 0 for some m ≥ 1. For every p ≥ 0, let ap be the ideal defining the
base locus of |Lp|, that is, the image of the evaluation map

H0(X,Lp)⊗OX → Lp

is ap ⊗ Lp. Since for every p, q ≥ 0, we have the multiplication map

H0(X,Lp)⊗H0(X,Lq)→ H0(X,Lp+q),

we deduce that ap · aq ⊆ ap+q. Therefore a• is a graded sequence of ideals. These
graded sequences play an important role in birational geometry.

Example 2.130. Recall that if q is a prime ideal in a Noetherian ring R, then
the m-th symbolic power of q is

q(m) = qmRq ∩R.

For m ≥ 1 this is clearly a q-primary ideal. It is then clear that
(
q(m)

)
m≥0

is a

graded sequence of ideals in R.
Note that if X = Spec(R) is a variety and the zero-locus of q meets the smooth

locus of X, then this exact sequence is equal to a•(ordZ), hence this is a special
case of the Example 2.128. If both X and Z are smooth, then it follows from
Lemma 2.14 and Remark 2.15 that q(m) = qm for all m ≥ 0. However, when Z is
singular, the behavior of symbolic powers is much more subtle.

Remark 2.131. If a• is a graded sequence of ideals on X, then
⊕

p≥0 ap is a
quasi-coherent OX -algebra. If this is locally a finitely generated OX -algebra, then
it is an elementary fact that there is d > 0 such that adp = apd for all p ≥ 1. This is
a “trivial” situation: in general, one is interested in the behavior of graded systems
when this algebra is not finitely generated (or, at least, when this is not known a
priori). The notion that we will introduce shortly provides a tool for handling such
graded sequences.

From now on we assume that we work on a smooth variety X over an alge-
braically closed field of characteristic 0.

Proposition 2.132. Let a• be a graded sequence of ideals on X and let λ ∈
R≥0.

i) If p is a positive integer such that ap 6= 0, then for every positive integer
q, we have

J (aλ/pp ) ⊆ J (aλ/pqpq ).

ii) There is an ideal J such that J (a
λ/p
p ) ⊆ J for all p with ap 6= 0, with

equality if p is divisible enough.

Definition 2.133. The ideal J in part ii) of the above proposition is the
asymptotic multiplier ideal J (aλ•).

Proof of Proposition 2.132. Since aqp ⊆ apq, we have

J (aλp) = J
(
(aqp)

λ/pq
)
⊆ J (aλ/pqpq ),

giving the assertion in i).
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Let’s consider now the set of ideals {J (a
λ/p
p ) | ap 6= 0}. Since X is Noetherian,

we can choose an element J = J (a
λ/p
p ) of this set that is not properly contained in

any ideal in this set. If q is such that aq 6= 0, we deduce from i) that

J = J (aλ/pp ) ⊆ J (aλ/pqpq ) and J (aλ/qq ) ⊆ J (aλ/pqpq ).

By our choice of J , the first inclusion is an equality, hence the second inclusion

gives J (a
λ/q
q ) ⊆ J . This completes the proof of the proposition. �

Example 2.134. If b is a nonzero ideal onX and a• is the graded sequence given

by am = bm for all m ∈ Z≥0, then for every λ ∈ R≥0 we have J (a
λ/m
m ) = J (bλ)

for all positive integers m, hence J (aλ•) = J (bλ).

All the properties that we discussed for multiplier ideals have analogues for
asymptotic multiplier ideals of graded sequences. The proofs reduce immediately
to the case of usual multiplier ideals. We refer to [Laz04, Chapter 11] for a de-
tailed discussion of asymptotic multiplier ideals and their application to birational
geometry; see also [JoMu12] for a discussion of invariants such as log canonical
thresholds or orders of vanishing associated to graded sequences.

We only give here a sample application to the comparison between symbolic
powers and regular powers, due to Ein, Lazarsfeld, and Smith [ELS01]. We begin
with the following version of the Subadditivity Theorem for asymptotic multiplier
ideals.

Proposition 2.135. If a• is a graded sequence of ideals on the smooth variety
X, then for every λ ∈ R≥0 and every positive integer q, we have

J (aqλ• ) ⊆ J (aλ•)
q.

Proof. Let m be a positive integer such that

J (aqλ• ) = J (aqλ/mm ).

Note now that

J (aqλ/mm ) ⊆ J (aλ/mm )q ⊆ J (aλ•)
q,

where the first inclusion follows from Theorem 2.91 and the second one from the
definition of J (aλ•). We thus obtain the inclusion in the statement of the proposi-
tion. �

We can now give the following application to symbolic powers.

Theorem 2.136. Let R be the coordinate ring of an n-dimensional smooth
affine variety over an algebraically closed field of characteristic 0. If q is a prime
ideal in R of codimension r, then

q(jr) ⊆ qj for all j ≥ 1.

Proof. Let a• be the graded sequence given by ap = q(p) for all p ≥ 0. Note
that by the definition of asymptotic multiplier ideals, Exercise 2.58, and Proposi-
tion 2.135, for every q we have

q(jr) ⊆ J (ajr) ⊆ J (ajr• ) ⊆ J (ar•)
j .

To obtain the assertion in the theorem, it is thus enough to show that

(2.25) J (ar•) ⊆ q.



58 2. MULTIPLIER IDEALS AND LOG CANONICAL THRESHOLDS

Since q is a prime ideal, in order to check (2.25) we may replace R by a localization
Rf , with f 6∈ q. We may thus assume that q defines a smooth subvariety, in which
case am = qm for all m, and thus using Examples 2.134 and 2.50 we get

J (ar•) = J (qr) = q.

This completes the proof of the theorem. �



CHAPTER 3

Test ideals and F -pure thresholds

In this chapter we discuss analogues of multiplier ideals and log canonical
thresholds in positive characteristic, whose definition makes use of the Frobenius
morphism. The most interesting aspect of the story is the connection between the
characteristic 0 and the positive characteristic invariants via reduction mod p.

Test ideals in rings of positive characteristic first arose in the work of Hochster
and Huneke [HH90] on tight closure. A version for pairs was then introduced and
studied by Hara, Takagi, and Yoshida in [Tak04], [HY03], and [HT04]. Like in
the previous chapter, we here focus on pairs (X, a), in which X is a smooth and a
is an ideal on X, in which case we follow the simpler description of test ideals from
[BMS08].

3.1. Frobenius powers in regular rings of positive characteristic

We begin by introducing some terminology. All rings are assumed to be commu-
tative, with unit. IfR is a ring of characteristic p > 0, we denote by F = FR : R→ R
the Frobenius homomorphism given by F (u) = up. We write F e∗R for R, viewed as
a left R-module via F eR.

Recall that a scheme X has characteristic p if OX(U) has characteristic p for
every open subset U of X. In this case we denote by F = FX : X → X the
(absolute) Frobenius morphism, given by the identity on the underlying topological
space, and by u→ up on sections of OX(U). In this section all considerations will
be of a local nature, so we will almost always consider affine schemes.

3.1.1. F -finite rings and schemes.

Definition 3.1. We say that a ring R of positive characteristic is F -finite if the
Frobenius homomorphism F : R→ R is finite (that is, if F e∗R is a finitely generated
R-module, or equivalently, R is a finitely generated module over its subring Rp).
More generally, a scheme X of characteristic p > 0 is F -finite if the Frobenius
morphism F : X → X is a finite morphism.

Proposition 3.2. Let R be a ring of characteristic p > 0.

i) If R is F -finite, then every R-algebra of finite type is F -finite. In partic-
ular, an algebra of finite type over a perfect field is F -finite.

ii) If R is F -finite, then the formal power series R[[x1, . . . , xn]] is F -finite.
iii) If R is F -finite, then every localization of R is F -finite.
iv) If k is a field and A is a k-algebra essentially of finite type which is F -finite,

then k is F -finite.

Proof. Suppose that R is generated as a module over Rp by b1, . . . , br. If
A = R[a1, . . . , an], then A is generated over Ap by

{bkaj11 · · · ajnn | 1 ≤ k ≤ r, 0 ≤ j1, . . . , jn ≤ p− 1}.

59
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This gives the assertion in i). Similarly, S = R[[x1, . . . , xn]] is generated as a module
over Sp by

{bkxj11 · · ·xjnn | 1 ≤ k ≤ r, 0 ≤ j1, . . . , jn ≤ p− 1},
giving the assertion in ii). If S is a multiplicative system in R, then every element

of S−1R can be written as a
s = sp−1a

sp , hence S−1R is generated as a module over

(S−1R)p by b1
1 , . . . ,

br
1 ; hence we obtain iii).

If A is as in iv) and K = A/m, where m is a maximal ideal in A, then [K : k] <
∞ by Nullstellensatz, hence [Kp : kp] < ∞. Since A is F -finite, it follows from i)
that [K : Kp] < ∞. Therefore [K : kp] < ∞, and thus also [k : kp] < ∞, so k is
F -finite. �

Example 3.3. It follows from Proposition 3.2 that if X is a scheme essentially
of finite type over an F -finite field of positive characteristic (for example, over a
perfect field), then X is F -finite. Moreover, all local rings and residue fields of an
F -finite scheme are F -finite.

We will almost exclusively deal with the case when R is a regular ring. Globally,
we will work with regular schemes (recall that a scheme is regular if it is Noetherian
and all local rings are regular).

Lemma 3.4. If X is a regular scheme of characteristic p > 0, then the Frobenius
morphism F : X → X is flat.

Proof. It is enough to show that if R is a local ring of X, then the Frobenius
homomorphism FR : R → R is flat. This follows directly from the fact that if
ϕ : (R,m) → (S, n) is a local ring homomorphism, with R regular and S Cohen-
Macaulay such that dim(S/mS) = dim(S) − dim(R), then ϕ is flat (see [Mat89,
Theorem 23.1]). �

Remark 3.5. It is result of Kunz [Ku69] that the converse holds: if R is
a reduced local Noetherian ring of positive characteristic on which the Frobenius
homomorphism is flat, then R is regular. However, we will not need this result.

Exercise 3.6. Show that if R is an F -finite regular local ring of positive char-

acteristic, then its completion R̂ is F -finite.

Definition 3.7. If X is a scheme of characteristic p > 0 and a is a coherent
ideal in OX , for every e ≥ 1, the e-th Frobenius power a[pe] is the inverse image
ideal by the e-th iterate F eX of the Frobenius morphism. Therefore, if a is generated

in some affine open subset U by f1, . . . , fr ∈ OX(U), then a[pe] is generated in U

by fp
e

1 , . . . , fp
e

r .

Remark 3.8. Note that if X is a regular scheme, since FX is flat, we have a
canonical isomorphism (F eX)∗(a) ' a[pe].

For future reference, we record the following proposition. Recall that if a is an
ideal in R and c ∈ R, then

(a : c) = {u ∈ R | uc ∈ a}.

Proposition 3.9. If a and b are ideals in the ring R of characteristic p > 0
and q = pe, with e ≥ 1, then the following hold:

i) (a + b)[q] = a[q] + b[q].
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ii) (a · b)[q] = a[q] · b[q].
iii) If R is F -finite and regular and (ai)i∈I is a family of ideals in R, then(⋂

i∈I
ai

)[q]

=
⋂
i∈I

a
[q]
i .

iv) If R is regular and c ∈ R, then

(a : c)[q] = (a[q] : cq).

v) If R is regular, then b ⊆ a if and only if b[q] ⊆ a[q].

Proof. The assertions in i) and ii) are clear. For the assertion in iii), note
that since R is F -finite and regular, it is a finitely generated projective module via
F eR. The assertion thus follows by noticing that more generally, if M is a finitely
generated projective module over a ring R and (ai)i∈I is a family of ideals in R,
then

(3.1)

(⋂
i∈I

ai

)
M =

⋂
i∈I

aiM.

This is clear if M is a finitely generated free R-module. Moreover, if the assertion
holds for M1⊕M2, then it holds for both M1 and M2. Since M is a direct summand
of a finitely generated free R-module, we obtain the equality in (3.1).

We next prove iv). Since R is regular, the homomorphism F eR is flat, hence
tensoring with R via F eR the exact sequence

0 −→ (a : c) −→ R
·c−→ R/a

gives the exact sequence

0 −→ (a : c)[q] −→ R
·cq−→ R/a[q].

This gives the assertion in iv).
In order to prove v), note first that if b ⊆ a, then we clearly have b[q] ⊆ a[q],

hence we only need to prove the reverse implication. Suppose that b[q] ⊆ a[q] and
let u ∈ b. The hypothesis gives uq ∈ a[q], hence 1 ∈ (a[q] : uq) = (a : u)[q], where
the equality follows from iv). Since (a : u)[q] ⊆ (a : u), we conclude that 1 ∈ (a : u),
hence u ∈ a. This proves that b ⊆ a. �

We end this section with another useful property of the Frobenius homomor-
phism in regular rings.

Proposition 3.10. If R is a regular ring of characteristic p > 0, a is an ideal
in R, and u ∈ R is such that there is a non-zero divisor c with cu[pe] ∈ a[pe] for all
e� 0, then u ∈ a.

In the terminology of [HH90], the hypothesis on u says that it lies in the tight
closure of the ideal a. The assertion in the above proposition then says that every
ideal in a regular F -finite ring is tightly closed.

Proof of Proposition 3.10. It is enough to show that u ∈ a after localizing
at every prime ideal. Note that c remains nonzero after localization, hence we may
and will assume that R is local, with maximal ideal m. The hypothesis says that

c ∈ (a[pe] : u[pe]) = (a : u)[pe] for e� 0,
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where the equality follows from Proposition 3.9iv). If (a : u) ⊆ m, then we conclude
that c ∈

⋂
e>0 m

[pe], hence c = 0 by Krull’s Intersection Theorem, a contradiction.
Therefore (a : u) = R, hence u ∈ a. �

3.1.2. Inverse Frobenius powers. In this section we fix an F -finite regular
ring R of characteristic p > 0.

Definition 3.11. If a is an ideal in R and q = pe, where e is a positive integer,
then a[1/q] is the unique smallest ideal J with the property that a ⊆ J [q]; in other
words, for an ideal b we have a ⊆ b[q] if and only if a[1/q] ⊆ b.

Remark 3.12. If (bi)i∈I is a family of ideals in R such that a ⊆ b
[q]
i for all

i ∈ I and b = ∩i∈Ibi, then it follows from Proposition 3.9iii) that a ⊆ b[q]. This
implies that indeed, the set of ideals J with a ⊆ J [q] contains a unique smallest
element.

In the next proposition we collect a few easy properties of the ideals a[1/q].

Proposition 3.13. Let a and b be ideals in the F -finite regular ring R and let
q = pe, q′ = pe

′
, with e, e′ ≥ 1.

i) If a ⊆ b, then a[1/q] ⊆ b[1/q].
ii) (a ∩ b)[1/q] ⊆ a[1/q] ∩ b1/q]

iii) (a + b)[1/q] = a[1/q] + b[1/q].
iv) (a · b)[1/q] ⊆ a[1/q] · b[1/q].

v) (a[q′])[1/q] = a[q′/q] ⊆
(
a[1/q]

)[q′]
.

vi)
(
a[1/q]

)[1/q′]
= a[1/qq′].

Proof. If a ⊆ b, the inclusions

a ⊆ b ⊆
(
b[1/q]

)[q]
imply a[1/q] ⊆ b[1/q]. This proves i) and the assertion in ii) follows immediately
from this one.

The inclusion “⊇” in iii) also follows from i). The reverse inclusion follows from
the minimality in the definition of (a + b)[1/q] and the inclusion

a + b ⊆
(
a[1/q]

)[q]
+
(
a[1/q]

)[q]
=
(
a[1/q] + b[1/q]

)[q]
,

where the equality follows from Proposition 3.9i).
The inclusion in iv) follows from the minimality in the definition of (a · b)[1/q]

and the inclusion

a · b ⊆
(
a[1/q]

)[q] · (b[1/q]
)[q]

=
(
a[1/q] · b[1/q]

)[q]
,

where the equality follows from Proposition 3.9ii).
In order to prove v), we consider separately the cases when q ≥ q′ and when

q′ ≥ q. Suppose first that q′ ≥ q. Since a[q′] =
(
a[q′/q]

)[q]
, the minimality property

in the definition of
(
a[q′]

)[1/q]
implies that

(3.2)
(
a[q′]

)[1/q] ⊆ a[q′/q].

On the other hand, since(
a[q′/q]

)[q]
= a[q′] ⊆

((
a[q′]

)[1/q])[q]

,
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it follows from Proposition 3.9iv) that(
a[q′/q]

)
⊆
(
a[q′]

)[1/q]
.

By combining this with (3.2), we obtain the equality in v). Note now that the
inclusion

a ⊆
(
a[1/q]

)[q]
induces the inclusion

a[q′/q] ⊆
((

a[1/q]
)[q])[q′/q]

=
(
a[1/q]

)[q′]
,

hence the inclusion in v).
Suppose now that q ≥ q′. For any ideal J in R, it follows from Proposition 3.9iv)

that a ⊆ J [q/q′] if and only if a[q′] ⊆ J [q]. This gives the equality in v). Since

a ⊆
(
a[1/q]

)[q]
=
((

a[1/q]
)[q′])[q/q′]

,

the minimality property of a[q′/q] gives the inclusion in v).
Finally, we prove vi). Note first that we have the inclusions

a ⊆
(
a[1/q]

)[q] ⊆ ((a[1/q]
)[1/q′])[qq′]

,

where the second inclusion follows from v). The minimality property of a[1/qq′] thus
gives

a[1/qq′] ⊆
(
a[1/q]

)[1/q′]
.

In order to prove the reverse inclusion, by the minimality property in the definition

of
(
a[1/q]

)[1/q′]
, it is enough to show that

a[1/q] ⊆
(
a[1/qq′]

)[q′]
.

This follows from v). This completes the proof of the proposition. �

Proposition 3.14. Let ϕ : R → R′ be a homomorphism of F -finite regular
rings, a an ideal in R, and q = pe, with e ≥ 1.

i) We have (a ·R′)[1/q] ⊆ a[1/q] ·R′.
ii) If R′ = S−1R, where S is a multiplicative system in R, and ϕ is the

canonical homomorphism, then we have equality in i).

Proof. The inclusion a ⊆
(
a[1/q]

)[q]
induces an inclusion

a ·R′ ⊆
(
a[1/q]

)[q] ·R′ =
(
a[1/q] ·R′

)[q]
,

hence the inclusion in i) follows from the minimality in the definition of (a ·R′)[1/q].
Suppose now that R′ = S−1R. If b is an ideal in R such that (S−1a)[1/q] =

S−1b, then the inclusion S−1a ⊆ (S−1b)[q] implies that there is s ∈ S such that
s · a ⊆ b[q]. Therefore we have

a ⊆ (b[q] : sq) = (b : s)[q],

where the equality follows from Proposition 3.9iv). This implies a[1/q] ⊆ (b : s) and
thus

S−1a[1/q] ⊆ S−1(b : s) = S−1b = (S−1a)[1/q].

This completes the proof. �
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By the above proposition, the computation of a[1/q] can be done locally. Since
the Frobenius homomorphism is finite and flat, we can thus reduce the computation
to the case when R is free over Rq. In this case, the next proposition gives an explicit
description of the ideal a[1/q].

Proposition 3.15. Let R be a regular F -finite ring of characteristic p > 0
and let q = pe, with e ≥ 1. Suppose that R is free over Rq with a basis given by
e1, . . . , en. If a is an ideal of R generated by f1, . . . , fr and if we write

(3.3) fi =

n∑
j=1

hqi,jej for 1 ≤ i ≤ r,

then

(3.4) a[1/q] = (hi,j | 1 ≤ i ≤ r, 1 ≤ j ≤ n).

Proof. Let J denote the ideal on the right-hand side of (3.4). Since we clearly
have a ⊆ J [q], we have a[1/q] ⊆ J . In order to prove the reverse inclusion, let

us choose generators g1, . . . , gm of a[1/q]. Since a ⊆
(
a[1/q]

)[q]
, we deduce that

fi ∈ (gq1, . . . , g
q
m) for all i, hence we can find ai,k ∈ R such that

(3.5) fi =

m∑
k=1

ai,kg
q
k for 1 ≤ i ≤ r.

Suppose now that e∗1, . . . , e
∗
n is the dual basis of e1, . . . , en. Note first that it follows

from (3.3) that hqi,j = e∗j (fi) for all i and j. On the other hand, it follows from

(3.5) that

e∗j (fi) =

m∑
k=1

gqke
∗
j (ai,k).

We thus conclude that hqi,j ∈ (gq1, . . . , g
q
m) =

(
a[1/q]

)[q]
. Using Lemma 3.9v), we

conclude that hi,j ∈ a[1/q] for all i and j, hence J ⊆ a[1/q]. This completes the
proof of the proposition. �

3.2. Test ideals: definition and first properties

We begin by considering the affine case. Let R be an F -finite regular ring of
characteristic p > 0. If a is an ideal in R that is everywhere nonzero (that is, it is
nonzero on each connected component of Spec(R)), we make the convention that
a0 = R. If λ is a nonnegative real number, we will take the test ideal τ(aλ) to be
the largest ideal in the set (ar)[1/pe], where r and e are such that r

pe ≥ λ. In order

to make this precise, we need the following

Lemma 3.16. With the above notation, if r, r′, e, and e′ are such that r
pe ≤

r′

pe′

and e ≥ e′, then

(ar
′
)[1/pe

′
] ⊆ (ar)[1/pe].

Proof. By hypothesis, we have r ≤ r′pe−e′ , hence ar ⊇ ar
′pe−e

′

. We thus have
the sequence of inclusions

(ar)[1/pe] ⊇
(
(ar
′
)p
e−e′ )[1/pe] ⊇ (ar′)[pe−e

′
]
)[1/pe]

= (ar
′
)[1/pe

′
],

where the equality follows using Proposition 3.13v) and the second inclusion follows
from the fact that for every ideal J , we have J [pe] ⊆ Jpe . �
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Suppose now that a is an ideal in R that is everywhere nonzero and λ ∈ R≥0.

For every positive integer e, we consider the ideal
(
adλp

ee)[1/pe]. Since λpe+1 ≤
dλpeep, it follows that dλpe+1e ≤ dλpeep and thus dλp

e+1e
pe+1 ≤ dλpee

pe . Therefore

Lemma 3.16 gives (
adλp

ee)[1/pe] ⊆ (adλpe+1e)[1/pe+1]
.

Since R is Noetherian, it follows that this sequence of ideals, when e goes to infinity,
stabilizes.

Definition 3.17. The test ideal τ(aλ) is the ideal of R with the property that

τ(aλ) =
(
adλp

ee)[1/pe] for e� 0.

Remark 3.18. Note that τ(aλ) is the unique maximal element in the set of all
ideals (ar)[1/pe], where r and e are such that r

pe ≥ λ. Indeed, it lies in this set, and

for every such r and e, we have r ≥ dλpee, hence

(ar)[1/pe] ⊆
(
adλp

ee)[1/pe] ⊆ τ(aλ).

We next give some easy properties of test ideals.

Proposition 3.19. If S is a multiplicative system in R, a is an ideal in R that
is everywhere nonzero, and b = S−1a ⊆ S−1R, then for every λ ∈ R≥0, we have
τ(bλ) = S−1τ(aλ).

Proof. For every e ≥ 1, it follows from Proposition 3.14ii) that(
bdλp

ee)[1/pe] = S−1
(
adλp

ee)[1/pe].
By taking e� 0, we get the assertion in the proposition. �

Exercise 3.20. Show that if R is a regular F -finite local ring, a is a nonzero

ideal in R, and â = a · R̂, then τ(âλ) = τ(aλ) · R̂ for every λ ∈ R≥0.

Definition 3.21. If X is a regular F -finite scheme of characteristic p > 0 and
a is a (coherent) ideal in OX that is everywhere nonzero, then we define the test
ideal τ(aλ) by defining it on affine open subsets of U ⊆ X:

τ(aλ)(U) := τ
(
a(U)λ

)
.

It follows from Proposition 3.19 that we get in this way a coherent ideal of OX .

Proposition 3.22. Let X be a regular F -finite scheme of characteristic p > 0
and a, b ideals in OX that are everywhere nonzero.

i) If a ⊆ b, then τ(aλ) ⊆ τ(bλ) for every λ ∈ R≥0.
ii) If λ, µ ∈ R≥0, with λ ≥ µ, then

τ(aλ) ⊆ τ(aµ).

Proof. We may and will assume that X = Spec(R) is affine. If a ⊆ b, then
for every e ≥ 1, the inclusion adλp

ee ⊆ bdλp
ee induces the inclusion(

adλp
ee)[1/pe] ⊆ (bdλpee)[1/pe].

By taking e� 0, we obtain the assertion in i).
If λ ≥ µ, then for every e ≥ 1, we have an inclusion adλp

ee ⊆ adµp
ee, which

induces the inclusion (
adλp

ee)[1/pe] ⊆ (adµpee)[1/pe].
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By taking e� 0, we obtain the assertion in ii). �

Remark 3.23. For every λ ∈ R≥0, we have

a ⊆ rad
(
τ(aλ)

)
.

More precisely, if m ∈ Z with m ≥ λ, then am ⊆ τ(aλ). In order to check this, we
may assume that X = Spec(R) is affine and use the fact that

am =
(
(am)[pe]

)[1/pe] ⊆ (amp
e

)[1/pe] ⊆
(
adλp

ee)[1/pe] ⊆ τ(aλ),

where the equality follows from Proposition 3.13v).

Proposition 3.24. Let X be a regular F -finite scheme of characteristic p > 0.
If a is an ideal in OX that is everywhere nonzero, then for every λ ∈ R≥0 there is
ε > 0 such that for all r, e ≥ 1, with λ < r

pe < λ+ ε, we have

(ar)[1/pe] = τ(aλ).

In particular, we have τ(aλ
′
) = τ(aλ) if λ ≤ λ′ < λ+ ε.

Proof. If we cover X by affine open subsets U and we can find some εU on
each of these subsets, the minimum of these εU works for X. We may thus assume
that X = Spec(R) is affine and R is a domain.

We first consider all ideals of R of the form (ar)[1/pe], for r, e ≥ 1, with λ < r
pe .

Using the fact that R is Noetherian, we pick one such ideal J = (ar0)[1/pe0 ] which is
not properly contained in any other such ideal. Let ε > 0 be such that λ+ ε < r0

pe0

and there is no r
pe in (λ, λ+ ε) with 1 ≤ e < e0. We first show that

(3.6) (ar1)[1/pe1 ] = J for all r1, e1 with r1
pe1 ∈ (λ, λ+ ε).

Indeed, it follows from the choice of ε that e1 ≥ e0 and r0
pe0 >

r1
pe1 , hence Lemma 3.16

implies

J = (ar0)[1/pe0 ] ⊆ (ar1)[1/pe1 ].

By the maximality in the choice of J , this inclusion must be an equality. We thus
have (3.6).

In order to obtain the first assertion in the proposition, it is enough to show

that J = τ(aλ). Let e � 0, so that τ(aλ) =
(
adλp

ee) and dλpee+1
pe < λ + ε. If

λpe 6∈ Z, then λ < dλpee
pe and we are done by (3.6). Suppose now that λpe ∈ Z. In

this case (3.6) gives

J = (aλp
e+1)[1/pe] ⊆ (aλp

e

)[1/pe] = τ(aλ).

The reverse inclusion (aλp
e

)[1/pe] ⊆ J is equivalent to aλp
e ⊆ J [pe]. Let u ∈ aλp

e

. If

e′ ≥ e, then λpe
′
+1

pe′
< λ+ ε, hence (3.6) gives J =

(
aλp

e′+1
)[1/pe′ ]

and thus

up
e′−e

a ⊆ aλp
e′+1 ⊆ J [pe

′
].

If c ∈ a is nonzero, we deduce that

cup
e′−e
∈
(
J [pe]

)[pe′−e]
for all e′ − e ≥ 0.

We then deduce from Lemma 3.10 that u ∈ J [pe]. This completes the proof of the
fact that J = τ(aλ).
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The last assertion in the proposition is clear: if λ′ ∈ (λ, λ+ ε), then for e� 0

we have λ < dλ′pee
pe < λ+ ε, hence by what we have already proved

τ(aλ
′
) =

(
adλ
′pee)[1/pe] = τ(aλ).

�

Remark 3.25. Since it is clear that τ(a0) = OX , it follows from Proposi-
tion 3.24 that there is ε > 0 such that τ(aλ) = OX for all λ ∈ [0, ε).

Proposition 3.26. Let X be a regular F -finite scheme of characteristic p > 0.
If a is an ideal in OX that is everywhere nonzero, then for every positive integer
m, we have

τ
(
(am)λ

)
= τ(amλ) for all λ ∈ R≥0.

Proof. We may and will assume that X is affine. If e� 0, then

(3.7) τ
(
(am)λ

)
=
(
(am)dλp

ee)[1/pe] =
(
amdλp

ee)[1/pe].
On the other hand, it follows from Proposition 3.24 that there is ε > 0 such that

τ(amλ) = (ar)[1/pe
′
] if mλ < r

pe < mλ+ ε.

For e� 0, we clearly have mλ ≤ mdλpee
pe < mλ+ ε, hence

(3.8) τ(amλ) =
(
amdλp

ee)[1/pe]
(if mdλpee

pe = mλ, then the equality in (3.8) follows from the definition of τ(amλ),

since e� 0). By combining (3.7) and (3.8), we obtain the equality in the proposi-
tion. �

Remark 3.27. As we will see in the following sections, test ideals satisfy many
of the general properties of multiplier ideals. An interesting aspect, however, is that
while some of the more subtle properties of multiplier ideals have rather trivial
proofs for test ideals, some of the straightforward properties of multiplier ideals
that follow directly from the computation via a log resolution have more delicate
proofs in the case of test ideals (as in the case of Propositions 3.24 and 3.26) or
simply do not hold in this setting.

3.2.1. Mixed test ideals. As in the case of multiplier ideals, we can consider
a mixed version of test ideals. Suppose that we have ideals a1, . . . , am that are
everywhere nonzero and λ1, . . . , λm ∈ R≥0. Arguing as in the proof of Lemma 3.16,
we see that if X = Spec(R), e ≥ e′ are positive integers and rj , r

′
j ∈ Z≥0 for

1 ≤ j ≤ m are such that
rj
pe ≤

r′j
pe′

for all j, then

(a
r′1
1 · · · a

r′m
m )[1/pe

′
] ⊆ (ar11 · · · armm )[1/pe].

Using this, we see that for every λ1, . . . , λm ∈ R≥0, when e ≥ 1, the ideals(
a
dλ1p

ee
1 · · · adλmp

ee
m )[1/pe]

form a non-decreasing sequence which stabilizes by the Noetherian property. The
stable value is the mixed test ideal τ

(
aλ1

1 . . . aλmm
)
. It is clear from the definition

that if λ1 = . . . = λm = λ, then

τ(aλ1
1 . . . aλmm ) = τ(aλ),



68 3. TEST IDEALS AND F -PURE THRESHOLDS

where a =
∏
i ai.

Arguing as in the proof of Proposition 3.19, we see that the definition of mixed
test ideals commutes with localization and thus extends to regular F -finite schemes.
Furthermore, the properties in Propositions 3.22, 3.24, and 3.26 extend to mixed
test ideals, with similar proofs. For example, if a1, . . . , am are everywhere nonzero
ideals on a regular F -finite scheme X, then for every λ1, . . . , λm ∈ R≥0, there is
ε > 0 such that

(3.9) τ(aλ1
1 . . . aλmm ) = τ(a

λ′1
1 . . . a

λ′m
m ) if λ′i ∈ [λi, λi + ε) for all i.

If `1, . . . , `m are positive integers, then

τ(a`1λ1
1 . . . a`mλmr ) = τ

(
(a`11 )λ1 . . . (a`mm )λm

)
.

We leave the proofs of these extensions to the mixed case as an exercise for the
reader.

Note that using these properties, we may reduce the computation of mixed test
ideals to the case of usual test ideals. More precisely, using (3.9), we reduce the

computation of τ(aλ1
1 . . . aλmm ) to the case when λ1, . . . , λm are rational numbers. In

this case, if ` is a positive integer such that all `λi are integers and a =
∏m
i=1 a

`λi
i ,

then
τ(aλ1

1 . . . aλmm ) = τ(a1/`).

Remark 3.28. Note that if a is an everywhere nonzero ideal on X, then

τ(aλaµ) = τ(aλ+µ).

Indeed, we may assume that X is affine; if e� 0, then

τ(aλaµ) =
(
adλp

ee+dµpee)[1/pe] = τ(aλ+µ).

The second equality is clear if dλpee + dµpee = d(λ + µ)pee and if this is not the
case it follows from Proposition 3.24, since we then have

λ+ µ <
dλpee+ dµpee

pe
< λ+ µ+

2

pe
.

Remark 3.29. If X is a regular F -finite scheme of characteristic p > 0 and a,
b are ideals on X that are everywhere nonzero, then for every λ ∈ R≥0, we have

(3.10) b · τ(aλ) ⊆ τ(baλ).

In particular, we have

(3.11) a · τ(aλ) ⊆ τ(aλ+1).

Indeed, we may assume that X = Spec(R) is affine. Note first that it is enough
to prove the assertion when b = (h) is a principal ideal. Indeed, this would imply
that for every h ∈ b, we have h · τ(aλ) ⊆ τ(haλ) ⊆ τ(baλ), hence (3.10) holds.

The assertion we need follows by taking e� 0 if we show that

h ·
(
adλp

ee)[1/pe] ⊆ (hpeadλpee)[1/pe]
for all e ≥ 1. If we put m = dλpee, then the assertion we want to show is equivalent
to

(am)[1/pe] ⊆
((
hp

e

am)[1/pe] : h
)
,

which in turn, by the definition of the left-hand side, is equivalent to

am ⊆
(
(hp

e

am)[1/pe] : h
)[pe]

=
((

(hp
e

am)[1/pe]
)[pe]

: hp
e
)
,
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where the equality follows from Proposition 3.9iv). This is a consequence of the
definition of (hp

e

am)[1/pe]. This completes the proof of (3.10) and we obtain the
inclusion in (3.11) by taking a = b in (3.10) and using Remark 3.28.

3.3. Properties of test ideals

In this section we begin the discussion of some basic properties of test ideals.
Further properties as well as some pathological aspects (by comparison with mul-
tiplier ideals) are covered in Chapter 3.6 below.

We begin with the analogue of the Restriction Theorem for multiplier ideals
(cf. Theorem 2.87).

Proposition 3.30. Let f : Y → X be a morphism of regular F -finite schemes
of characteristic p > 0. If a is an ideal in OX such that b := a · OY is everywhere
nonzero, then

τ(bλ) ⊆ τ(aλ) · OY for all λ ∈ R≥0.

Proof. After coveringX and Y by suitable affine open subsets, we may assume
that X = Spec(R) and Y = Spec(S) are affine schemes and f corresponds to the
homomorphism ϕ : R→ S. Since bdλp

ee = adλp
ee ·S, it follows from Proposition 3.14

that for every e ≥ 1, we have(
bdλp

ee)[1/pe] ⊆ (adλpee)[1/pe] · S.
For e� 0, this gives the inclusion in the proposition. �

We next show that for smooth morphisms, the inclusion in Proposition 3.30
is an equality. We will not use this result in an essential way, so the reader not
familiar with formally smooth morphisms could safely skip it.

Proposition 3.31. If f : Y → X is a smooth morphism between regular F -
finite schemes of characteristic p > 0, a ⊆ OX is an ideal that is everywhere nonzero,
and b = a · OY , then

(3.12) τ(bλ) = τ(aλ) · OY for all λ ≥ 0.

More generally, if ϕ : (A,m, k) → (B, n,K) is a local homomorphism of regular F -
finite local rings of characteristic p > 0 and B is n-formally smooth over A, then
for every nonzero ideal a in A, if b = a ·B, then

(3.13) τ(bλ) = τ(aλ) ·B for all λ ≥ 0.

Proof. The first assertion follows from the second one: indeed, in order to
prove the equality in (3.12), it is enough to prove the corresponding equality in OY,y
for every y ∈ Y . Since test ideals commute with localization by Proposition 3.19,
the equality in (3.12) follows from the one in (3.13), applied for the homomorphism
OX,x → OY,y.

In order to prove the second assertion, after replacing ϕ by Â → B̂ (which
satisfies the same hypotheses), and using the fact that test ideals commute with
completion (see Exercise 3.20), we may assume that A and B are complete. Since
B is n-smooth over A, it follows that the field extension K/k is separable and
B/mB is geometrically regular (in particular, it is a regular ring). If we choose
a regular system of parameters x1, . . . , xn of A and y1, . . . , ym ∈ n that induce
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a regular system of parameters of B/mB, we see that x1, . . . , xn, y1, . . . , ym is a
regular system of parameters of B and we have

A ' k[[x1, . . . , xn]] and B ' K[[x1, . . . , xn, y1, . . . , ym]].

If (ai)i∈I is a basis of k over kp, since K/k is separable, it follows that we can
complete this to a basis (ai)i∈J of K over Kp (see [Mat89, Theorem 26.4]). Note
that for every e ≥ 1, A is free over Ap

e

, with a basis given by aix
u1
1 · · ·xunn for

i ∈ I and 0 ≤ uj ≤ pe − 1 for all j. We have a similar description for a basis of

B over Bp
e

; in particular, we see that we can complete a basis of A over Ap
e

to
a basis of B over Bp

e

. In this case, the description of inverse Frobenius powers in
Proposition 3.15 implies that for every m ≥ 0 and e ≥ 1 we have

(bm)[1/pe] = (am)[1/pe]B.

The equality in (3.13) is then an immediate consequence of the definition of test
ideals. �

As in characteristic 0, Proposition 3.30 (in fact, an obvious extension to the
mixed case) implies a subadditivity statement. For simplicity, we only give the
following version:

Proposition 3.32. Let X be a regular scheme of finite type over a perfect
field k of characteristic p > 0. If a and b are ideals that are everywhere nonzero,
then

τ(aλbµ) ⊆ τ(aλ) · τ(bµ) for all λ, µ ∈ R≥0.

Again, the key case to understand is that in the following lemma:

Lemma 3.33. Let X and Y be regular schemes of finite type over a perfect field
k of characteristic p > 0. If a and b are ideals on X and Y , respectively, that are

everywhere nonzero, and if ã = a · OX×Y and b̃ = b · OX×Y , then

τ(ãλb̃µ) =
(
τ(aλ) · OX×Y

)
·
(
τ(bµ) · OX×Y

)
for all λ, µ ∈ R≥0.

Proof. Note that since k is perfect, a scheme of finite type over k is regular if
and only if it is smooth over k. This implies in particular that the product X × Y
(where the product is over Spec(k)) is again regular.

The assertion in the lemma follows directly from the definition of test ideals if
we show that for every r, s ∈ Z≥0 and every positive integer e, we have

(3.14) (ãrb̃s)[1/pe] =
(
(ar)[1/pe] · OX×Y

)
·
(
(bs)[1/pe] · OX×Y

)
.

In order to prove this, we may assume that X = Spec(R) and Y = Spec(S) are
affine and that R and S are free over Rp

e

and Sp
e

, respectively. In this case
X × Y = Spec(T ), where T = R ⊗k S. If (ai)1≤i≤m and (bj)1≤j≤n are bases of R

and S over Rp
e

and Sp
e

, respectively, then (ai⊗ bj)i,j is a basis of T over T p
e

. Let
f1, . . . , fd be generators of ar and g1, . . . , g` be generators of bs. If we write

fu =

m∑
i=1

P p
e

u,iai and gv =

n∑
j=1

Qp
e

v,jbj ,

with Pu,i ∈ R and Qv,j ∈ S, then it follows from Proposition 3.15 that

(ar)[1/pe] = (Pu,i | 1 ≤ u ≤ d, 1 ≤ i ≤ m) and (bs)[1/pe] = (Qv,j | 1 ≤ v ≤ `, 1 ≤ j ≤ n).
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On the other hand, ãrb̃s is generated by (fu ⊗ gv)u,v and we have

fu ⊗ gv =

m∑
i=1

n∑
j=1

(Pu,i ⊗Qv,j)p
e

(ai ⊗ bj).

Therefore Proposition 3.15 gives

(ãrb̃s)[1/pe] = (Pu,i ⊗Qv,j | 1 ≤ u ≤ d, 1 ≤ v ≤ `, 1 ≤ i ≤ m, 1 ≤ j ≤ n).

The equality in (3.14) is now clear. �

Proof of Proposition 3.32. The argument is the same as in characteristic
0 (see the proof of Theorem 2.91), by considering the diagonal embedding X ↪→
X ×X and combining Proposition 3.30 and Lemma 3.33. �

We next give the analogue of Skoda’s theorem for multiplier ideals (cf. 2.110).
This is due to Hara and Takagi [HT04]

Theorem 3.34. If X is a regular F -finite scheme of characteristic p > 0 and a
is an ideal on X that is everywhere nonzero and it is locally generated by r elements,
then

τ(aλ) = a · τ(aλ−1) for all λ ≥ r.

Proof. We may assume that X = Spec(R) is affine and a = (f1, . . . , fr). The
key observation is that for every e ≥ 1, if m ≥ r(pe − 1) + 1, then

am = a[pe] · am−p
e

.

Suppose now that λ ≥ r and e� 0, so that

τ(aλ) =
(
adλp

ee)[1/pe].
The above observation gives

adλp
ee = a[pe] · ad(λ−1)pee,

and using assertions iv) and v) in Proposition 3.13, we obtain

τ(aλ) =
(
adλp

ee)[1/pe] =
(
a[pe] · ad(λ−1)pee)[1/pe]

=
(
a[pe]

)[1/pe] · (ad(λ−1)pee)[1/pe] = a ·
(
ad(λ−1)pee)[1/pe].

Since e� 0, the right-most term is equal to a · τ(aλ−1). This completes the proof
of the theorem. �

As in characteristic 0, we can use Theorem 3.34 to relate the integral closure
of suitable powers of an ideal to the original ideal via the following result.

Proposition 3.35. If X is an F -finite regular scheme of characteristic p > 0
and a is an ideal on X that is everywhere nonzero, then

τ(aλ) = τ(aλ) for all λ ∈ R≥0.

Proof. We note that the integral closure a is defined separately on each con-
nected component of X (since each such component is a normal variety, the def-
inition and basic properties discussed in Chapter 2.6.1 apply). Since a ⊆ a, the

inclusion τ(aλ) ⊆ τ(aλ) follows from Proposition 3.22i).
In order to prove the reverse inclusion, note first that by Proposition 3.24 there

is ε > 0 such the following two conditions hold:
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a) τ(aλ) = τ(aλ+ε).
b) τ(aλ) = (ar)[1/pe] if λ < r

pe ≤ λ+ ε.

We now use the fact that by Proposition 2.106, there is a positive integer m such
that for every i ≥ m, we have ai ⊆ ai−m and thus ai ⊆ ai−m. If e � 0, we thus
conclude that

(3.15) τ(aλ) = τ(aλ+ε) =
(
ad(λ+ε)pee)[1/pe] ⊆ (ad(λ+ε)pee−m)[1/pe].

Note next that
d(λ+ ε)pee −m

pe
≤ λ+ ε

and since e� 0, we also have

d(λ+ ε)pee −m
pe

≥ λ+ ε− m

pe
> λ.

Condition b) above thus implies(
ad(λ+ε)pee−m)[1/pe] = τ(aλ),

which together with (3.15) completes the proof. �

We obtain the following corollary (which, for simplicity, we don’t state in its
most general form).

Corollary 3.36. If X is a regular scheme of finite type over an infinite F -finite
field, with dim(X) = n, then for every ideal a on X that is everywhere nonzero, we
have an ⊆ a.

Proof. Since the statement is local, it follows from Proposition 2.109 that we
may assume that we have an ideal b ⊆ a that is generated by n elements such that
b = a (here is where we use the fact that the ground field is infinite). This implies

bn = an: this follows, for example, from the fact that an ⊆ an ⊆ an = an. Note
now that we have

an ⊆ τ(an) = τ(bn)

by Remark 3.29,
τ(bn) = τ(bn)

by Proposition 3.35, and
τ(bn) ⊆ b

by Theorem 3.34. By combining these, we obtain the inclusion in the corollary. �

We next turn to the following version of the Summation Theorem for multiplier
ideals, due to Takagi [Tak06].

Theorem 3.37. If X is a regular F -finite scheme of characteristic p > 0 and
a, b, c ideals on X that are everywhere nonzero, then for every λ, µ ∈ R≥0, we
have

τ
(
(a + b)λcµ

)
=

∑
α+β=λ

τ(aαbβcµ),

where the sum on the right-hand side is over all α, β ∈ R≥0 with α+ β = γ.

Remark 3.38. Unlike in the case of multiplier ideals, it is not clear (and prob-
ably not true in general) that the sum on the right-hand side involves only finitely
many distinct ideals.
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Proof of Theorem 3.37. If α, β ∈ R≥0 are such that α + β = λ, since we
have a ⊆ a + b and b ⊆ a + b, we have

τ(aαbβcµ) ⊆ τ
(
(a + b)α(a + b)βcµ

)
= τ

(
(a + b)λcµ

)
,

where the equality follows from (a variant of) Remark 3.28. We thus get∑
α+β=λ

τ(aαbβcµ) ⊆ τ
(
(a + b)λcµ

)
.

In order to prove the reverse inclusion, let e� 0, so that

τ
(
(a + b)λcµ

)
=
(
(a + b)dλp

eecdµp
ee)[1/pe].

Since we clearly have

(a + b)dλp
ee =

∑
i+j=dλpee

aibj ,

we deduce using Proposition 3.13iii) that

τ
(
(a + b)λcµ

)
=

∑
i+j=dλpee

(
aibjcdµp

ee)[1/pe].
In order to complete the proof of the theorem, it is thus enough to show that for
every nonnegative integers i, j, with i+ j = dλpee, we have

(3.16)
(
aibjcdµp

ee)[1/pe] ⊆ ∑
α+β=λ

τ(aαbβcµ).

This is clear if j = 0, hence from now on we assume j ≥ 1. It follows that if we put

α = i
pe , then α ≤ dλp

ee−1
pe ≤ λ, hence if we put β = λ − α, we have β ≥ 0. Note

that

βpe = λpe − i ≤ dλpee − i = j,

hence j ≥ dβpee and thus(
aibjcdµp

ee)[1/pe] ⊆ (adαpeebdβpeecdµpee)[1/pe] ⊆ τ(aαbβcµ).

We thus have (3.16), which completes the proof of the theorem. �

Remark 3.39. Note that while the results in Proposition 3.30 and Theo-
rems 3.34 and 3.37 simply follow from the definition of test ideals, the corresponding
results for multiplier ideals all rely on Relative Vanishing.

3.4. F -jumping numbers and F -thresholds

Our goal in this section is to study those λ ∈ R≥0 where the test ideals jump.
We fix a regular F -finite scheme X of characteristic p > 0 and let a be an everywhere
nonzero ideal in OX .

Definition 3.40. An F -jumping number of a is a positive real number λ such
that for every µ < λ, we have τ(aλ) ( τ(aµ). If a is generated by f ∈ OX(X), then
we simply say jumping number of f .

Remark 3.41. It follows from Proposition 3.24 that if λ is not an F -jumping
number of a, then the test ideal τ(aµ) is constant for µ in a neighborhood of λ.
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Remark 3.42. It follows from the definition that if X =
⋃
i∈I Ui is an open

cover, then the set of F -jumping numbers of a is the union of the sets of F -jumping
numbers of a|Ui . This allows us to reduce the study of F -jumping numbers to the
affine case.

Definition 3.43. The F -pure threshold of a is

fpt(a) := sup{λ ∈ R≥0 | τ(aλ) = OX}.

For a point x ∈ X, the F -pure threshold of a at x is

fptx(a) := sup{λ ∈ R≥0 | τ(aλ)x = OX,x}.

If a is generated by f ∈ OX(X), then we simply write fpt(f) and fptx(f).

Remark 3.44. It is clear that if fpt(a) <∞, then this is the smallest F -jumping
number of a. Note that if a = OX , then fpt(a) = ∞ (and the set of F -jumping
numbers is empty); we will see shortly that the converse holds too.

Remark 3.45. It follows directly from the definition that for every x ∈ X, we
have

fptx(a) = max
U3x
{fpt(a|U )},

where the maximum is over the open neighborhoods U of X. Similarly, we have

fpt(a) = min
x∈X
{fptx(a)},

where the minimum is over all x ∈ X (it is enough to only consider the closed
points if X is affine or it is of finite type over a field).

Lemma 3.46. Let a and b be ideals on X that are everywhere nonzero.

i) If a ⊆ b, then fpt(a) ≤ fpt(b) and fptx(a) ≤ fptx(b) for all x ∈ X.

ii) For every positive integer m, we have fpt(am) = fpt(a)
m and fptx(am) =

fptx(a)
m for all x ∈ X.

Proof. The assertion in i) follows from the fact that τ(aλ) ⊆ τ(bλ) for all λ ∈
R≥0, see Proposition 3.22i). The one in ii) follows from the fact that τ

(
(am)λ

)
=

τ(amλ) for all λ ∈ R≥0, see Proposition 3.26. �

3.4.1. F -jumping numbers as F -thresholds. In this section we give a dif-
ferent description of F -jumping numbers following [MTW05]. Let R be an F -finite
regular ring of characteristic p > 0 and a ⊆ R an ideal that is everywhere nonzero.
If J ( R is an ideal such that a ⊆ rad(J), then for every positive integer e, we
denote by νJa (pe) the largest r ∈ Z≥0 such that ar 6⊆ J [pe] (note that this is well-
defined by our assumptions on J). If a = (f), then we simply write νJf (pe). Note
that for every e, we have

(3.17)
νJa (pe)

pe
≤ νJa (pe+1)

pe+1
.

Indeed, if ar 6⊆ J [pe], then apr 6⊆ J [pe+1]: otherwise we have

(ar)[p] ⊆ apr ⊆ J [pe+1]
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and we conclude that ar ⊆ J [pe] by Proposition 3.9v), a contradiction. It follows
from (3.17) that we have

cJ(a) := sup
e≥1

νJa (pe)

pe
= lim
e→∞

νJa (pe)

pe
.

This is the F -threshold of a with respect to J .

Remark 3.47. In fact, cJ(a) < ∞. Indeed, suppose that a is generated by r
elements, so that ar(p

e−1)+1 ⊆ a[pe] for every e > 0. If m ≥ 1 is such that am ⊆ J ,
then

am(r(pe−1)+1) ⊆
(
a[pe]

)m
= (am)[pe] ⊆ J [pe],

hence νJa (pe) ≤ m(r(pe − 1) + 1) for all e ≥ 1 and thus cJ(a) ≤ mr.

Remark 3.48. It follows from the definition that we have

(3.18)
νJa (pe)

pe
≤ cJ(a) for all e ≥ 1.

In fact, this is a strict inequality. Indeed, if this is not the case, then there is
e ≥ 1 such that νJa (pe

′
) = cpe

′
for all e′ ≥ e, where c = cJ(a). If f ∈ a is not a

zero-divisor, then for every e′ ≥ e, we have

f ·
(
acp

e)[pe′−e] ⊆ acp
e′+1 ⊆ J [pe

′
] =

(
J [pe]

)[pe′−e]
.

We deduce from Proposition 3.10 that acp
e ⊆ J [pe], a contradiction.

Remark 3.49. If J1 ⊆ J2 are ideals in R, with J2 6= R and a ⊆ rad(J1), then
it is clear that for every e ≥ 1, we have

νJ2a (pe) ≤ νJ1a (pe).

Dividing by pe and letting e go to infinity, we get cJ2(a) ≤ cJ1(a).

The next lemma will allow us to relate the F -jumping numbers of a with the
F -thresholds.

Proposition 3.50. Let a be an ideal of R that is everywhere nonzero.

i) If J is a proper ideal of R such that a ⊆ rad(J), then

τ
(
ac
J (a)
)
⊆ J.

ii) If λ ∈ R≥0 is such that τ(aλ) 6= OX , then

cτ(aλ)(a) ≤ λ.

Proof. In order to show i), let us put c = cJ(a). For every e ≥ 1, it follows
from Remark 3.48 that νJa (pe) < cpe ≤ dcpee, hence

adcp
ee ⊆ J [pe].

We thus have (
adcp

ee)[1/pe] ⊆ J.
By taking e� 0, this gives the inclusion in i).

For ii), note first that a ⊆ rad
(
τ(aλ)

)
by Remark 3.23, hence cτ(aλ)(a) is

defined. Let b = τ(aλ). By definition of the test ideal, for every e ≥ 1, we have(
adλp

ee)[1/pe] ⊆ b, hence adλp
ee ⊆ b[pe]. We thus have νba (pe) ≤ dλpee − 1. Dividing

by pe and taking the limit when e goes to infinity, gives cb(a) ≤ λ. �
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Corollary 3.51. Let a be a proper ideal in R that is everywhere nonzero.

i) If λ is an F -jumping number of a and J = τ(aλ), then λ = cJ(a).
ii) If J is a proper ideal in R such that a ⊆ rad(J), then cJ(a) is an F -jumping

number of a.

In particular, the set of F -jumping numbers of a is equal to the set of F -thresholds
cJ(a), where J runs over the proper ideals of R with a ⊆ rad(J).

Proof. We first prove i). The inequality c := cJ(a) ≤ λ follows from Propo-
sition 3.50ii). If this inequality is strict, since λ is an F -jumping number of a, it
follows that

J = τ(aλ) ( τ(ac) ⊆ J,
a contradiction, where the second inclusion follows from Proposition 3.50i). We
thus have c = λ.

We next prove ii). Note first that cJ(a) > 0: this follows, for example, from
Remark 3.48. If cJ(a) is not an F -jumping number, then there is µ < cJ(a) such
that

τ
(
ac
J (a)
)

= τ(aµ).

Using Proposition 3.50i), we deduce

τ(aµ) ⊆ J
and thus, using Remark 3.49, we get

cJ(a) ≤ cτ(aµ)(a) ≤ µ < cJ(a),

a contradiction, where the second inequality follows from Proposition 3.50ii). This
gives the assertion in ii). Finally, the last assertion in the corollary follows from i)
and ii). �

Remark 3.52. Using similar arguments to those in the proof of Corollary 3.51,
we see that if X = Spec(R) is a regular F -finite affine scheme of characteristic
p > 0 and a is an ideal in R that is everywhere nonzero, then for every x ∈ V (a)
corresponding to p ⊇ a,

fptx(a) = cp(a).

Indeed, note first that it follows from Proposition 3.50i) that τ
(
ac

p(a)
)
⊆ p, hence

fptx(a) ≤ cp(a). On the other hand, if τ(aλ) ⊆ p, then it follows from Remark 3.49
and Proposition 3.50ii) that

cp(a) ≤ cτ(aλ)(a) ≤ λ,
hence fptx(a) ≥ cp(a).

In particular, this shows that if x ∈ V (a), then fptx(a) < ∞. We also note
that since test ideals commute with localization (see Proposition 3.19), we have
fptx(a) = fptpRp

(aRp), and thus

fptx(a) = cpRp(aRp).

Example 3.53. If R is a domain and a ⊆ R defines a regular subscheme of
pure codimension r, then fpt(a) = r and τ(aλ) = abλ−r+1c for all λ ≥ r. Indeed, it
is enough to prove these assertions after localizing at each point in V (a), hence we
may assume that (R,m, k) is local and a ⊆ m. Since a defines a regular subscheme
of codimension r, there is a regular system of parameters x1, . . . , xn of R such that

a = (x1, . . . , xr). Using the fact that R̂ = k[[x1, . . . , xn]], it is easy to see that a
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monomial xa11 · · ·xann lies in m[pe] = (xp
e

1 , . . . , x
pe

n ) if and only if iα ≥ pe for some

α, with 1 ≤ α ≤ n. This implies that as ⊆ m[pe] if and only if s ≥ r(pe − 1) + 1.
Therefore νma (pe) = r(pe − 1) and thus

fpt(a) = cm(a) = lim
e→∞

r(pe − 1)

pe
= r.

The formula for τ(aλ) now follows from Theorem 3.34.

Remark 3.54. If X is a regular F -finite scheme and a is a proper, everywhere
nonzero ideal that is locally generated by r elements, then fpt(a) ≤ r. Indeed, it
is enough to prove that fptx(a) ≤ r for every x ∈ V (a). After replacing X by
Spec(OX,x), we may assume that X = Spec(R), where (R,m) and a ⊆ m. Arguing
as in Remark 3.47, we see that µm

a (pe) ≤ r(pe − 1) for every e ≥ 1. Dividing by pe

and taking the limit, we conclude that fpt(a) = cm(a) ≤ r.

Lemma 3.55. Let a be an ideal in R that is everywhere nonzero. If J is a
proper ideal of R such that a ⊆ rad(J), then

cJ
[p]

(a) = p · cJ(a).

Proof. Since a ⊆ rad(J [p]) = rad(J), it follows that cJ
[p]

(a) is well-defined. It
follows from definition that for every e ≥ 1, we have

νJ
[p]

a (pe) = νJa (pe+1).

Dividing by pe and taking the limit when e goes to infinity, gives the equality in
the lemma. �

The following consequence is one of the special features of F -jumping numbers
by comparison with the jumping numbers for test ideals.

Corollary 3.56. If X is a regular F -finite scheme of characteristic p > 0 and
a is an ideal in OX that is everywhere nonzero, then the set of F -jumping numbers
of a is closed under multiplication by p.

Proof. After taking a suitable affine open cover of X, we may assume that
X is affine. In this case the assertion follows by combining Corollary 3.51 and
Lemma 3.55. �

Remark 3.57. For locally principal ideals, the F -threshold cJ(a) determines
all numbers νJa (pe). Indeed, suppose that a is a locally principal ideal in R that is
everywhere nonzero and J is a proper ideal such that a ⊆ rad(J). In this case, for
every e ≥ 1, we have

(3.19)
νJa (pe+1) + 1

pe+1
≤ νJa (pe) + 1

pe
.

Indeed, note that νJa (pe) + 1 is the smallest r such that ar ⊆ J [pe] and since a is

locally principal, if ar ⊆ J [pe], then apr ⊆ J [pe+1]. It thus follows from (3.19) that

inf
e≥1

νJa (pe) + 1

pe
= lim
e→∞

νJa (pe) + 1

pe
= cJ(a).

Using also Remark 3.48, we thus see that for every e ≥ 1, we have

νJa (pe)

pe
< cJ(a) ≤ νJa (pe) + 1

pe
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and thus
νJa (pe) = dcJ(a)pee − 1.

Remark 3.58. Recall that in the context of multiplier ideals there isn’t a big
difference between invariants of principal ideals and invariants of arbitrary ideals
(see Proposition 2.59). For example, if X is a smooth affine variety in characteristic
0, any c ∈ (0, 1) is the log canonical threshold of an ideal on X if and only if it
is the F -pure threshold of a principal ideal on X. On the other hand, in positive
characteristic there is a significant difference between invariants of arbitrary ideals
and invariants of principal ideals. One such instance is given in Remark 3.57.
Another one is given by the following restriction on F -pure thresholds of principal
ideals: if R is an F -finite regular ring of characteristic p > 0 and f ∈ R is not a
zero-divisor, then for every positive integers a and e, with a ≤ pe − 1 we have

fpt(f) 6∈
(
a

pe
,

a

pe − 1

)
.

Indeed, if c = fpt(f) ∈
(
a
pe ,

a
pe−1

)
, then

a < pec < a+ c.

By combining Corollary 3.56 and Theorem 3.34, we see that since c is an F -jumping
number of f , we conclude that also cpe − a is a jumping number of f . However, it
lies in (0, c), contradicting the fact that fpt(f) is the smallest F -jumping number
of f .

3.4.2. Discreteness and rationality of F -jumping numbers. Our goal in
this section is to prove the following result from [BMS08] concerning F -jumping
numbers for schemes essentially of finite type over a field.

Theorem 3.59. Let k be an F -finite field of characteristic p > 0 and X a
regular scheme essentially of finite type over k. If a is an ideal in OX that is
everywhere nonzero, then the set of F -jumping numbers of a is a discrete set1 of
rational numbers.

For principal ideals, discreteness and rationality of F -jumping numbers for any
F -finite regular scheme was proved in [BMS09]. These results were extended (re-
placing regular schemes by normal, Q-Gorenstein schemes, with index non-divisible
by p) in [BSTZ10].

In the case of affine space, we will deduce discreteness from the following more
precise result:

Proposition 3.60. Let k be an F -finite field of characteristic p > 0. If a is a
nonzero ideal in R = k[x1, . . . , xn] that is generated by polynomials of degree ≤ d,
then for every λ ∈ R≥0, the test ideal τ(aλ) is generated by polynomials of degree
≤ bλdc.

Proof. Let us fix a positive integer e and let us estimate the degrees of the
generators of (ar)[1/pe].

Let a1, . . . , am be a basis of k over kp
e

, so a basis of R over Rp
e

is given by
Qu,i = aix

u, where 1 ≤ i ≤ m and u = (u1, . . . , un) ∈ Zn≥0 with 0 ≤ uj ≤ pe− 1 for

all j (where xu = xu1
1 · · ·xunn ). Since a is generated by polynomials of degree ≤ d,

1This means that in every bounded interval there are only finitely many elements of this set.
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it follows that ar is generated by polynomials of degree ≤ dr. Let us choose such
generators f1, . . . , fs for adλp

ee. If we write

(3.20) fj =
∑
i,u

P p
e

j,u,iQu,i for 1 ≤ j ≤ s,

with Pj,u,i ∈ R, then it follows from Proposition 3.15 that (ar)[1/pe] is generated
by the Pj,u,i. Note also that equation (3.20) implies that for every i, j, and u, we
have deg(Pj,u,i) ≤ dr/pe.

By definition of test ideals, if e � 0, then τ(aλ) =
(
adλp

ee)[1/pe], hence by the

previous discussion, τ(aλ) is generated by polynomials of degree ≤ bdr/pec, where
r = dλpee. For e� 0, we have

dr

pe
=
ddλpee
pe

<
d(λpe + 1)

pe
= dλ+

d

pe
< bdλc+ 1,

and thus τ(aλ) is generated by polynomials of degree ≤ bλdc. �

The next proposition will allow us to reduce the proof of Theorem 3.59 to the
case of the affine space.

Proposition 3.61. Let Y be a regular, connected F -finite scheme of charac-
teristic p > 0 and X a regular closed subscheme of pure codimension r. If a is a
nonzero ideal in OX and b is its inverse image in OY , then τ(bλ) = OY for λ < r
and

τ(bλ) · OX = τ(aλ−r) for all λ ≥ r.

Proof. It is enough to show that the assertions hold after localizing and com-
pleting at each x ∈ X. Since taking test ideals commutes with localization and
completion (see Proposition 3.19 and Exercise 3.20), it follows that we may assume
that Y = Spec(R), where R is a complete local ring. Since Y is a regular scheme
and X is a regular closed subscheme of Y , it follows that we may assume that
R = k[[x1, . . . , xn]] and X is defined by (x1 . . . , xr). Note that since k is a quotient
of R, it is F -finite.

Arguing by induction on r, we see that it is enough to treat the case when r = 1.
If a ⊆ S = R/(x1) = k[[x2, . . . , xn]], we can write b = ã + (x1), where ã = a ·R (via
the obvious injective homomorphism S → R). It follows from Theorem 3.37 that
for every λ ∈ R≥0, we have

τ(bλ) =
∑

α+β=λ

τ
(
ãαxβ1

)
.

Moreover, a similar argument to that used in the proof of Lemma 3.33, together
with Example 3.53, give

τ(ãαxβ1 ) = τ(aα) · (xbβc1 ).

It is then clear that τ(bλ) = R if λ < 1 and for λ ≥ 1 we have

τ(bλ) ·R/(x1) =
∑

α+β=λ,β<1

τ(aα) ·R/(x1) = τ(aλ−1),

where for the last equality we use the fact that by Proposition 3.24, the largest
element among the ideals τ(aα) with α > λ− 1 is τ(aλ−1). �

We can now prove the main result of this section.
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Proof of Theorem 3.59. If X = U1 ∪ . . . ∪ Ur is an affine open cover, then
the set of F -jumping numbers of a is the union of the sets of jumping numbers
of a|Ui . Therefore it is enough to prove the theorem when X = Spec(R) is affine
and connected (hence irreducible). By assumption, we can write R = S−1T , where
T is a k-algebra of finite type and S is a multiplicative system in T . If we write
a = S−1b for an ideal b in T , then it follows from Proposition 3.19 that the F -
jumping numbers of a are among the F -jumping numbers of b. Therefore we may
and will assume that R is a k-algebra of finite type.

Let us consider a closed immersion X ↪→ Y = An
k , for some n, and let

c = codimY (X). If b is the inverse image of a in OY , then it follows from Proposi-
tion 3.61 that if λ is an F -jumping number of a, then λ+c is an F -jumping number
of b. Therefore it is enough to know the assertion of the theorem for b, hence we
may and will assume that X = An

k .
Let r and d be such that a ⊆ k[x1, . . . , xn] can be generated by r polynomials

of degrees ≤ d. We first show that for every M , the set of F -jumping numbers of
a in [0,M ] is finite. For every λ ∈ [0,M ], let Vλ be the intersection of τ(aλ) with
the vector space W of polynomials in k[x1, . . . , xn] of degree ≤ bdMc.

If 0 ≤ λ ≤ µ ≤ M , we have τ(aµ) ⊆ τ(aλ) and thus Vµ ⊆ Vλ. Moreover,
Proposition 3.61 implies that for every λ ≤M , the ideal τ(aλ) is generated by Vλ.
Therefore λ is a jumping number if and only if Vλ ( Vλ′ for every λ′ < λ. Since
dimk(W ) < ∞, it follows that the number of F -jumping numbers of a in [0,M ] is

≤ dimk(W ) =
(bdMc+n

n

)
.

We next prove that every F -jumping number of a is rational. This follows from
the discreteness of this set, together with the following two properties:

i) If λ is an F -jumping number of a, then pλ too is an F -jumping number
of a (see Corollary 3.56).

ii) If λ > r is an F -jumping number of a, then λ − 1 too is an F -jumping
number of a (this is a consequence of Theorem 3.34).

For any real number β we define {β} as follows: if β > r, then {β} is the
unique real number in (r− 1, r] such that β−{β} ∈ Z; on the other hand, if β ≤ r,
we put {β} = β. Then it follows from properties i) and ii) above that for every
e ≥ 1, we know that {peλ} is an F -jumping number of a in the interval (0, r]. Since
we already know that this set of F -jumping numbers has ≤ dimk(W ) elements, it
follows that there are 1 ≤ e1 < e2 ≤ dimk(W ) + 1 such that pe2λ− pe1λ ∈ Z. We
deduce that λ ∈ Q, completing the proof of the theorem. �

Remark 3.62. The argument in the proof of Theorem 3.59 shows that for
every prime p and every positive integers r, d, and n, there is a positive integer
N = N(p, r, d, n) such that for every F -finite field k of characteristic p > 0 and
every nonzero ideal a ⊆ k[x1, . . . , xn] generated by ≤ r polynomials of degree ≤ d,
all F -jumping numbers of a lie in 1

NZ≥0. Indeed, note first that it follows from
Theorem 3.34 that if λ > r is an F -jumping number of a, then λ−1 is an F -jumping
number of a as well. Therefore it is enough to only consider the F -jumping numbers
≤ r. If we run the argument in the proof of Theorem 3.59 with M = r, we see that
for every F -jumping number λ of a in (0, r], there are a and b with a+b ≤ dimk(W )

such that pa(pb − 1)λ ∈ Z. Since dimk(W ) =
(bdrc+n

n

)
, we see that the pa(pb − 1)

that appear can take only finitely many values. If we take N to be the least common
multiple of these values, this satisfies our condition.
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Exercise 3.63. Let X be a regular F -finite scheme of positive characteristic.
Show that if a is an everywhere nonzero ideal on X and x ∈ X is a point with
ordx(a) = d and dim(OX,x) = n, then

1

d
≤ fptx(a) ≤ n

d
.

Exercise 3.64. Let X be a regular F -finite scheme of positive characteristic.
Show that a and b are everywhere nonzero ideals on X, then for every x ∈ X, we
have

fptx(a + b) ≤ fptx(a) + fptx(b).

3.5. Test ideals and F -pure thresholds: examples

In this chapter we discuss some computations of test ideals and F -pure thresh-
olds. We will see that while there are many parallels with the characteristic 0
invariants, there are some new arithmetic phenomena that come in the picture.

Remark 3.65. If X is a regular F -finite scheme and a is a proper ideal of
OX that is everywhere nonzero and locally generated by r-elements and whose
zero-locus is nonempty, then it follows from Theorem 3.34 that fpt(a) ≤ r. In
particular, if a is locally principal, we see that fpt(a) ≤ 1.

Remark 3.66. Let k be an F -finite field of characteristic 0 and let us consider
on R = k[x1, . . . , xn] the grading given by deg(xi) = ai ∈ Z>0 for all i. If 0 6= f ∈ R
is homogeneous with respect to this grading (that is, all monomials in f have the
same degree), then every ideal (fr)[1/pe] is homogeneous: by Proposition 3.15,
this is generated by polynomials of the form

∑
i∈I cix

(ui−v)/pe , where the xui are
monomials that appear in fr and v is a fixed monomial (of degree ≤ pe − 1 in
each variable); since the monomials xui have the same degree, it follows that the
monomials x(ui−v)/pe have the same degree. We thus deduce from the definition
of test ideals that all τ(aλ) are homogeneous. In particular, we have τ(fλ) = R if
and only if this equality holds in a neighborhood of 0. Therefore we have fpt(f) =
fpt0(f).

Example 3.67. Let k be an F -finite field of characteristic p > 0 and f =
xa11 · · ·xarr ∈ k[x1, . . . , xn] for some r ≤ n, where a1, . . . , ar are positive integers.
We claim that

fpt(f) = fpt0(f) = min
1≤i≤r

1

ai
.

Indeed, let m = (x1, . . . , xn). For every e ≥ 1, we have fr ∈ m[pe] = (xp
e

1 , . . . , x
pe

n )
if and only if rai ≥ pe for some i, with 1 ≤ i ≤ r. We thus conclude that

νmf (pe) = min
1≤i≤r

dpe/aie − 1.

We thus conclude that

fpt0(f) = cm(f) = lim
e→∞

min1≤i≤rdpe/aie − 1

pe
= min

1≤i≤r

1

ai
.

The fact that fpt(f) = fpt0(f) follows Remark 3.66, since f is a homogeneous
polynomial. We will generalize this example to a computation of test ideals of
arbitrary monomial ideals in Proposition 3.79 below.
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Example 3.68. Let k be an algebraically closed field of characteristic p > 0,
X a smooth surface over k, and a ⊆ OX the ideal defining a curve in X, having
at most nodes as singularities. In this case fpt(a) = 1. Indeed, since test ideals
commute with localization and completion (see Proposition 3.19 and Exercise 3.20),
this follows from the fact that the F -pure threshold of an ideal defining a smooth
hypersurface is 1 (see Example 3.53) and fpt(f) = 1 if f = xy ∈ k[x, y] (see
Example 3.67).

A useful result for certain computations of F -pure thresholds is the following
theorem of Lucas (see [Luc78] and also [Gra97]). If p is a positive prime integer
and if we write two positive integers a and b is base-p expansion a =

∑r
i=0 aip

i and
b =

∑r
i=0 bip

i (that is, we have ai, bi ∈ {0, 1, . . . , p− 1} for all i), then(
m

n

)
≡

r∏
i=0

(
ai
bi

)
(mod p).

As usual, we use the convention that
(
m
n

)
= 0 if m < n. The interesting consequence

for us is that
(
m
n

)
6≡ 0 (mod p) if and only if bi ≤ ai for all i.

Example 3.69. Let k be an F -finite field of characteristic p > 0 and let f =
x2 + y3 ∈ k[x, y]. Our goal is to compute fpt0(f). For simplicity, we write ν(pe) for
νmf (pe), where m = (x, y).

Let’s start by computing ν(p), which is the largest r such that fr /∈ (xp, yp).
Of course, we need to have r ≤ p− 1, hence in the binomial expansion

fr =

r∑
i+j=r

(
r

i

)
x2iy3j ,

all binomial coefficients are nonzero in k. Therefore fr 6∈ (xp, yp) if and only if
there are i and j with i + j = r such that 2i ≤ p − 1 and 3j ≤ p − 1. We thus
conclude that

(3.21) ν(p) = b(p− 1)/2c+ b(p− 1)/3c.
For simplicity, let’s assume from now on that p > 3. As suggested by the

formula for ν(p), we need to distinguish two cases depending on the congruence
class of p mod 3.

We first show that

(3.22) ν(pe) =
5

6
(pe − 1) for e ≥ 1, p ≡ 1 (mod 3).

The case e = 1 is covered by (3.21), but we now give an argument that is valid for

all e. Since 5
6 (pe − 1) = pe−1

2 + pe−1
3 , it follows that in the binomial expansion of

f5(pe−1)/6 we have the term

(3.23)

(
5(pe − 1)/6

(pe − 1)/2

)
xp

e−1yp
e−1.

Since we have the decomposition

5(pe − 1)

6
=

e−1∑
i=0

5(p− 1)

6
pe and

pe − 1

2
=

e−1∑
i=0

p− 1

2
pi,

it follows from Lucas’ Theorem that the coefficient in (3.23) is nonzero. Therefore
f5(pe−1)/6 6∈ (xp, yp) and thus ν(pe) ≥ 5

6 (pe − 1). The fact that this is an equality
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follows from the fact that if r > 5
6 (pe − 1) and i + j = r, then either 2i ≥ pe or

3j ≥ pe. We thus have (3.22).
We next show that

(3.24) ν(pe) =
5pe − pe−1

6
− 1 for e ≥ 2, p ≡ 2 (mod 3).

Note that it follows from Remark 3.57 that for every e ≥ 1, we have

ν(pe+1) ≤ p · ν(pe) + p− 1.

Using the formula for ν(p) when p ≡ 2 (mod 3), this implies that for every e ≥ 2,
we have

ν(pe) ≤ ν(p) · pe−1 +

e−2∑
i=0

(p− 1)pi =
5p− 7

6
pe−1 + pe−1 − 1 =

5pe − pe−1

6
− 1.

In order to show that this is an equality, it is enough to show that if we put

a = 5pe−pe−1

6 − 1 and b = pe−1
2 (so that a− b = 2pe−pe−1−3

6 ), then the coefficient of
the term (

a

b

)
x2by3(a−b) =

(
a

b

)
xp

e−1yp
e−p

e−1+3
2

does not vanish. This follows from Lucas’ Theorem, using the base-p expansions:

a =
5p− 7

6
pe−1 +

e−2∑
i=0

(p− 1)pi and b =

e−1∑
i=0

p− 1

2
pi.

We thus conclude that

fpt0(x2 + y3) =


5
6 , if p ≡ 1 (mod 3);

5
6 −

1
6p , if p ≡ 2 (mod 3), p > 2.

One should compare this with the formula for the log canonical threshold of the
cusp: over a field of characteristic 0 (in fact, over any field), we have lct0(x2 +y3) =
5
6 (see Example 2.53).

The case of F -pure thresholds of diagonal hypersurfaces has been systematically
studied in [Her15].

Exercise 3.70. With the notation in Example 3.69, show that if p = 2, then
fpt0(f) = 1

2 and if p = 3, then fpt0(f) = 2
3 . Show that in general, if c = fpt0(f),

then τ(fλ) = (x, y) for λ ∈ [c, 1).

Before we discuss the next example, we give a result characterizing principal
ideals with F -pure threshold 1.

Proposition 3.71. Let (R,m) be a local regular F -finite ring of characteristic
0. If f ∈ m is nonzero, then the following are equivalent:

i) fpt(f) = 1.
ii) For every e ≥ 1, we have fp

e−1 6∈ m[pe] (equivalently, νmf (pe) = pe − 1).

iii) We have fp−1 6∈ m[p] (equivalently, νmf (p) = p− 1).

Proof. The implication i)⇒ii) follows from the equality fpt(f) = cm(f) (see
Remark 3.52) and Remark 3.57: indeed, if cm(f) = 1, then νmf (e) = pe − 1 for all

e ≥ 1, hence fp
e−1 6∈ m[pe]. The implication ii)⇒iii) is trivial, hence let’s prove
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iii)⇒i). If fpt(f) < 1, then it follows from Remark 3.58 that fpt(f) ≤ 1− 1
p . Using

again Remark 3.57, we conclude that

νmf (p) = dp · fpt(f)e − 1 ≤ p− 2,

contradicting iii). This completes the proof. �

Example 3.72. Let k be an F -finite field of characteristic p > 0, n ≥ 3,
and f ∈ R = k[x1, . . . , xn] homogeneous of degree d ≤ n that defines a smooth
hypersurface in Pn−1. Recall that if we are over a field of characteristic 0 (in fact,
this remains true over any field), the log canonical threshold of such f is 1 (see
Example 2.54). The case when d < n is easier: we will see in Remark 3.78 below
that fpt(f) = 1 if p is large enough (depending on n). From now on we assume
d = n, which is the interesting case.

It follows from Proposition 3.71 that fpt(f) = 1 if and only if fp−1 6∈ (xp1, . . . , x
p
n)

(note that since f is homogeneous, we have fpt(f) = fpt0(f) by Remark 3.66). Note
that all monomials in fp−1 have degree n(p−1) and there is only one such monomial
which is not in (xp1, . . . , x

p
n), namely (x1 · · ·xn)p−1. We thus see that fpt(f) = 1 if

and only if (x1 · · ·xn)p−1 appears with nonzero coefficient in fp−1.
We next give a cohomological description of this condition. Note that if X is

any scheme of characteristic p, the Frobenius morphism FX : X → X induces a
map, the Frobenius map on cohomology

F : Hi(X,OX)→ Hi
(
X, (FX)∗OX

)
= Hi(X,OX),

where the equality follows from the fact that FX is an affine morphism. If X is a
scheme over k, then Hi(X,OX) is a k-vector space, but the map F is not linear,
but p-linear : it satisfies F (au) = apF (u) for every a ∈ k.

Returning to our set-up, consider the hypersurface X in Pn−1
k defined by f .

Recall that Hi(X,OX) = 0 for 1 ≤ i < dim(X) = n−2 and Hn−2(X,OX) ' k. Let
us describe the action of F on Hn−2(X,OX). Recall that we have an isomorphism

Hn−2(X,OX) ' Hn−1
m

(
R/(f)

)
0
,

where on the right-hand side we have the (n− 1) local cohomology group of R/(f)
with respect to the ideal m = (x1, . . . , xn). Moreover, this is compatible with the
Frobenius action, where on the right-hand side the action is induced by FR/(f).

Note that we have a commutative diagram with exact rows

0 // R(−n)

F ′

��

·f // R

FR

��

// R/(f)

FR/(f)

��

// 0

0 // R(−n)
·f // R // R/(f) // 0,

where F ′(u) = fp−1FR(u) = fp−1up. The long exact sequence for local cohomology
gives an isomorphism

Hn−1
m

(
R/(f)

)
' {u ∈ Hn

m(R)(−n) | fu = 0},

such that the action of Frobenius on the left corresponds to the action induced by
F ′ on the right. We thus get an isomorphism

Hn−2(X,OX) ' Hn−1
m

(
R/(f)

)
0
' {u ∈ Hn

m(R)−n | fu = 0} = k ·
[

1
x1···xn

]
,
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where the last equality follows from the fact that

Hn
m(R) = Rx1···xn/

n∑
i=1

Rx1···x̂i···xn =
⊕

a1,...,an≥1

k
[

1
x
a1
1 ···x

an
n

]
.

Moreover, the Frobenius action maps the generator
[

1
x1···xn

]
to
[

fp−1

(x1···xn)pe

]
. We

see that this is 0 precisely when fp−1 ∈ (xp1, . . . , x
p
n), that is, when fpt(f) < 1. If

this is not the case, then after base-change to a perfect field, the Frobenius action
on Hn(X,OX) is bijective. In the former case, we call X supersingular, while in
the latter case we call X ordinary, extending classical terminology from the case
n = 3, when X is an elliptic curve.

We next describe the possible values of the F -pure threshold in the case of
affine cones over smooth Calabi-Yau hypersurfaces in projective space. Let R =
k[x1, . . . , xn], where k is an F -finite field of characteristic p > 0 and m = (x1, . . . , xn).
For a homogeneous polynomial f ∈ R of degree d ≥ 2, we consider the Jacobian
ideal Jf =

(
∂f
∂x1

, . . . , ∂f∂xn

)
of f . Note that if k is perfect, that f defines a smooth

hypersurface in Pn−1 if and only if V (f, Jf ) = {0}; if p does not divide d, then
Euler’s formula implies f ∈ Jf , hence this condition is equivalent with Jf being
m-primary. The following result is due to Bhatt and Singh [BS15].

Theorem 3.73. Let k be an F -finite field of characteristic p > 0. If 0 6=
f ∈ R = k[x1, . . . , xn], with p ≥ n − 2 ≥ 4, is a homogeneous polynomial of
degree n such that Jf is m-primary, then fpt(f) = 1 − h

p for some integer h, with

0 ≤ h ≤ min{n− 2, p− 1}.

In fact, it is shown in [BS15] that if p ≥ n2 − n − 1, then the integer h in
the theorem admits a geometric interpretation, being the order of vanishing of the
so-called Hasse invariant on the versal deformation space of V (f) ⊆ Pn−1. We also
note that a generalization of Theorem 3.73 to weighted homogeneous Calabi-Yau
hypersurfaces was obtained in [Mül18].

Example 3.74. It is shown in [Her15, Corollary 3.5] that if f = xn1 + . . .+xnn
and we have p > n and p ≡ h+1 (modn), where 0 ≤ h ≤ n−2, then fpt(f) = 1− h

p .

In particular, for every n ≥ 3 and every h with 0 ≤ h ≤ n − 2 such that h + 1 is
relatively prime to n, there are infinitely many primes p such that fpt(f) = 1 − h

p

(this follows from Dirichlet’s theorem on primes in arithmetic progressions).

We begin with some easy lemmas.

Lemma 3.75. If f ∈ R is a homogeneous polynomial of degree d ≥ 2 such that
Jf is an m-primary ideal, then m(d−2)n+1 ⊆ Jf .

Proof. Since Jf is an m-primary ideal generated by n elements, it follows
that these elements form a regular sequence. Since deg(∂f/∂xi) = d − 1 for all i,
it follows that the Hilbert series of R/Jf is

HR/Jf (t) =
(1− td−1)n

(1− t)n
= (1 + t+ . . .+ td−2)n.

In particular, we see that (R/Jf )i = 0 for i ≥ (d−2)n+1, which gives the assertion
in the lemma. �
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Lemma 3.76. For every k ∈ Z≥0, we have

m[q] : mk = m[q] + mnq−n−k+1,

with the convention that mj = R if j < 0.

Proof. The inclusion “⊇” follows from the fact that mn(q−1)+1 ⊆ m[q]. In
order to prove the prove the reverse inclusion, we may and will assume that we
have n(q − 1) − k ≥ 0. Note first that the ideal m[q] : mk is a monomial ideal,
being an intersection of monomial ideals. Suppose that xu 6∈ m[q] is such that
xu ·mk ∈ m[q]. Consider the element

w =

[
xu

xq1 · · ·x
q
n

]
∈ Hn

m(R).

It is straightforward to see that for every nonzero monomial w ∈ Hn
m(R)m, where

m < −n, there is i such that xiw is nonzero. The hypothesis on xu implies that
w 6= 0, but mk ·w = 0; therefore we have w ∈ Hn

m(R)≥1−n−k. Therefore deg(xu) ≥
nq − n− k + 1. This completes the proof. �

Lemma 3.77. Suppose that f ∈ R is a homogeneous polynomial of degree d ≥ 2
such that Jf is m-primary. Let q = pe, for some e ≥ 1, and let r be the largest

integer such that fr 6∈ m[q]. If p does not divide r + 1, then

r ≥ n(q + 1)

d
− n.

Proof. By hypothesis, we have fr+1 ∈ m[q]. Note that the ideal m[q] is closed
under the action of the partial derivatives ∂xi , hence

(r + 1)fr
∂f

∂xi
∈ m[q] for 1 ≤ i ≤ n.

By assumption, we have r + 1 6= 0 in k, hence we deduce fr · Jf ⊆ m[q]. Since

m(d−2)n+1 ⊆ Jf by Lemma 3.75, we obtain

fr ·m(d−2)n+1 ⊆ m[q],

hence fr ∈ m[q] + mN by Lemma 3.76, where

N = nq − n− (d− 2)n = n(q − d+ 1).

This implies that rd ≥ N : indeed, if we write fr = g+h, with g ∈ m[q] and h ∈ mN ,
since fr is homogeneous and m[q] and mN are homogeneous ideals, we may assume
that g and h are homogeneous of degree deg(fr) = rd. Since fr 6∈ m[q], we have
h 6= 0 and thus h ∈ mN implies rd ≥ N . An easy computation then gives the
inequality in the statement. �

Proof of Theorem 3.73. As we have already discussed, since p > n and f
defines a smooth hypersurface in Pn−1, the ideal Jf is m-primary. We also note
that since f is homogeneous, it follows from Remarks 3.66 and 3.52 that fpt(f) =
fpt0(f) = cm(f). We put ν = νmf and begin by considering ν(p) ∈ {0, . . . , p − 1}.
Since d = n, it follows from Lemma 3.77 that if ν(p) 6= p−1, then ν(p) ≥ p−n+ 1.
We thus see that in any case, we have ν(p) = p−1−h, with 0 ≤ h ≤ min{n−2, p−1}.

If h = 0, then it follows from Proposition 3.71 that fpt(f) = 1, hence we are
done. We next assume that h ≥ 1 and prove by induction that

(3.25) ν(pe) = pe−1(p− h)− 1 for all e ≥ 1.
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For e = 1 this is clear. Suppose now that we know (3.25) for e and let’s deduce it
for e+ 1. We have seen in Remark 3.57 that

(3.26) ν(pe+1) = p · ν(pe) + j for some j, 0 ≤ j ≤ p− 1.

Ij j 6= p− 1, then it follows from Lemma 3.77 that

ν(pe+1) ≥ pe+1 − n+ 1.

On the other hand, it follows from (3.25) and (3.26) that

ν(pe+1) ≤ p · ν(pe) + p− 2 = pe(p− h)− p+ p− 2 = pe(p− h)− 2.

By combining these two inequalities, we get

pe+1 − n+ 1 ≤ pe(p− h)− 2,

hence n − 3 ≥ peh ≥ p (recall that we assume h ≥ 1), a contradiction with our
hypothesis.

We thus conclude that j = p− 1, hence (3.25) gives

ν(pe+1) = pe(p− h)− p+ p− 1 = pe(p− h)− 1,

which completes the proof of the induction step. We conclude using (3.25) that

cm(f) = lim
e→∞

pe−1(p− h)− 1

pe
= 1− h

p
.

This completes the proof of the theorem. �

Remark 3.78. Similarly, it follows from Lemma 3.77 that if f ∈ k[x1, . . . , xn]
is homogeneous with deg(f) = d < n such that Jf is m-primary and we have
p > n2 − 4n + 2, then fpt(f) = 1. Indeed, if fpt(f) = fpt0(f) < 1, then it follows
from Proposition 3.71 that νmf (p) ≤ p − 2. On the other hand, we may apply
Lemma 3.77 to get

νmf (p) ≥ n(p+ 1)

d
− n ≥ n(p+ 1)

n− 1
− n > p− 2,

where the last inequality follows easily from our lower bound on p. This contradic-
tion implies that fpt(f) = 1.

We end this section with a result due to Hara and Yoshida [HY03] which gives
the analogue of Howald’s Theorem 2.60 in the setting of test ideals. We use the
notation related to monomial ideals that was introduced before Theorem 2.60.

Proposition 3.79. Let k be an F -finite field of characteristic p > 0. If a ⊆
R = k[x1, . . . , xn] is a monomial ideal, then for every λ ∈ R≥0, we have

τ(aλ) =
(
xu | u+ 1 ∈ Int

(
λ · P (a)

))
.

Proof. Note that if b ⊆ R is any monomial ideal, then it follows from Propo-
sition 3.15 that for every e ≥ 1, the ideal b[1/pe] is monomial as well; in fact, we
have

(3.27) b[1/pe] = (xb(1/p
e)uc | xu ∈ b),

where for v = (v1, . . . , vn) ∈ Rn, we put buc =
(
bu1c, . . . , bunc

)
. On the other

hand, it is clear that since a is a monomial ideal, then every adλp
ee is a monomial
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ideal. Therefore it follows from the definition of τ(aλ) that this is a monomial ideal.
In order to prove the proposition, we just need to show that

(3.28) xu ∈ τ(aλ) if and only if u+ 1 ∈ Int
(
λ · P (a)

)
.

Suppose first that xu ∈ τ(aλ), so that for e � 0, we have xu ∈
(
adλp

ee)[1/pe].
It follows from (3.27) that there are v1, . . . , vN with xvi ∈ a and N = dλpee such
that if v =

∑
i vi, we have u− b(1/pe)vc ∈ Zn≥0. Since vi ∈ P (a) for all i, we have

v ∈ dλpee·P (a) and thus (1/pe)v ∈ λ ·P (a). Since
(
b(1/pe)vc+1

)
−(1/pe)v ∈ Rn

>0,
it follows that

u+1 =
(
u−b(1/pe)vc

)
+
(
b(1/pe)vc+1−(1/pe)v

)
+(1/pe)v ∈ λ·P (a)+Rn

>0 ⊆ Int
(
λ·P (a)

)
.

Conversely, suppose that u ∈ Zn≥0 is such that u + 1 ∈ Int
(
λ · P (a)

)
and we

want to show that xu ∈ τ(aλ). By Proposition 2.106, there is a positive integer

m such that ai ⊆ ai−m for all i ≥ m. The hypothesis on u implies that there are
ε1, ε2 > 0 such that u+ 1 ∈ ε1 · 1 + (λ+ ε2) ·P (a). Let e� 0 be such that peε1 ≥ 1
and pe(λ+ ε2) ≥ dλpee+m. Therefore we can write

(3.29) pe(u+ 1)− 1 = w, for some w ∈ Zn≥0 ∩
(
dλpee+m

)
· P (a).

It follows from Example 2.103 that

w ∈ adλpee+m ⊆ adλp
ee,

hence xw ∈ adλp
ee. Since it follows from (3.29) that b(1/pe)wc = u, we conclude

that

xu ∈
(
adλp

ee)[1/pe] ⊆ τ(aλ).

This completes the proof. �

3.6. Further properties and examples

In this section we discuss further properties of test ideals, focussing on those
that are somewhat peculiar by comparison with what happens for multiplier ideals
in characteristic 0. We begin with the following easy proposition which shows that
for principal ideals, the test ideals with exponents having the denominator a power
of p are easy to describe.

Proposition 3.80. Let R be a regular F -finite ring of characteristic p > 0. If a
is a locally principal ideal in R that is everywhere nonzero, then for every m ∈ Z≥0,
we have

τ(am/p
e

) = (am)[1/pe].

Proof. Given e′ ≥ e, since a is locally principal, the ideal am is locally prin-
cipal as well, and thus

amp
e′−e

= (am)[pe
′−e].

It follows that if λ = m/pe, then(
adλp

e′e)[1/pe′ ] =
(
amp

e′−e)[1/pe′ ]
=
(
(am)[pe

′−e]
)[1/pe′ ]

= (am)[1/pe],

where the last equality follows from Proposition 3.13v). Since this holds for all
e′ ≥ e, we obtain the formula in the proposition using the definition of τ(aλ). �
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Recall that in characteristic 0, multiplier ideals are integrally closed (see Re-
mark 2.100). On the other hand, the next proposition from [MY09] shows that in
positive characteristic, under rather mild conditions, every ideal is a test ideal.

Proposition 3.81. If R is a regular domain of characteristic p > 0 such that
R is a finitely generated free module over Rp, then for every nonzero ideal a in R,
there is a nonzero f ∈ R and λ ∈ Q≥0 such that a = τ(fλ).

Proof. Let N = rankRp(R). If N = 1, then R is a field, in which case the
assertion in the proposition is trivial. Hence from now on we assume that N > 1.
Note that for every e ≥ 1, R is free over Rp

e

of rank Ne.
Let f1, . . . , fm be generators of a and let e ≥ 1 be such that Ne ≥ m. If

g1, . . . , gNe is a basis of R over Rp
e

, let

f =

m∑
i=1

fp
e

i gi and λ =
1

pe
.

Since a 6= 0, it follows that some fi is nonzero, and thus f 6= 0. We deduce using
Propositions 3.80 and 3.15

τ(fλ) = (f)[1/pe] = a.

�

Unlike in the case of multiplier ideals, computing test ideals in positive charac-
teristic (say, of principal ideals in a polynomial ring) is conceptually rather simple.
We now explain how this can be done based on our results so far, though this is
not very efficient in practice.

Remark 3.82. Suppose that f ∈ R = k[x1, . . . , xn] is nonzero, where k is an
F -finite field of characteristic p > 0. Note that by Theorem 3.34, we only need to
understand the test ideals τ(fλ) with λ ≤ 1 and only the F -jumping numbers in
the interval (0, 1].

Let d = deg(f). It follows from Remark 3.62 that if we take N = N(p, 1, d, n),
then every F -jumping number of f is of the form i

N for some i ∈ Z>0. If e is
such that pe > N , then it follows that for every i, with 1 ≤ i ≤ N , if we take
ai = bpei/Nc, then

i− 1

N
<
ai
pe
≤ i

N
.

By Proposition 3.80, for every i, we have τ(fai/p
e

) = (fai)[1/pe] and this can be
easily computed via Proposition 3.15. We then conclude that τ(fai/p

e

) = τ(fλ) for
all λ ∈

[
i−1
N , iN

)
. Moreover, i

N is an F -jumping number if and only if τ(fai/p
e

) 6=
τ(fai+1/p

e

).

We next turn to two other instances of peculiar behavior of test ideals in positive
characteristic. While we have seen in Theorem 3.59 that the F -jumping numbers
of an ideal form a discrete set of rational numbers, the following example from
[Per13] shows that the picture is considerably more complicated when considering
the constancy regions of mixed test ideals.

Example 3.83. Let k be a field of characteristic p > 2 and let f1, f2 ∈ R =
k[x, y], with f1 = x+y and f2 = xy. We consider some mixed test ideals τ(fλ1

1 fλ2
2 )
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with λ1 + λ2 = 1. We first note that the argument in the proof of Proposition 3.80
extends to give that for every a, b ∈ Z≥0 and every e ≥ 1, we have

τ(f
a/pe

1 f
b/pe

2 ) = (fa1 f
b
2)[1/pe].

Using Proposition 3.15, we get

τ
(
f

1
pe

1 f
1− 1

pe

2

)
=
(
(x+ y)(xy)p

e−1
)[1/pe]

= (xp
e

yp
e−1 + xp

e−1yp
e

)[1/pe] = (x, y)

while

τ
(
f

2
pe

1 f
1− 2

pe

2

)
=
(
(x+y)2(xy)p

e−2
)[1/pe]

= (xp
e

yp
e−2+2(xy)p

e−1+xp
e−2yp

e

)[1/pe] = R.

Since for every 1
pe there is some 2

pe′
< 1

pe , it follows that we can’t write the segment

{(λ1, λ2) | λ1, λ2 ≥ 0, λ1 + λ2 = 1}
as a finite union of segments such that on the interior of each of these the test ideal
is constant. For a detailed analysis of the constancy regions of these test ideals
in the case when k = F2, we refer to [Per13, Example 5.3]. What can be said in
general for mixed test ideals is that there is a p-fractal map such that the constancy
regions are the fibers of this map, see [Per13, Theorem 4.6].

The next example from [MY09] shows that for test ideals we don’t have an
analogue of Proposition 2.93; that is, test ideals do not commute with restriction
to general fibers in a family. However, it is now understood that in order to study
test ideals in families one can define a relative version of test ideals on the total
space of the family, see [PSZ18], though we do not discuss this.

Example 3.84. Let k be an algebraically closed field of characteristic p > 0 and
f : X = A3

k → T = A1
k corresponding to the homomorphism k[y] ↪→ k[x1, x2, y].

Consider on X the ideal a = (f), where f = xp1 + xp2y. In this case it follows from
Propositions 3.80 and 3.15 that

τ(a1/p) = a[1/p] = (x1, x2).

On the other hand, for every closed point t ∈ T , if we consider the fiber Xt = f−1(t)
and the restriction at = a · OXt , we see that if s ∈ k is such that sp = t, then at is
generated by (x1 + sx2)p, hence

τ(a
1/p
t ) = τ(x1 + sx2) = (x1 + sx2).

In particular, we see that τ(a
1/p
t ) 6= τ(a1/p) · OXt for all closed points t ∈ T .

We end this section with a result from [MY09] showing that test ideals still
behave well in families in the sense that the analogue of Corollary 2.95 holds, that
is, the F -pure threshold is lower semicontinuous.

Theorem 3.85. Let k be an F -finite field of characteristic p > 0. Suppose
that f : X → T is a morphism of regular schemes of finite type over k such that
all fibers of f are regular, of pure dimension d, and a is an ideal on X such that
the restriction at of a to Xt = f−1(t) is everywhere nonzero for every t ∈ T . If
s : T → X is such that π ◦ s = idT , then for every λ ∈ R≥0, the set

Wλ := {t ∈ T | fpts(t)(at) ≥ λ}
is open in T .
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Proof. Note first that we may and will assume that X and T are affine.
Indeed, for every t ∈ T , we can choose an affine open neighborhood V of t and an
affine open neighborhood U ⊆ f−1(V ) of s(t). If Vh ⊆ s−1(U) is a principal affine
open subset of V containing t, then U ∩ f−1(Vh) is an affine open neighborhood of
s(t) and f and s induce maps U ∩ f−1(Vh) → Vh and Vh → U ∩ f−1(Vh). Since
it is enough to show that for every such choices Wλ ∩ Vh is open, we may and will
assume that T = Spec(R) and X = Spec(S), for finite type k-algebras R and S,
that are integral domains.

If we consider a surjective R-algebra homomorphism R[x1, . . . , xn]→ S and if
b ⊆ R[x1, . . . , xn] is the inverse image of a, then it follows from Proposition 3.61
that for every t ∈ T and x ∈ Xt, we have fptx(at) = fptx(bt) − c, where c =
codimAn

R
(X). Therefore we may and will assume that S = R[x1, . . . , xn]. Finally,

if ϕ : R[x1, . . . , xn] → R is the homomorphism corresponding to s and ϕ(xi) = bi,
we have an isomorphism of R-algebras ρ : S → S, with ρ(xi) = xi + bi. After
replacing a by ρ(a), we may thus assume that bi = 0 for all i, that is, s maps any
t ∈ T to 0 ∈ An

k(t).

Note now that the set

Λ := {fpt0(at) | t ∈ T}
is a finite set. Indeed, if a ⊆ S is generated by r polynomials of degree ≤ d, then
for every t ∈ T corresponding to p ⊆ R, the ideal at ⊆ k(p)[x1, . . . , xn] is generated
by r polynomials of degree ≤ d and fpt0(a) is an F -jumping number of at (though
possibly not the F -pure threshold), which is ≤ r (see Remark 3.65). Therefore the
finiteness statement follows from Remark 3.62.

We may thus choose λ′ ∈ Λ that is largest with the property that λ′ < λ, so
that

Wλ = {t ∈ T | fpt0(at) > λ′}.
On the other hand, it follows from Remark 3.52 that if t ∈ T corresponds to the
prime ideal q ⊆ R, then fpt0(at) ≤ λ′ if and only if

abλ
′pec+1 · k(q)[x1, . . . , xn] ⊆ (xp

e

1 , . . . , x
pe

n )k(q)[x1, . . . , xn] for all e ≥ 1.

This condition says that for every e ≥ 1 and every g ∈ abλ
′pec+1, the prime ideal

q contains all coefficients in g for the monomials xa11 · · ·xann with ai ≤ pe − 1 for
all i. This clearly defines a closed subset of T and thus Wλ is an open set. This
completes the proof of the theorem. �





CHAPTER 4

Comparison between multiplier and test ideals

Suppose that a is an ideal on a smooth variety in characteristic 0. Our goal is
to relate via reduction to positive characteristic the multiplier ideals of a and the
test ideals of the reduction of a. We begin by reviewing the general framework for
reduction mod p.

4.1. Reduction to positive characteristic

Let k be a fixed field of characteristic 0. Consider the set FGZ(k) of finite
type Z-subalgebras of k, which is a filtering set with respect to the order given by
inclusion. Note that by definition, every element of FGZ(k) is a domain and that
if A ∈ FGZ(k), then Aa ∈ FGZ(k) for every nonzero a ∈ A.

Given an algebra R of finite type over k, we can find A ∈ FGZ(k) and a flat
A-algebra of finite type RA, together with an isomorphism

ϕRA : RA ⊗A k
∼−→ R.

Indeed, if we choose an isomorphism R ' k[x1, . . . , xn]/(f1, . . . , fm), we may take
any A ∈ FGZ(k) that contains all coefficients of f1, . . . , fm and define RA =
A[x1, . . . , xn]/(f1, . . . , fm), with ϕRA being the induced isomorphism. It is a conse-
quence of Generic Flatness (see [Eis95, Theorem 14.4]) that after possibly replacing
A by a localization Aa, with a ∈ A r {0}, we may assume that RA is flat over A.
We call such RA a model of R over A.

Given such A, RA, and ϕRA, for every B ∈ FGZ(k) with A ⊆ B, we get a
model of R over B by taking RB = RA ⊗A B and ϕRB the induced isomorphism.
In particular, given finitely many k-algebras R1, . . . , Rd, we can choose one A such
that we have a model (Ri)A over A for each Ri.

Suppose that RA is a model of R over A. Note that ϕRA induces a ring ho-
momorphism RA → R; for every b ∈ R, we can find B ∈ FGZ(k) containing A,
such that after replacing A by B and RA by RB = RA ⊗A B, u lies in the im-
age of RB . Indeed, if u =

∑r
i=1 ϕ

A
R(ai ⊗ bi), it is enough to choose B such that

A[b1, . . . , br] ⊆ B.
Suppose now that f : R→ S is a morphism of k-algebras of finite type and that

we have A ∈ FGZ(k) and models RA and SA for R and S, respectively, over A. After
possibly replacing A by some B ∈ FGZ(k) containing A and RA and SA by RB =
RA⊗AB and SB = SA⊗AB, respectively, we may assume that there is an A-algebra
homomorphism fA : RA → SA such that f ⊗A k is equal to f via the identifications
given by ϕRA and ϕSA (such uA is a model of u over A). Indeed, if we choose
a surjective A-algebra homomorphism A[x1, . . . , xn], with kernel (g1, . . . , gm), we
may first enlarge A so that for every i with 1 ≤ i ≤ n, the image of xi in S is
equal to the image of some vi ∈ SA. Since for every j with 1 ≤ j ≤ m the image
of gj(v1, . . . , vn) in S is 0 and the map SA ⊗ Frac(A) → SA ⊗A k is injective, it

93
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follows that after possibly replacing A with some Aa, for some nonzero a ∈ A,
we may assume that gj(v1, . . . , vn) = 0 for all j. Therefore the homomorphism
A[x1, . . . , xn]→ SA that maps each xi to vi induces the homomorphism uA : RA →
SA with the required property. We similarly see that if fA, f

′
A : RA → SA both

induce f , then they are equal as morphisms RA ⊗A Aa → SA ⊗A Aa for some
nonzero a ∈ A. This implies that given finitely many commutative diagrams of k-
algebra morphisms, after the localization of A at a suitable element, we may assume
that we have a similar commutative diagram of A-algebra homomorphisms between
the corresponding models over A. In particular, this shows that an isomorphism
between finitely generated k-algebras can be lifted to an isomorphism between the
corresponding models.

A similar construction works for modules, though we now skip some of the de-
tails. Suppose that R is a finitely generated k-algebra and M is a finitely generated
R-module. A model of M over A is given by a model RA of R over A and by a
finitely generated RA-module MA, flat over A, together with an isomorphism

ϕMA : MA ⊗RA R = MA ⊗A k
∼−→M.

In order to find such RA and MA we choose an isomorphism

k[x1, . . . , xn]/(f1, . . . , fm) ' R
as before, as well as a presentation M ' Coker(T : R⊕r → R⊕s). We also choose
polynomials gi,j ∈ k[x1, . . . , xn] that map to the entries of the matrix defining T .
If A ∈ FGZ(k) contains all coefficients of the fi and of the gi,j , then we can define
RA as before and take MA to be the cokernel of the map defined by the matrix
with entries the images of the gi,j in RA. It is a consequence of Generic Flatness
that after replacing A by some Aa, with a ∈ A nonzero, we may assume that both
RA and MA are flat over A. As before, we see that given finitely many such pairs
(Ri,Mi), we can find one A such that each (Ri,Mi) has a model over A.

Arguing as before, we see that given a morphism of finitely generatedR-modules
u : M → N and models RA, MA, and NA for R, M , and N , respectively, over A,
after possibly replacing A by a larger element of FGZ(k), we may assume that there
is an RA-linear map uA : MA → NA such that uA ⊗A k = u via the identifications
given by ϕMA and ϕNA (such a map uA is a model of u over A). If two morphisms
uA, u

′
A : MA → NA are models of u, then after replacing A by a suitable Aa, we

get uA = u′A. We deduce that given finitely many commutative diagrams of R-
modules, after the localization of A at a suitable nonzero element, we may assume
that we have corresponding commutative diagrams of RA-linear maps between the
corresponding A-models. In particular, this shows that an isomorphisms of R-
modules can be lifted to isomorphisms between the corresponding models.

We can now globalize this construction. Given a scheme1 X of finite type over
k, we can find A ∈ FGZ(k) and a separated scheme XA flat and of finite type over
A, together with an isomorphism ϕXA : XA ×Spec(A) Spec(k) → X. Indeed, we can
choose an affine open cover X = U1 ∪ . . . ∪ Un and find A ∈ FGZ(k) such that
we have over A models for the k-algebras OX(Ui) and OX(Ui ∩ Uj), as well as
for the glueing morphisms (note that each Ui ∩ Uj is affine since we assumed that
X is separated). By gluing these in the obvious way we get XA (note that XA is
separated by construction). We call XA a model of X over A. If B ∈ FGZ(k) is such

1In this section we assume that all schemes are separated.



4.1. REDUCTION TO POSITIVE CHARACTERISTIC 95

that A ⊆ B, then we get a model of X over B by taking XB = XA×Spec(A) Spec(B)

and ϕXB to be the induced isomorphism. This implies that given finitely many such
schemes X1, . . . , Xn, we can find one A and models (Xi)A of Xi over A for each
i. If f : X → Y is a morphism of schemes of finite type over k, then we can find
A ∈ FGZ(k) together with models XA and YA for X and Y , respectively, such
that we have a morphism fA : XA → YA of schemes over A which induces f after
base-change to k via the identifications given by ϕXA and ϕYA . Furthermore, if f ′A
is a morphism with the same properties, then fA and f ′A become equal after base
change to Spec(Aa) for a suitable nonzero a ∈ A. The previous considerations
regarding commutative diagrams extend to this global case.

Similarly, if F is a coherent sheaf on X, then we can find A ∈ FGZ(k) such
that we have a model XA of X over A and a coherent sheaf FA on XA, flat over
A, together with an isomorphism ϕFA : ν∗(FA) → F , where ν : X → XA is the
canonical morphism induced by ϕXA (in this case FA is a model of F). Moreover,
given given models FA and GA of coherent sheaves F and G, respectively, over A,
and a morphism of coherent sheaves u : F → G on X, after possibly replacing A by
a suitable localization Aa, there is a morphism of coherent sheaves uA : FA → GA
on XA that pulls-back to u via base-change to Spec(k) (this is a model of u over A).
Again, if u′A is another such model of u over A, then uA = u′A after base-change
to Spec(Aa) for a suitable nonzero a ∈ A. Therefore finitely many commutative
diagrams of morphisms of coherent sheaves give commutative diagrams between
the corresponding models over a suitable element of FGZ(k).

If XA is a model of X over A and FA is a model of F , then for a point
s ∈ Spec(A) we denote by Xs the fiber of XA over s and by Fs the restriction of F
to Xs. Note that Xs is a scheme of finite type over the residue field k(s) of s. If s
is the generic point of Spec(A), then k(s) is a subfield of k. We will be interested
in the case when s is a closed point of Spec(A); then k(s) is a finite field by the
following well-known lemma.

Lemma 4.1. If m is a maximal ideal in a finitely generated Z-algebra A, then
A/m is a finite field.

Proof. The intersection m ∩ Z is a prime ideal in Z. If this is equal to pZ,
for some prime p, then A/m is an algebra of finite type over the finite field Fp. By
Nullstellensatz, we have [A/m : Fp] <∞, hence A/m is a finite field.

Let’s suppose now that m ∩ Z = 0 and show that we get a contradiction. Let
us write K = A/m. By assumption, we have Q ⊆ K and K is a finitely generated
Z-algebra, hence also a finitely generated Q-algebra. By Nullstellensatz, we have
[K : Q] <∞, hence if a1, . . . , an generate K as a Z-algebra, then each ai is algebraic
over Q. If we consider the minimal polynomials of a1, . . . , an over Q and d is a
positive integer such that all coefficients of these minimal polynomials lie in Z[1/d],
then it follows that the ring extension Z[1/d] ↪→ K is integral. Since K is a field,
we deduce that Z[1/d] is a field, which is a contradiction (a prime in Z that does
not divide d has no inverse in Z[1/d]). This completes the proof. �

Remark 4.2. Suppose now that u : F → G is a morphism of coherent sheaves
on X and let us choose models XA, FA, GA, and uA for X, F , G, and u, respectively.
If s ∈ Spec(A), then we get a morphism us : Fs → Gs. Since we may assume that
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Coker(uA) and Im(uA) are flat over A, it follows that we have

Coker(us) = Coker(u)s, Im(us) = Im(u)s, and Ker(us) = Ker(u)s.

In particular, if u is injective or surjective, then so are all us. We deduce that if F
is an ideal or it is locally free, then the same holds for all Fs.

Remark 4.3. Similarly, if f : X → Y is a morphism of schemes of finite type
over k and we consider models XA, YA, and fA over A, then for every s ∈ Spec(A),
we get a morphism fs : Xs → Ys. If f has one of the following properties: projective,
finite, or it is an open or closed immersion, then we may assume that the same
property holds for fA, and thus for all fs.

Remark 4.4. Suppose now that f is projective, F is a coherent sheaf on X,
and we also have a model FA of F . Arguing as in [Har77, Section III. 12], we see
that FA satisfies generic base-change: after possibly replacing A by Aa for some
nonzero a ∈ A, we may assume that for all s ∈ Spec(A), the canonical morphism

(4.1)
(
Ri(fA)∗(FA)

)
s
→ Ri(fs)∗(Fs)

is an isomorphism for all i ≥ 0.

Remark 4.5. Given a model XA of X over A, it is easy to deduce from
Noether’s Normalization Theorem that we may assume that dim(Xs) ≤ dim(X) for
all s ∈ Spec(A). If X is smooth and irreducible over k, then the Jacobian criterion
for smoothness implies that we may assume that XA is smooth over Spec(A), of rel-
ative dimension equal to dim(X). In particular, each Xs is smooth over Spec

(
k(s)

)
,

of pure dimension equal to dim(X). If k is algebraically closed, since the geometric
generic fiber of XA over Spec(A) is connected, it follows that all Xs are connected
as well.

We will consider properties P of schemes of finite type over finite fields such
that given a scheme W over k, and a finite field extension k′ of k, P(W ) holds if
and only if P

(
W ×Spec(k) Spec(k′)

)
holds. If XA is a model of X over A, we say

that P(Xs) holds for general closed points in Spec(A) if there is an open subset U
of Spec(A) such that P(Xs) holds for all closed points s ∈ U . In this case, after
replacing A by a suitable localization Aa, we may assume that P(Xs) holds for
all closed points s. We note that we will also be interested in properties that are
expected to only hold for a dense set of closed points s ∈ Spec(A).

Remark 4.6. With P as above, note that both conditions

i) P(Xs) holds for general closed points s ∈ Spec(A)
ii) P(Xs) holds for a dense set of closed points s ∈ Spec(A)

are independent of the choice of a model. Indeed, if α : Spec(C) → Spec(A) is
induced by the inclusion A ↪→ C of finitely generated Z-algebras, then the following
hold:

a) By Lemma 4.1, α maps closed points to closed points (and the corre-
sponding morphism between the residue fields is an extension of finite
fields).

b) The image of α contains a (dense) open subset.
c) The image or inverse image of a dense subset has the same property.

By combining these facts, we get the independence of model.
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Remark 4.7. Suppose that XA and FA are models over A for the scheme X
of finite type over k and for the coherent sheaf F on X. Note that if Fs = 0
for general closed points s ∈ Spec(A), then it follows from Nakayama’s Lemma
that after possibly doing base-change to some localization Aa, we have FA = 0.
Therefore we conclude that F = 0. In particular, if f : X → Y is a projective
morphism and we have a model fA : XA → YA over A such that for some i ≥ 0
and general closed points s ∈ Spec(A) we have Ri(fs)∗(Fs), then Rif∗(F) = 0 (in
other words, we can prove vanishing of higher direct images by reduction to prime
characteristic).

We will also need the following uniform vanishing statement in a setting where
we deal with infinitely many sheaves at the same time.

Lemma 4.8. Let f : Y → X be a projective morphism of schemes of finite type
over k, F a coherent sheaf on Y , and L ∈ Pic(Y ) that is f -ample. If fA : YA → XA,
FA, and LA are models over A ∈ FGZ(k) of f , F , and L, respectively, then there is
m0 such that after possibly replacing A by the localization at some nonzero element,
we have

Rif∗
(
Fs ⊗ Lms

)
= 0 for all s ∈ Spec(A), i ≥ 1, m ≥ m0.

Proof. We may and will assume that X and XA are affine. Furthermore, we
may assume that L is very ample over X: indeed, if m is a positive integer such
that Lm is very ample, it is enough to prove the assertion in the lemma for the line
bundle Lm and each of the sheaves F ⊗ Lj , for 0 ≤ j ≤ m− 1.

Suppose now that L and LA are very ample. We use asymptotic Serre vanishing
to choose m0 such that Hi

(
YA,FA ⊗ LmA

)
= 0 for all i ≥ 1 and m ≥ m0. By

Remark 4.4, after possibly inverting a nonzero element in A, we may assume that
for every s ∈ Spec(A), we have

(4.2) Hi
(
Ys,Fs ⊗ Lms

)
= 0 for 1 ≤ i ≤ n and m0 ≤ m ≤ m0 + n,

where n = dim(Y ). This implies that for every such s, the sheaf Fs is (m0 + n)-
regular with respect to Ls in the sense of Castelnuovo-Mumford regularity (we refer
to [Laz04, Chapter 1.8] for the basic facts on Castelnuovo-Mumford regularity2).
This implies that Fs is m-regular for every m ≥ m0 + n, and we conclude that

Hi
(
Ys,Fs ⊗ Lms

)
= 0 for i ≥ 1 and m ≥ m0.

This completes the proof of the lemma. �

4.2. The Cartier isomorphism

We now fix a perfect field k of characteristic p > 0. All schemes are assumed
to be of finite type over k.

2The results on Castelnuovo-Mumford regularity are usually stated for very ample line bun-
dles on projective varieties. We here need the relative version of those results, which is proved in

the same way.
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Lemma 4.9. If f : X → Y is an étale morphism, then for every e ≥ 1, the
diagram

X
f //

F eX
��

Y

F eY
��

X
f // Y,

is Cartesian.

Proof. Consider the Cartesian diagram

W
g //

q

��

Y

FY
��

X
f // Y,

and the induced morphism h : X → W , so that f = g ◦ h and FX = q ◦ h. Since f
is étale, it follows that g is étale, hence the factorization f = g ◦ h implies that h
is étale. On the other hand, the factorization FX = q ◦ h implies that h is injective
and for every x ∈ X, the field extension k

(
h(x)

)
↪→ k(x) is purely inseparable.

Since h is étale, this field extension is also separable, hence it is an isomorphism.
Furthermore, since FY is finite, q is finite; since FX is finite, too, we conclude that
h is finite.

Therefore h is a finite étale morphism, which is injective and induces isomor-
phisms between the corresponding residue fields. It is easy to see that in this case
h is an isomorphism onto a subset U that is both open and closed in W . In fact,
we need to have U = W : if y ∈ W r h(X), then we get a contradiction with the
fact that q induces an isomorphism between g−1

(
g(y)

)
and f−1

(
g(y)

)
. Therefore

h is an isomorphism. �

From now on we fix a smooth, irreducible scheme X over k, of dimension n.
Note that for every closed point x ∈ X, the residue field k(x) of x is finite over k,
hence it is perfect (this follows since we clearly have

[
k(x) : k

]
=
[
k(x)p : kp

]
).

Corollary 4.10. If U is an affine open subset of X and x1, . . . , xn ∈ OX(U)
are algebraic coordinates, then for every q = pe, with e ≥ 1, OX(U) is free over
OX(U)q, with basis

{xa11 · · ·xann | 0 ≤ ai ≤ q − 1 for all i}.

Proof. We have an étale morphism ϕ = (x1, . . . , xn) : U → An
k . The assertion

then follows using Lemma 4.9 from the fact that it holds when x1, . . . , xn are the
standard coordinates on An

k . �

Remark 4.11. The following fact is often useful: if X is a scheme of character-
istic p and F : X → X is the Frobenius morphism, then for every line bundle L on
X, we have a canonical isomorphism F ∗(L) ' L⊗p. Indeed, it is clear that if L is
described by the Čech cocycle (ϕi,j), then F ∗(L) is described by the Čech cocycle
(ϕpi,j), which also describes L⊗p.

We next turn to the de Rham complex of X. Since X is smooth over k, the
sheaves ΩiX = ΩiX/k are locally free OX -modules. We will consider the de Rham
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complex Ω•X :

0 −→ OX
d−→ Ω1

X
d−→ . . .

d−→ ΩnX −→ 0,

placed in cohomological degrees 0, . . . , n. We note that ⊕i≥0ΩiX has the structure of
a differential graded algebra: exterior multiplication gives a (graded-commutative)
OX -algebra structure such that

d(α ∧ β) = dα ∧ β + (−1)deg(α)α ∧ dβ.

We note that while the maps are not OX -linear, they still induce corresponding
maps between the corresponding sheaves of rational differential forms

(4.3) 0 −→ k(X)
d−→ Ω1

X ⊗OX k(X)
d−→ . . .

d−→ ΩnX ⊗OX k(X) −→ 0.

Indeed, this follows from the ”quotient rule”: we can extend the exterior derivative
to rational differential forms such that if η is a differential form and h is a regular
function, then d

(
1
hη) = 1

hdη −
1
h2 dh ∧ η.

If U ⊆ X is open and 0 6= f ∈ OX(U), we denote by dlog(f) the rational
1-form 1

f df . Note that if 0 6= g ∈ OX(U), then

(4.4) dlog(fg) = dlog(f) + dlog(g).

Suppose now that E is a reduced SNC divisor on X. We define the subsheaf
Ω1
X(logE) ⊆ Ω1

X ⊗OX k(X) as follows. Suppose that U is an open subset of X and
x1, . . . , xn are algebraic coordinates on U such that E = divX(x1 · · ·xr). In this
case Ω1

X(logE)|U is generated by dlog(x1), . . . ,dlog(xr), dxr+1, . . . , dxn. Note that
the definition is independent of the choice of coordinates: if y1, . . . , yn is another
such system of coordinates, after relabeling we may assume that xi and yi define the
same divisor Ei, hence we can write yi = hixi for 1 ≤ i ≤ r, for some hi ∈ OX(Ui)

∗.
In this case it follows from (4.4) that we have

dlog(yi) = dlog(xi) + dlog(hi) ⊆ OU · dlog(xi) + Ω1
U .

We can thus glue the local definitions to get the subshsheaf Ω1
X(logE) of the sheaf

Ω1
X ⊗OX k(X). It follows from the definition that this is a locally free OX -module,

of rank n. Note that if f is a local section of OX such that the closed set V (f) is
contained in Supp(E), then dlog(f) is a local section of Ω1

X(logE). For every i, with
1 ≤ i ≤ n, we put ΩiX(logE) := ∧iΩ1

X(logE). In particular, we have Ω0
X(logE) =

OX and it is easy to see, using the definition, that ΩnX(logE) = ωX(E).

Note that the differential in the complex (4.3) maps ΩiX(logE) to Ωi+1
X (logE):

this follows easily from the definition, using the fact that d
(
dlog(f)

)
= 0 for every f .

We call this the log de Rham complex of the pair (X,E). Note that ⊕ni=0ΩiX(logE)
is again a differential graded algebra.

While the differentials in the log de Rham complex Ω•X(logE) are not OX -
linear, in characteristic p they are linear over OpX : this follows from the fact that
if g is a regular function and η is a differential form, both of them defined on some
U ⊆ X, then d(gpη) = gpd(η), since d(gp) = 0. In other words, F∗Ω

•
X(logE) is

a complex of OX -modules (here, for simplicity, we write F for FX). Therefore
⊕ni=0Hi

(
F∗Ω

•
X(logE)

)
is a graded OX -algebra (the multiplicative structure being

induced from the one on the de Rham complex). We have the following important
result:
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Theorem 4.12 (Cartier). If X is a smooth, irreducible n-dimensional scheme
over the perfect field k, and if E is a reduced SNC divisor on X, then there is a
unique morphism of graded OX-algebras

(4.5) C−1 = C−1
X,E :

n⊕
i=0

ΩiX(logE)→
n⊕
i=0

Hi
(
F∗Ω

•
X(logE)

)
such that the following conditions hold:

(4.6) C−1(df) = [fp−1df ] for every local section f ∈ OX and

(4.7)
C−1

(
dlog(g)

)
=
[
dlog(g)

]
for every local section g ∈ OX with V (g) ⊆ Supp(E).

Moreover, C−1 is an isomorphism.

The inverse C of C−1 is known as the Cartier isomorphism.

Remark 4.13. Once we know that the morphism C−1 is an isomorphism, this
implies that the right-hand side of (4.5) is a locally free OX -module. In particular,
it has no torsion and thus condition (4.7) in the theorem follows from condition
(4.6).

Lemma 4.14. If R is a k-algebra, then for every m < p and for every f, g ∈ R,
we have

(f + g)md(f + g)− (fmdf + gmdg) = 0 in Ω1
R/k/d(R).

Proof. For every a, b ≥ 0, we have d(fagb) = 0 in Ω1
R/k/d(R), hence

afa−1gbdf + bfagb−1dg = 0 in Ω1
R/k/d(R).

It follows that in this quotient we have

(f + g)md(f + g) =

m∑
i=0

(
m

i

)
f igm−idf +

m∑
i=0

(
m

i

)
f igm−idg

= fmdf +

m−1∑
i=0

(
m

i

)
f igm−idf −

m∑
i=1

i(m+ 1− i)−1

(
m

i

)
f i−1gm−i+1df + gmdg.

Since i(m+ 1− i)−1
(
m
i

)
=
(
m
i−1

)
, we see that in the above expression the two sums

cancel out and we obtain the equality in the lemma. �

Proof of Theorem 4.12. Note first that if f is a local section of OX , then
d(fp−1df) = 0, hence we have indeed a corresponding local section [fp−1df ] of
H1
(
F∗Ω

•
X(logE)

)
. Similarly, if g is a local section of OX such that V (g) ⊆

Supp(E), then d
(
dlog(g)

)
= 0, hence we have a local section [dlog(g)] ofH1

(
F∗Ω

•
X(logE)

)
.

Since
⊕n

i=0 ΩiX(logE) is generated as an OX -algebra by Ω1
X(logE), which in turn

is generated as an OX -module by df and dlog(g) as above, the uniqueness of such
C−1 is clear.

Because of uniqueness, it is enough to construct C locally. Moreover, proving
that C−1 is an isomorphism can also be done locally, hence we may and will assume
that X is affine and we have x1, . . . , xn ∈ OX(X) giving an algebraic system of
coordinates on X such that E = divX(x1 · · ·xr). Suppose that we have a morphism
C−1 of OX -algebras as in (4.5). By Corollary 4.10, the monomials xu, with 0 ≤
ui ≤ p− 1 for all i give a basis of OX(U) over OX(U)p.
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Note first that condition (4.6) in the theorem holds for all f if it holds for these
monomials. Indeed, this follows from the following two observations:

a) If condition (4.6) holds for f1 and f2, then it also holds for f1 + f2. This
follows from Lemma 4.14.

b) If condition (4.6) holds for f , then it also holds for hpf : indeed, then

C−1(hpdf) = [hp
2

fp−1df ] =
[
(hpf)p−1d(hpf)

]
.

Similarly, if we know (4.6), then in order to check condition (4.7) for all g with
V (g) ⊆ E, it is enough to check it when g = xi, with 1 ≤ i ≤ r. Indeed, in general
we have a subset J ⊆ {1, . . . , r} such that g = h·

∏
i∈J x

ai
i , for an invertible function

h, hence

dlog(g) = dlog(h) +
∑
i∈J

ai · dlog(xi).

Since C−1(dh) = [hp−1dh] and h is invertible, we deduce that C−1
(
dlog(h)

)
=[

dlog(h)
]
. It is then clear that if condition (4.7) holds for x1, . . . , xr, then the

condition also holds for g.
Since x1, . . . , xn form an algebraic system of coordinates, the morphism ϕ =

(x1, . . . , xn) : X → An
k is étale. If we also denote by x1, . . . , xn the standard coor-

dinates on An
k and D is the divisor defined by x1 · · ·xr on An

k , then it is clear that
we have a canonical isomorphism

Ω•X(logE) ' ϕ∗Ω•An
k
(logD).

Furthermore, it follows from Lemma 4.9, flat base-change, and the fact that ϕ is
flat that we have canonical isomorphisms

n⊕
i=0

Hi
(
F∗Ω

•
X(logE)

)
'

n⊕
i=0

Hi
(
F∗ϕ

∗Ω•An
k
(logD)

)
'

n⊕
i=0

Hi
(
ϕ∗F∗Ω

•
An
k
(logD)

)
=

n⊕
i=0

ϕ∗Hi
(
F∗Ω

•
An
k
(logD)

)
.

It follows that if we prove the existence of C−1
An
k ,D

for (An
k , D), and the fact that it is

an isomorphism, then C−1
X,E := ϕ∗(C−1

An
k ,D

) satisfies the same properties with respect

to (X,E). Indeed, the fact that it is an isomorphism of graded OX -algebras is clear.
Moreover, the fact that condition (4.6) holds when f is a monomial in x1, . . . , xn
is clear and the fact that condition (4.7) holds when g = x1, . . . , xr is clear as well.
By the above discussion, this shows that C−1

X,E has the desired properties.
From now one we assume that X = An

k and E = D. Note that we have an
isomorphism of differential graded OX -algebras

Ω•An
k
(logD) ' ⊗ri=1pr∗iΩ

•
A1
k
(log {0})⊗⊗ni=r+1pr∗iΩ

•
A1
k
,

where pri : An
k → A1

k is the projection onto the i-th component. We thus get
a corresponding tensor product decomposition for

⊕n
i=0Hi

(
Ω•An

k
(logD)

)
via the

Künneth theorem. It is thus straightforward to check that it is enough to prove the
theorem when X = A1

k and when E = {0} or E = 0.
In the former case, the complex Ω•

A1
k
(log {0}) consists of

k[t]
d−→ k[t]

dt

t
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placed in cohomological degrees 0 and 1 and it is clear that we have the isomorphism

C−1 : k[t]⊕ k[t]
dt

t
→ H0 ⊕H1 = k[tp]⊕ k[tp]

dt

t
, C−1

(
u, v

dt

t

)
=

(
up, vp

dt

t

)
,

which satisfies the desired conditions (recall that we only need to check conditions
(4.6) and (4.7) for monomials in t).

We finally consider the case when E = 0, when Ω•
A1
k

consists of

k[t]
d−→ k[t]dt

placed in cohomological degrees 0 and 1. We then have the isomorphism

C−1 : k[t]⊕k[t]dt→ H0⊕H1 = k[tp]⊕k[tp]tp−1dt, C−1(u, v ·dt) = (up, vptp−1 ·dt)
which satisfies the desired conditions. This completes the proof of the theorem. �

In particular, given a smooth, irreducible n-dimensional scheme X over k and
an SNC divisor on k, we get a surjective OX -linear map t = tX,E as the composition

F∗
(
ωX(E)

)
→ Hn(F∗Ω

•
X(log(E)

) C−→ ωX(E).

We will refer to this map as the trace map. By iterating this map we obtain for
every e ≥ 1 the surjective OX -linear map te = teX,E :

F e∗
(
ωX(E)

) F e−1
∗ (t)−→ F e−1

∗
(
ωX(E)

)
−→ . . . −→ F∗

(
ωX(E)

) t−→ ωX(E).

If E = 0, then we simply write tX and teX (or just t and te).

Remark 4.15. The map tX : F∗ωX → ωX plays an important role in birational
geometry in positive characteristic (see for example [PST17]). Note that if L is
a line bundle on X, if we tensor teX with L and use the projection formula and
Remark 4.11, we identify this map with

F e∗ (ωX)⊗ L = F e∗ (ωX ⊗ L⊗p
e

)→ ωX ⊗ L.
By taking cohomology and using the fact that F is an affine morphism, we obtain
induced morphisms

te : Hi(X,ωX ⊗ Lp
e

)→ Hi(X,ωX ⊗ L).

This map is p−e-linear in the sense that te(λp
e

a) = λ · te(a) for all λ ∈ k. This
map is useful, for example, when X is projective and L is ample, since for e � 0,
the line bundle ωX ⊗ Lp

e

is very ample and has no higher cohomology.

Remark 4.16. It follows from our local description of the Cartier isomorphism
that if x1, . . . , xn are algebraic coordinates on an open subset U ⊆ X such that E|U
is defined by (x1 · · ·xr) and if we put η for the corresponding generator dlog(x1)∧
. . . ∧ dlog(xr) ∧ dxr+1 ∧ . . . ∧ dxn of ωX(E), then

tX,E(xa11 · · ·xann η) =
∏
i≤r

x
ai/p

e

i ·
∏
j>r

x
(aj−pe+1)/pe

j · η

if pe|ai for all i ≤ r and pe|(aj−pe+1) for all j > r; otherwise tX,E(xa11 · · ·xann η) = 0.
Indeed, it is enough to check this when e = 1. On one hand, note that if the above
divisibilities are not satisfied, then xa11 · · ·xann η lies in d

(
Ωn−1
X (logE)

)
. On the other

hand, for the case when they are satisfied, by linearity we only need to check that

tX,E(xp
e−1
r · · ·xp

e−1
n η) = η.
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This follows from the fact that since C−1 is multiplicative and satisfies (4.6) and
(4.7), we have C−1(η) =

[
xp

e−1
r · · ·xpe−1

n η
]
.

Using this explicit description, it is easy to check that teX,E can be described in
terms of teX : more precisely, it gets identified with the composition

F e∗
(
ωX(E)

)
↪→ F e∗

(
ωX(peE)

)
→ ωX(E),

where the first map is induced by the inclusion OX(E) ↪→ OX(peE) and the second
map is teX ⊗OX(E) (see the previous remark).

Remark 4.17. It is more common (and better for extensions to the relative
setting) to phrase the Cartier isomorphism and the trace map using the relative
Frobenius morphism, instead of the absolute Frobenius. Note that if we define the
scheme X ′ over k by the Cartesian diagram

X ′
f //

��

X

��
Spec(k)

FSpec(k)// Spec(k),

then the Frobenius morphism FX induces the relative Frobenius morphism FX/k : X →
X ′. This is a morphism of schemes over k. Note that since k is perfect, f is an
isomorphism of abstract schemes. Similarly, if E is an SNC divisor on X, then we
get an SNC divisor E′ on X ′.

The Cartier isomorphism is usually phrased as an isomorphism of graded OX′ -
algebras

n⊕
i=0

ΩiX′/k(logE′)→
n⊕
i=0

Hi
(
(FX/k)∗Ω

•
X/k(logE)

)
.

This is equivalent to our assertion via the isomorphism f . In particular, the map
tX,E gets identified with a map

(FX/k)∗
(
ωX(E))→ ωX′(E

′).

One can show that for E = 0, the map is the trace map with respect to the finite
morphism FX/k (see [Har77, Exercise 7.2] for the description of the trace map, at
least in the case of a finite morphism between projective varieties).

For the study of test ideals, the trace map is relevant because of the following
proposition:

Proposition 4.18. Let X be a smooth irreducible scheme over a perfect field
k. If a is a coherent ideal in OX , then for every e ≥ 1, we have

tX
(
F e∗ (a · ωX)

)
= a[1/pe] · ωX .

Proof. Since ωX is a line bundle and tX is an OX -linear map, we know that
we have

tX
(
F e∗ (a · ωX)

)
= b · ωX ,

for some ideal b in OX . In order to prove that b = a[1/pe], we argue locally.
Therefore we may assume that X is affine and we have an algebraic system of
coordinates x1, . . . , xn ∈ OX(X).
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By Corollary 4.10, a basis of OX(X) over OX(X)p
e

is given by the monomials
xu = xu1

1 · · ·xunn , with u in

Λ = {u ∈ Z≥0 | 0 ≤ ui ≤ pe − 1 for 1 ≤ i ≤ n}.

Note that if for any f ∈ OX(X) we write

f =
∑
u∈Λ

cu(f)p
e

xu,

then it follows from Remark 4.16 that

tX(fdx1 ∧ . . . ∧ dxn) = cw(f)dx1 ∧ . . . ∧ dxn,

where w = (pe − 1, . . . , pe − 1). Therefore we have

b = {cw(f) | f ∈ a}.

On the other hand, it follows from Proposition 3.15 that

a[1/pe] = (cu(f) | f ∈ a).

It is then clear that b ⊆ a[1/pe] and the opposite inclusion follows from the fact that
for every f ∈ a and every u ∈ Λ, we have cu(f) = cw(xw−uf). This completes the
proof. �

4.3. The Deligne-Illusie theorem

Let p > 0 be a prime integer. Recall that the functor from the category of
complete DVRs with maximal ideals generated by p and perfect residue fields to the
category of perfect fields of characteristic p, which maps a ring to its residue field, is
an equivalence of categories (see [Mat89, Theorems 29.1 and 29.2]). In particular,
for every perfect field k of characteristic p, there is a complete DVR W (k), with
maximal ideal p · W (k), and with residue field W (k)/(p) ' k; moreover, this is
unique up to a canonical isomorphism that induces the identity on k. This is the
ring of Witt vectors of k. Moreover, we see that there is a unique ring isomorphism
F : W (k) → W (k) that induces the Frobenius morphism on the residue field. For
example, if k = Fp, then W (k) is the ring Zp of p-adic integers and the Frobenius
morphism on Zp is just the identity.

Remark 4.19. If (R,m, k) is a DVR with k perfect and m = (p), then R/(p2) '
W2(k). Indeed, we have R̂ 'W (k) and thus R/m2 ' R̂/m2R̂ 'W2(k).

In what follows we fix a perfect field k of characteristic 0 and put W2(k) =

W (k)/(p2). Given a scheme X over k, a lift of X to W2(k) is a flat scheme X̃ over

Spec
(
W2(k)

)
and an isomorphism ν : X̃ ×Spec(W2(k)) Spec(k)→ X. Note that if X

is smooth over k, then X̃ is automatically smooth over W2(k). Suppose now that X

is smooth over k and E =
∑N
i=1Ei is a reduced SNC divisor on X. A lift of the pair

(X,E) to W2(k) consists of a lift (X̃, ν) of X, together with effective Cartier divisors

Ẽi on X̃, flat over Spec
(
W2(k)

)
, such that ν identifies Ẽi×Spec(W2(k)) Spec(k) with

Ei for all i.
For any Noetherian scheme Y , we denote by Db

coh(Y ) the derived category of
coherent sheaves on Y . Note that the simplest objects in this derived category
are those that are direct sums of twists of coherent sheaves: u =

⊕
i Fi[−i], for

suitable coherent sheaves Fi. Of course, in this case we have Fi = Hi(u) for
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all i. The following result of Deligne and Illusie [DI87] is a fundamental tool in
arithmetic geometry in positive characteristic.

Theorem 4.20. Let X be a smooth, irreducible scheme over a perfect field k
of characteristic p > 0, and E a reduced SNC divisor on X. If p > dim(X) and the
pair (X,E) has a lift to W2(k), then we have an isomorphism in Db

coh(X):

F∗Ω
•
X(logE) '

⊕
i

ΩiX(logE)[−i].

Sketch of proof. We only outline the argument and, for simplicity, we only
treat the case E = 0. It is enough to construct a morphism

(4.8) α :
⊕
i

ΩiX [−i]→ F∗Ω
•
X

in Db
coh(X) such that for every i, Hi(α) is the Cartier isomorphism C−1|ΩiX . Of

course, giving such α is equivalent to giving for every i a morphism

(4.9) αi : ΩiX [−i]→ F∗Ω
•
X

such that Hi(αi) = C−1|ΩiX .

For i = 0, this is easy: we simply take α0 to be the composition

OX
C−1

−→ H0(F∗Ω
•
X) ↪→ F∗Ω

•
X ,

which clearly satisfies the required property. For i ≥ 1, the crucial step is the
construction of α1. Indeed, if α1 is constructed, then we get αi for 2 ≤ i ≤ n =
dim(X), as follows. Since p > n, we have a section of the canonical projection
Ω⊗iX → ΩiX given by

σi : ΩiX → (Ω1
X)⊗i, σi(η1 ∧ . . . ∧ ηi) =

∑
τ∈Si

1

i!
ε(τ)ητ(1) ⊗ . . .⊗ ητ(i).

Note that the multiplication on Ω•X induces a morphism of complexes (and thus a
morphism in Db(X))

ϕi : F∗(Ω
•
X)⊗i → F∗(Ω

•
X).

We define αi to be the composition

ΩiX [−i] σi[−i]−→ (Ω1
X)⊗i[−i]

α⊗i1−→ F∗(Ω
•
X)⊗i

ϕi−→ F∗(Ω
•
X).

Since H1(α1) = C−1|Ω1
X

and since C−1 is multiplicative, it follows easily that

Hi(αi) = C−1|ΩiX . Therefore the key point is the construction of α1.

We only prove this in the special case when there is a morphism F̃ : X̃ → X̃
compatible with the Frobenius isomorphism on W2(k) and which induces F on X.
In this case we will see that we can define α1 as a morphism of complexes. Arguing

locally, let us assume that X = Spec(R) and X̃ = Spec(R̃). Let us write ΩR = ΩR/k

and ΩR̃ = ΩR̃/W2(k). Note that we have a surjective homomorphism u : R̃ → R,

whose kernel is pR̃. Moreover, since R̃ is flat over W2(k), it follows that the kernel

of multiplication by p on R̃ is pR̃, which implies that we have an isomorphism of

R-modules v : R ' pR̃ such that v
(
u(a)

)
= pa for all a ∈ R̃. Similarly, we have

ΩR ' ΩR̃ ⊗R̃ R ' ΩR̃/p · ΩR̃.
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We write u1 for the surjective map ΩR̃ → ΩR. Since X̃ is smooth over W2(k), it

follows that ΩR̃ is a free R̃-module and we have an isomorphism of R-modules

v1 : ΩR → p · ΩR̃
such that v1

(
u1(η̃)

)
= pη̃ for all η̃ ∈ ΩR̃.

Given η ∈ ΩR/k, let us choose η̃ ∈ ΩR̃ such that u1(η̃) = η. Since F ∗(η) = 0,

it follows that F̃ ∗(η) = v1(β) for some β in ΩR. We put α1(η) = β. This is

independent of the choice of η̃: if u(η̃′) = η, then η̃−η̃′ ∈ p·ΩR̃, hence F̃ ∗(η̃−η̃′) = 0.

It is clear that this gives a morphism of OX -modules Ω1
X → F∗Ω

1
X . Let us

compute α1(dh) for h ∈ R. If we choose h̃ ∈ R̃ such that u(h̃) = u, we have

u1(dh̃) = dh. Note that since F̃ induces F on R, it follows that F̃ ∗(h̃) = h̃p + pg̃

for some g̃ ∈ R̃. In this case we have

F̃ ∗(dh̃) = p(h̃p−1dh̃+ dg̃),

hence α1(dh) = hp−1dh+ dg. First, this shows that the image of α1 is contained in
the set of exact 1-forms, hence α1 gives, indeed, a morphism of complexes Ω1

X [−1]→
F∗Ω

•
X . Second, we see that the induced map Ω1

X → H1(F∗Ω
•
X) agrees with C−1.

This completes the proof in this case.

Over every affine open subset U of X there is a lift F̃U of FU as above, but this
is certainly not unique. As a result, the corresponding morphisms of complexes do
not glue. However, one can show (and this is the most technical part of the proof)
that the morphisms glue to a morphism α1 : Ω1

X [−1]→ F∗Ω
•
X in Db

coh(X). We end
the discussion of the proof here. �

In the remaining part of this section we discuss applications of the theorem of
Deligne-Illusie to vanishing theorems.

Theorem 4.21. Let X be a smooth, irreducible, n-dimensional projective scheme
over a perfect field k of characteristic p > 0. If X has a lifting to W2(k) and
p > dim(X), then for every ample line bundle L on X, we have

Hi(X,ωjX ⊗ L) = 0 for p+ q > n.

Proof. Note that since (ΩjX)∨ ' ω−1
X ⊗ Ωn−jX , Serre duality gives

Hi(X,ωjX ⊗ L) ' Hn−i(X,Ωn−jX ⊗ L−1)∨.

Therefore the assertion in the theorem is equivalent to

(4.10) Hi(X,ΩjX ⊗ L
−1) = 0 for i+ j < n.

The key point will be showing that for any line bundle L on X and for any r,
the following holds:

(4.11) if Hi(X,ΩjX ⊗ L
−p) = 0 for all i+ j < r,

then Hi(X,ΩjX ⊗ L
−1) = 0 for all i+ j < r.

Indeed, once we know this, it follows by induction on e ≥ 1 that if we have
Hi(X,ΩjX ⊗ L−p

e

) = 0 for all i + j < r, then Hi(X,ΩjX ⊗ L−1) = 0 for all
i + j < r. By taking r = n, we see that if L is ample, then for e � 0 we have
Hi(X,ΩjX ⊗ L−p

e

) = 0 for all i + j < n, by asymptotic Serre vanishing and Serre
duality (note that if i = n, then j < 0 and the assertion is trivially satisfied). We
thus obtain (4.10).
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We now prove (4.11). The hypothesis gives via Theorem 4.20 (with E = 0) an
isomorphism

F∗Ω
•
X '

n⊕
i=0

ΩiX [−i].

Tensoring this with L, taking (hyper)cohomology, and using the projection formula
and Remark 4.11 for the left-hand side, we obtain an isomorphism

(4.12) Hm(X,Ω•X ⊗ L−p) '
n⊕
`=0

Hm−`(X,Ω`X ⊗ L−1).

On the other hand, we have the hypercohomology spectral sequence for the complex
F∗(Ω

•
X ⊗ L−p):

Ej,i1 = Hi(X,ΩjX ⊗ L
−p)⇒ Hi+j(X,Ω•X ⊗ L−p).

The assumption that Hi(X,ΩjX ⊗ L−p) = 0 for i + j < r says that Ei,j1 = 0
for i+ j < r. In this case, we conclude that in the spectral sequence we have that
Ei,j∞ = 0 for i+j < r and thus Hm(X,Ω•X⊗L−p) = 0 for m < r. The decomposition

in (4.12) then implies that Hi(X,ΩjX⊗L−1) = 0 for i+j < r, completing the proof
of (4.11) and thus the proof of the theorem. �

Corollary 4.22 (Kodaira-Akizuki-Nakano). If X is a smooth, irreducible, n-
dimensional projective scheme over a field k of characteristic 0 and L is an ample
line bundle on X, then

Hi(X,ΩjX ⊗ L) = 0 for i+ j > n.

Proof. As we have seen in Section 4.1, we can find a finitely generated Z-
subalgebra A of k and a projective smooth morphism f : XA → S = Spec(A),
of relative dimension n, and an ample line bundle LA on XA such that there is
an isomorphism XA ×S Spec(k) ' X that identifies the pull-back of LA with L.
Moreover, we have seen in Remark 4.4 that we may assume that for every s ∈ S
and every i, j ≥ 0, we have

(4.13) Hi(XA,Ω
j
XA/A

⊗ LA)⊗A k(s) ' Hi(Xs,Ω
j
Xs/k(s) ⊗ Ls)

(note that we only need to consider finitely many i and j).
We need to find a closed point s ∈ S such that we can apply the theorem for

Xs and Ls. Let m be a prime ideal in A that corresponds to a closed point of
A ⊗Z Q and let W = Spec(A/m) ↪→ S. Since A/m is a domain, the morphism
Z → R = A/m is injective by the assumption on m, and (A/m) ⊗Z Q is a field, it
follows that the morphism g : W → Spec(Z) is flat, of relative dimension 0. Since its
generic fiber is smooth, there is a nonempty open subset U of W on which g is étale.
Let us choose a closed point s ∈ S that lies in U and such that p := char

(
k(s)

)
> n.

Since OW,s is étale over Z(p), it is a DVR with maximal ideal p · OW,s. Therefore

R := OW,s/p2 · OW,s ' W2

(
k(s)

)
(see Remark 4.19). Since XA ×S Spec(R) gives

a lift of Xs = XA ×S Spec
(
k(s)

)
to W2

(
k(s)

)
, it follows that we may apply the

theorem to each connected component of Xs to conclude that

Hi(Xs,Ω
j
Xs/k(s) ⊗ Ls) = 0 for i+ j < n.

Using (4.13), we conclude that if η is the generic point of S, we have

Hi(Xη,Ω
j
Xη/k(η) ⊗ Lη) = 0 for i+ j < n.
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Since (Xη)k = X and (Lη)k = L, base-change from Spec
(
k(η)

)
to Spec(k) gives

the assertion in the corollary. �

Remark 4.23. Note that if we take j = n in Corollary 4.22, then we recover
the statement of Kodaira’s Vanishing Theorem that we discussed in Chapter 2.4.

For the proof of the comparison between multiplier ideals and test ideals, we
will also need the following generalization of the Kodaira-Akizuki-Nakano vanishing
statement, due to Hara [Ha98, Corollary 3.8].

Theorem 4.24. Let X be a smooth, n-dimensional scheme over a field k of

characteristic 0, and E =
∑N
`=1E` a reduced SNC divisor on X. If f : X → S is a

proper morphism and D is a Q-divisor on X that is f -ample, with Supp
(
D−bDc

)
⊆

Supp(E), then

Rif∗Ω
j
X(logE)(−E + dDe) = 0 for i+ j > n.

Remark 4.25. By taking j = n in the above theorem, we obtain a relative ver-
sion of the Kawamata-Viehweg vanishing theorem for ample Q-divisors (cf. Theo-
rem 2.68). We also note that the vanishing results that we discussed do not admit
extensions where the divisor is allowed to be big and nef, like in the Kawamata-
Viehweg theorem: for an example where the statement of Corollary 4.22 fails when
L is only required to be big and nef, see [Laz04, Example 4.3.4].

The proof of Theorem 4.24 is similar to the proof of Corollary 4.22, but we
need one more ingredient, that we discuss next, which will allow us to replace pdDe
by dpDe. At the same time, this will allow us to avoid the use of Serre duality in
the proof, so we can get the result in the relative setting, as stated.

Suppose that X is a smooth scheme over a field k of characteristic p > 0 and

E =
∑N
i=1Ei is a reduced SNC divisor on X. We first note that if B is any

divisor on X supported on E, then we have a subcomplex of the de Rham complex
of rational differential forms on X given by Ω•X(logE)(B). Indeed, suppose that
x1, . . . , xn are algebraic coordinates in an affine open subset U of X such that
E|U =

∑
i≤r Ei|U and Ei|U is defined by (xi) for i ≤ r. If B|U =

∑r
i=1 biEi|U ,

then ΩjU (logE)(B) is generated over O(U) by forms of the form 1

x
b1
1 ···x

br
r

η, where

η ∈ ΩjU (logE). Since

d

(
1

x
b1
1 ···x

br
r

η

)
= 1

x
b1
1 ···x

br
r

· dη −
r∑
i=1

bi
x
b1
1 ···x

br
r

· dxixi ∧ η,

we see that d preserves Ω•X(logE)(B).

Lemma 4.26. Let X be a smooth scheme over a perfect field k of characteristic

p > 0 and E =
∑N
i=1 an SNC divisor on X. If B =

∑N
i=1 biEi is a divisor on X

such that 0 ≤ bi ≤ p− 1 for all i, then the inclusion of complexes

F∗Ω
•
X(logE) ↪→ F∗Ω

•
X(logE)(B)

is a quasi-isomorphism3.

3Recall that a morphism of complexes is a quasi-isomorphism if it induces isomorphisms in
cohomology.
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Proof. A morphism is a quasi-isomorphism if and only if this is the case
locally. Therefore we may assume that X is affine and we have a system of algebraic
coordinates x1, . . . , xn on X such that E = divX(x1 · · ·xr). Let us write B =∑r
i=1 biEi, where Ei is defined by (xi). Since the de Rham complexes in the

statement are obtained by pulling-back corresponding de Rham complexes on An
k

(we use here Lemma 4.9), and ϕ is flat, it follows that we may and will assume that
X = An

k . In this case we have

Ω•X(logE) ' ⊗ri=1pr∗i
(
Ω•A1

k
(log {0})

)
⊗⊗ni=r+1pr∗i (Ω

•
A1
k
) and

Ω•X(logE)(B) ' ⊗ri=1pr∗i
(
Ω•A1

k
(log {0})(Bi)

)
⊗⊗ni=r+1pr∗i (Ω

•
A1
k
)

where pri : An
k → A1

k is the projection onto the i-th component and Bi is the divisor
on A1 defined by (tbi). Since the cohomology of a tensor product of complexes of
k-vector spaces is computed by the Künneth theorem, it follows that it is enough
to consider the case when X = A1 = Spec

(
k[t]
)
, E is the divisor defined by (t),

and B = bE. In this case the complex Ω•A1(logE)(B) is the complex

0→ k[t]
1

tb
d−→ k[t]

1

tb+1
dt,

placed in cohomological degrees 0 and 1. Since 0 ≤ b ≤ p− 1, it is then clear that

H0
(
Ω•A1(logE)(B)

)
= k[tp] and H1

(
Ω•A1(logE)(B)

)
= k[tp]

1

t
dt,

and we see that the inclusion

F∗Ω
•
A1(logE) ↪→ F∗Ω

•
A1(logE)(B)

is a quasi-isomorphism. �

Corollary 4.27. Let X be a smooth scheme over a perfect field k of charac-

teristic p > 0 and E =
∑N
i=1Ei an SNC divisor on X. If D is a Q-divisor on X such

that Supp
(
D − bDc

)
⊆ Supp(E), then the inclusion of complexes of OX -modules

F∗
(
Ω•X(logE)(−pE + pdDe)

)
↪→ F∗

(
Ω•X(logE)(−E + dpDe)

)
is a quasi-isomorphism.

Proof. By hypothesis, if B = (p − 1)E − pdDe + dpDe, then Supp(B) ⊆
Supp(E). Note that for every u ∈ R, we have u ≤ due < u+ 1, hence pu ≤ pdue <
pu+ p, and thus

pdue − dpue ∈ {0, . . . , p− 1}
and consequently

(p− 1)− pdue+ dpue ∈ {0, . . . , p− 1}.

It follows that if we write B =
∑N
i=1 biEi, then 0 ≤ bi ≤ p− 1 for all i. Therefore

we can apply the lemma to deduce that the inclusion of complexes of OX -modules

F∗
(
Ω•X(logE)

)
↪→ F∗

(
Ω•X(logE)(B)

)
is a quasi-isomorphism. Tensoring by OX

(
− E + dDe

)
and using the projection

formula and Remark 4.11, we obtain the assertion in the corollary. �
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Proof of Theorem 4.24. Arguing as in the proof of Corollary 4.22, we see
that it is enough to prove the same vanishings in the case when k is a perfect field
of characteristic p > dim(X) and (X,E) has a lift to W2(k). From now on, we
assume that we are in this setting, hence Theorem 4.20 gives an isomorphism in
Db

coh(X):

(4.14) F∗Ω
•
X(logE) '

n⊕
j=0

ΩjX(logE)[−j].

After covering S by affine open subsets, we may assume that S is affine, in which
case we need to show that

Hi
(
X,ΩjX(logE)(−E + dDe)

)
= 0 for i+ j > n.

As in the proof of Theorem 4.21, the key point is to show that

(4.15) if Hi
(
X,ΩjX(logE)(−E + dpDe)

)
= 0 for all i+ j > n,

then Hi
(
X,ΩjX(logE)(−E + dDe)

)
= 0 for all i+ j > n.

For this, we consider the complex

C• := F∗
(
Ω•X(logE)(−E + dpDe)

)
.

Under the assumption in (4.15), the spectral sequence of hypercohomology

Ej,i1 = Hi
(
X,ΩjX(logE)(−E + dpDe)

)
⇒ Hi+j(X,C•)

associated to C• has the property that Ej,i1 = 0 for i + j > n. This implies that
Hm(C•) = 0 for m > n. On the other hand, it follows from Corollary 4.27 that in
Db

coh(X) we have an isomorphism

C• ' F∗
(
Ω•X(logE)(−pE + pdDe)

)
'
(
F∗Ω

•
X(logE)

)
⊗OX(−E + dDe),

hence (4.14) gives an ismomorphism in Db
coh(X)

C• '
⊕
j

ΩjX(logE)(−E + dDe)[−j].

Therefore⊕
j

Hm−j(X,ΩjX(logE)(−E + dDe)
)

= Hm(C•) = 0 for m > n,

and we obtain the conclusion in (4.15).
Applying (4.15) for D replaced by pD, . . . , peD, we conclude that for every

e ≥ 1,

(4.16) if Hi
(
X,ΩjX(logE)(−E + dpeDe)

)
= 0 for all i+ j > n,

then Hi
(
X,ΩjX(logE)(−E + dDe)

)
= 0 for all i+ j > n.

Finally, let us fix a positive integer r such that rD is an integral divisor. Note
that if ` ∈ {0, 1, . . . , r − 1} and e ≥ 1 is such that pe ≡ ` (mod r), then

dpeDe =
pe − `
r

(rD) + d`De.

Since there are only finitely many such divisors d`De, using the fact that D is ample
and asymptotic Serre vanishing, we conclude that for e� 0, we have

Hi
(
X,ΩjX(logE)(−E + dpeDe)

)
= 0 for all i+ j > n.
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By (4.16), this completes the proof of the theorem. �

4.4. Multiplier and test ideals: comparison via reduction mod p

Our goal in this chapter is to compare, when starting with an ideal a on a
smooth variety X in characteristic 0, the reductions to positive characteristic of the
multiplier ideals of a with the test ideals associated to the reduction of a to positive
characteristic. In particular, since our situation will be coming from characteristic
0, we are going to have a log resolution for the reduction of (X, a). The main
result here is due to Hara and Yoshida [HY03], but the idea of using the de Rham
complex goes back to the work showing that rational singularities are of dense F -
rational type, due independently to Hara [Ha98] and Mehta and Srinivas [MS97].
However, we follow the presentation in [BHLM12], which avoids the use of local
cohomology and tight closure.

We first begin by comparing in one fixed positive characteristic the test ideals
and the multiplier ideals. We will see that the multiplier ideal always contains the
test ideal and we will give a criterion for when they are equal. We will work in the
following setting.

Assumption 4.28. We assume that k is a perfect field of characteristic p > 0
and X is a smooth, irreducible scheme over k, of dimension n. Let a be a nonzero
ideal on X and we assume that we have a projective log resolution f : Y → X of
(X, a). We write a · OY = OY (−Z) and

Z =

N∑
i=1

aiEi and KY/X =

N∑
i=1

kiEi.

By assumption, the divisor E =
∑N
i=1Ei has simple normal crossings. Note that

in this case we have

J (aλ) = f∗OY (KY/X − bλF c) for every λ ∈ R≥0.

We begin with an easy lemma that shows that for SNC divisors we have equality.

Lemma 4.29. With the notation in Assumption 4.28, if b = OY (−Z), we have

τ(bλ) = J (bλ) for every λ ∈ R≥0.

Proof. Since it is enough to check this locally, we may assume that Y is affine
and we have algebraic coordinates x1, . . . , xn such that b = (xa11 · · ·xarr ). Note that

in this case, J (bλ) is generated by x
bλa1c
1 · · ·xbλarcr .

In order to compute τ(bλ), let us compute (bdλp
ee)[1/pe] for e ≥ 1. By Corol-

lary 4.10, a basis of OY (Y ) over OY (Y )p
e

is given by xu = xu1
1 · · ·xann , where

0 ≤ ai ≤ pe − 1 for all i. It then follows from Proposition 3.15 that if bi = dλaipee,
then

(bdλp
ee)[1/pe] =

(
xb11 · · ·xbrr

)[1/pe]
=
(
x
bb1/pec
1 · · ·xbbr/p

ec
r

)
.

For every i, we have

λai ≤
bi
pe

< λai +
1

pe
,

hence for e� 0, we have bbi/pec = bλaic. By definition of the test ideal, it follows
that τ(bλ) = J (bλ). �
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A key tool for the comparison between multiplier and test ideals is provided by
a commutative diagram relating the trace maps on X and on Y . Note first that we
have a canonical isomorphism ρ : f∗ωY → ωX : the map

f∗ωX → ωY = f∗ωX(KY/X)

induces after applying f∗ a map

ωX = f∗f
∗(ωX)→ f∗ωY = f∗f

∗(ωX)⊗OX f∗OY (KY/X),

which is an isomorphism sinceKY/X is an exceptional effective divisor (see Lemma 2.31).
We denote by ρ the inverse isomorphism. Note that if b ⊆ OY is an ideal, then it
follows from the above description of ρ that

(4.17) ρ
(
f∗(b · ωY )

)
= f∗

(
b · OX(KY/X)

)
.

We have the following commutative diagram relating the trace maps on X and Y
via ρ for every e ≥ 1:

(4.18) f∗(F
e
Y )∗ωY

f∗t
e
Y //

(F eX)∗ρ

��

f∗ωY

ρ

��
(F eX)∗ωX

teX // ωX ,

where we note that f∗(F
e
Y )∗ωY = (F eX)∗f∗ωY . In order to check the commutativity

of the diagram, it is enough to check4 it on the open subset U of X over which f
is an isomorphism, but there commutativity is clear.

The following is the first general result concerning the relation between multi-
plier ideals and test ideals.

Proposition 4.30. With the notation in Assumption 4.28, we have

τ(aλ) ⊆ J (aλ) for all λ ∈ R≥0.

Proof. It is enough to show that

(4.19) (am)[1/pe] ⊆ J (am/p
e

) for all m ≥ 0, e ≥ 1.

Indeed, if this holds, then for every λ ∈ R≥0, by taking e� 0, we obtain

τ(aλ) =
(
adλp

ee)[1/pe] ⊆ J (adλpee/pe) = J (aλ),

where the last equality follows from the fact that dλp
ee

pe − λ is nonnegative and

converges to 0 when e goes to infinity.
In order to prove (4.19), we compute the image of

M := f∗(F
e
Y )∗ωY (−mZ) ⊆ f∗(F eY )∗ωY

via the two compositions in the commutative diagram (4.18). On Y we have a
surjective map

(F eY )∗ωY (−mZ)
teY−→ ωY

(
− bm/peZc

)
4We use the fact that if E is a torsion-free sheaf on an integral scheme X, and j : U ↪→ X

is an open immersion, then the canonical map E ↪→ j∗(E|U ) is an isomorphism. It follows that
for every coherent sheaf F and any two morphisms ϕ,ψ : F → E, we have ϕ = ψ if and only if

ϕ|U = ψ|U .
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by Lemma 4.29 (see also Proposition 4.18). We deduce that the image ofM by the
top horizontal map in the diagram (4.18) lies inside f∗ωY

(
− bm/peZc

)
, and thus

its further image via ρ lies inside

f∗OY
(
KY/X − bm/peZc

)
· ωX = J (am/p

e

)ωX .

On the other hand, we have am ⊆ f∗OY (KY/X −mZ) since KY/X is effective,
hence (F eX)∗(a

mωX) is contained in the image of M via the left vertical map in
(4.18). This implies that

(am)[1/pe]ωX = teX
(
(F eX)∗(a

mωX)
)
⊆ (teX ◦ (F eX)∗ρ)(M) = (ρ ◦ f∗teY )(M)

⊆ J (am/p
e

)ωX ,

where the first equality follows from Proposition 4.18. This completes the proof of
(4.19) and thus the proof of the proposition. �

From now on, we fix λ > 0.

Assumption 4.31. Let us choose µ > λ such that J (aλ) = J (aµ) (it is enough

to take µ such that λ < µ < bλaic+1
ai

for all i with ai > 0). We choose5 a Q-divisor

D on Y such that D is f -ample and −D is effective and supported on Supp(E).
We put G = µ(D − Z). Since −D is effective, after possibly replacing D by εD,
with 0 < ε� 1, we may and will assume that

(4.20) dGe = d−µZe.

Note that by construction G ≤ 0 and Supp(G) ⊆ Supp(E).

Proposition 4.32. With the above notation, if the canonical map

f∗(F
e
Y )∗ωY

(
dpeGe

)
→ f∗ωY

(
dGe

)
induced by teY is surjective for every e ≥ 1, then τ(aλ) = J (aλ).

We first give a weak version of Skoda’s theorem for multiplier ideals in positive
characteristic.

Lemma 4.33. With the notation in Assumption 4.28, there is a positive integer
r such that

J (am) ⊆ am−r for every integer m ≥ r.

Proof. Let R = ⊕m≥0a
m. If we show that

M :=
⊕
m≥0

J (am) =
⊕
m≥0

f∗OY (KY/X −mZ)

is a finitely generated R-module, then the assertion in the lemma follows easily:
we can simply choose r such that M is locally generated in degrees ≤ r. In fact,
we will show more generally that for every coherent sheaf F on Y , the R-module
⊕m≥0f∗F(−mZ) is finitely generated.

5For our purpose, by working locally on X, we may assume that X is affine. In this case
there is an effective divisor H on Y which is f -ample and does not contain any f -exceptional
divisor in its support, so that D = H − f∗

(
f∗(H)

)
is clearly f -ample, supported on Exc(f), and

−D is effective. However, such D exists in general: if G is a fixed f -ample divisor on X and
D = G − f∗

(
f∗(G)

)
, then D is f -ample and supported on Exc(f), hence −D is effective by the

Negativity Lemma, see [KM98, Lemma 3.39].
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By assumption, f factors as Y
h−→W

g−→ X, where W = Bla(X) = Proj(R).
If we write a · OW = OW (−T ), for an effective Cartier divisor T on W , then
OY (−Z) = h∗OW (−T ) and OW (−T ) ' OW (1), hence using standard properties of
the Proj construction, we see that the graded R-module associated to the coherent
sheaf h∗(F) on W : ⊕

m≥0

f∗F(−mZ) =
⊕
m≥0

g∗
(
h∗(F)⊗OW (m)

)
is a finitely generated R-module. This completes the proof. �

Proof of Proposition 4.32. Note first that teY induces indeed a map as
in the statement: this follows by the projection formula and Remark 4.11, since
pedGe ≥ dpeGe. We argue as in the proof of Proposition 4.30, by describing the
image of

M := (F eY )∗f∗ωY
(
dpeGe) ⊆ f∗(F eY )∗ωY

via the two compositions in the commutative diagram (4.18). Note first that by
assumption, the image of M via the top horizontal map in the diagram is

f∗ωY
(
dGe

)
= f∗ωZ

(
− bµZc

)
,

where the equality follows from our assumption (4.30). In turn, the image of this
by ρ is J (aµ) · ωX .

On the other hand, the image of M by the left vertical map in the diagram is
(F eX)∗(Je · ωX), where

Je = f∗OY (KY/X + dpeGe).
Using the commutativity of the diagram and Proposition 4.18, we thus conclude
that

J (aµ) = J [1/pe]
e for every e ≥ 1.

Let r be as in Lemma 4.33. Since D ≤ 0, we see that

Je = f∗OY (KY/X − bµpe(Z −D)c) ⊆ f∗OY (KY/X − bµpeZc) = J (aµp
e

).

By our assumption on µ, we thus get

J (aλ) = J (aµ) = J [1/pe]
e ⊆ J (aµp

e

)[1/pe] ⊆
(
abµp

ec−r)[1/pe] ⊆ τ(aαe),

where αe = (bµpec − r)/pe. Since

lim
e→∞

αe = µ > λ,

we see that for e� 0, we have τ(aαe) ⊆ τ(aλ), and thus J (aλ) ⊆ τ(aλ). Since the
opposite inclusion follows from Proposition 4.30, this completes the proof. �

Proposition 4.34. Let f : Y → S be a morphism of schemes of finite type
over k, with Y smooth and irreducible, of dimension n. If E is an SNC divisor on
Y and G is a Q-divisor on Y supported on E, then the canonical morphism

f∗(FY )e∗
(
ωY (dpeGe)

)
→ f∗

(
ωY (dGe)

)
is surjective for every e ≥ 1, provided the the following conditions hold:

(4.21) Rif∗
(
Ωn−iY (logE)(−E + dp`Ge)

)
= 0 for all i ≥ 1 and ` ≥ 1, and

(4.22) Ri+1f∗
(
Ωn−iY (logE

)
(−E + dp`Ge)

)
= 0 for all i ≥ 1 and ` ≥ 0.
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Proof. It is enough to treat the case e = 1: indeed, if e > 1, then the map in
the statement is the composition

f∗(FY )e∗
(
ωY (dpeGe)

)
→ f∗(FY )e−1

∗
(
ωY (dpe−1Ge)

)
→ · · · → f∗

(
ωY (dGe)

)
and we see that this is surjective by applying the case e = 1 for the divisors
G, pG, . . . , pe−1G. Therefore we now assume that e = 1 (in which case we will see
that we only need (4.21) for ` = 1 and (4.22) for ` = 0).

We consider the complex of OY -modules

C∗ := (FY )∗
(
Ω•Y (logE)(−E + dpGe)

)
.

Note that Corollary 4.27 implies that the inclusion

(FY )∗Ω
•
Y (logE)⊗OY (−E − dGe) ' (FY )∗

(
Ω•Y (logE)(−pE + pdGe)

)
↪→ C•

is a quasi-isomorphism, where the isomorphism follows from the projection formula
and Remark 4.11. The Cartier isomorphism (see Theorem 4.12) thus implies that
for every i, with 0 ≤ i ≤ n, we have an isomorphism

(4.23) Hi(C•) ' ΩiY (logE)⊗OY
(
− E + dGe

)
.

It is then straightforward to check that, using this isomorphism for i = n, the map
in the statement of the proposition is identified with the map obtained by applying
f∗ to the canonical surjection Cn → Hn(C•). For every i, with 0 ≤ i ≤ n, we put

Bi := Im
(
Ci−1 d−→ Ci

)
and Zi := Ker

(
Ci

d−→ Ci+1
)
,

so that for 0 ≤ i ≤ n we have exact sequences

(4.24) 0→ Bi → Zi → Hi(C•)→ 0 and

(4.25) 0→ Zi → Ci → Bi+1 → 0.

Note that condition (4.21) for ` = 1 says that Rif∗C
n−i = 0 for i ≥ 1 and condition

(4.22) says, using the isomorphism (4.23), that Ri+1f∗
(
Hn−i(C•)

)
= 0 for i ≥ 1.

By taking the long exact sequence for higher direct images corresponding to (4.24),
we get the exact sequence

(4.26) Ri+1f∗(Bn−i)→ Ri+1f∗(Zn−i)→ Ri+1f∗
(
Hn−i(C•)

)
= 0

and by taking that corresponding to (4.25), we get the exact sequence

(4.27) 0 = Rif∗(C
n−i)→ Rif∗(Bn−i+1)→ Ri+1f∗(Zn−i).

We prove by decreasing induction on i, with 0 ≤ i ≤ n, that

(4.28) Ri+1f∗(Bn−i) = 0.

This clearly holds for i = n since Rn+1f∗ = 0 (recall that dim(Y ) = n). Sup-
pose now that (4.28) holds for i ≥ 1. In this case it follows from (4.26) that
Ri+1f∗(Zn−i) = 0 and then we deduce from (4.27) that Rif∗(Bn−i+1) = 0. This
completes the proof of the induction step. For i = 0, we get from (4.28) that
R1f∗(Bn) = 0. In this case, the long exact sequence for higher direct images asso-
ciated to (4.24) for i = n implies that the induced map f∗(C

n) → f∗
(
Hn(C•)

)
is

surjective. This gives the assertion in the proposition. �
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Remark 4.35. We note that in the setting of reduction to positive character-
istic and under suitable positivity conditions on G, the vanishings in (4.22) will be
guaranteed by the corresponding vanishings in characteristic 0 (see Theorem 4.24).
On the other hand, the vanishings in (4.21) will be guaranteed by asymptotic Serre
vanishing when taking p� 0.

We next turn to the comparison between multiplier ideals in characteristic 0 and
test ideals in positive characteristic. From now on, until the end of this section,
we work in the following setting. Let X be a smooth, irreducible n-dimensional
variety over an algebraically closed field k of characteristic 0 and let a be a nonzero
ideal in OX . We fix a projective log resolution f : Y → X of (X, a) and write
a · OY = OY (−Z) and let E =

∑
iEi be the reduced SNC divisor whose support is

Supp(Z) ∪ Exc(f). If d is the least common multiple of the coefficients of Z, then
it is clear that if λ ∈

[
i
d ,

i+1
d

)
, then J (aλ) = τ(ai/d).

We choose A ∈ FGZ(k) such that we have models fA : YA → XA and aA ⊆ OXA
and (Ei)A for f , a, and Ei, respectively, over A. We may and will assume that for
every λ ≤ n we have a model J (aλ)A of the multiplier J (aλ) over A, as follows:
we choose models J (aλ)A for λ ≤ n with dλ ∈ Z and then put J (aλ)A = J (ai/d)
if λ ∈

[
i
d ,

i+1
d

)
with λ ≤ n; for λ > n, because of Skoda’s theorem for multiplier

ideals (see Corollary 2.111), we may and will take

J (aλ)A := a
dλe−r
A · J (aλ−dλe+r)A.

After possibly inverting a suitable nonzero element a ∈ A, we may and will
assume that for all closed point s ∈ S, Xs is a smooth, irreducible, n-dimensional
variety over the finite field k(s) (see Remark 4.5). Moreover, we may and will
assume that the induced morphism fs : Ys → Xs gives a log resolution of (Xs, as),
with corresponding SNC divisor Es. Furthermore, it follows from Remark 4.4 that
we may and will assume that

(4.29) J (aλ)s = J (aλs ) for all λ ≤ n
(indeed, it is enough to guarantee this equality for those λ with dλ ∈ Z and there
are only finitely many such λ that are ≤ n).

The following are the main results, due to Hara and Yoshida [HY03], concern-
ing the comparison between multiplier ideals and test ideals.

Proposition 4.36. With the above notation, for every closed point s ∈ U , we
have

τ(aλs ) ⊆ J (aλ)s for all λ ≥ 0.

Proof. By Skoda’s theorem for test ideals (see Theorem 3.34) and the way
we defined J (aλ) for λ > n, it is clear that it is enough to guarantee the inclusion
in the proposition for λ ≤ n. This follows from (4.29) and Proposition 4.30. �

Theorem 4.37. With the above notation, for every λ ≥ 0 there is a nonempty
open subset Uλ ⊆ Spec(A) such that

τ(aλs ) = J (aλ)s for all s ∈ Uλ.

Remark 4.38. The assertion in the theorem is independent of the model. This
follows from Remark 4.6 and the fact that if we have a smooth, irreducible scheme
W over a finite field k, and a nonzero ideal a on W such that (W, a) has a log
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resolution, then for every finite extension K/k, if we put XK and aK for the base-
change of X and a to Spec(K), then J (aλ) = τ(aλ) if and only if J (aλK) = τ(aλK).
Indeed, we have J (aλK) = J (aλ)·OXK by flat base-change and τ(aλK) = τ(aλ)·OXK
by Proposition 3.31, since the morphism XK → X is smooth.

Proof of Theorem 4.37. Again, by Skoda’s theorem for test ideals (see
Theorem 3.34) and the way we defined J (aλ) for λ > n, it is clear that it is
enough to treat the case when λ ≤ n. We proceed as in Assumption 4.31: we first
choose µ > λ such that J (aλ) = J (aµ). We next choose a Q-divisor D on Y such
that D is f -ample and −D is effective and supported on Supp(E); moreover, if
G = µ(D − Z), then

(4.30) dGe = d−µZe.

Note that G is again f -ample: this assertion is local on X, hence we may assume
that X is affine; in this case a is globally generated on X, hence OY (−Z) is globally
generated on Y , which easily implies our assertion.

After possibly inverting a nonzero element in A, we may assume that for every
closed point s ∈ Spec(A), the divisor Gs is fs-ample. Therefore µ and Gs satisfy
the conditions in Assumption 4.31 with respect to as and fs. By Propositions 4.32
and 4.34, it is enough to find a nonempty open subset Uλ of Spec(A) such that for
every closed point s ∈ Uλ, if p = char

(
k(s)

)
, then we have

(4.31)
Ri(fs)∗

(
Ωn−iYs

(logEs)(−Es + dp`Gse)
)

= 0 for all i ≥ 1 and ` ≥ 1, and

(4.32) Ri+1(fs)∗
(
Ωn−iYs

(logEs
)
(−Es + dp`Gse)

)
= 0 for all i ≥ 1 and ` ≥ 0.

We first use Theorem 4.24 and choose Uλ such that for every closed point
s ∈ Spec(A), the vanishings in (4.32) hold for ` = 0. Let us now choose d such that
dG is an integral divisor. We use Lemma 4.8 in order to choose m0 and Uλ such
that, in addition, we have
(4.33)

Ri(fs)∗
(
ΩjYs(logEs)(−Es + dmGse)

)
= 0 for all i ≥ 1, j ≥ 0 and m ≥ m0

for all closed points s ∈ Uλ; indeed, it is enough to apply the lemma for the line
bundle L = OY (dG) and the sheaves

ΩjY (logE)(−E + dtGe), with 0 ≤ t ≤ d− 1.

If we shrink Uλ such that for every closed point s ∈ Uλ, we have char
(
k(s)

)
≥ m,

then the vanishings in (4.33) imply the ones in (4.31) as well as those in (4.32) with
` ≥ 1. This completes the proof of the theorem. �

We obtain the following consequence relating the log canonical threshold of an
ideal in characteristic 0 to the F -pure thresholds of its reductions mod p.

Corollary 4.39. Let A be a domain, finitely generated over Z, and let K
the algebraic closure of Frac(A). If XA is a smooth scheme over Spec(A), with
XK := XA ×A K connected, and a is a nonzero ideal on XA and aK denotes the
corresponding ideal on XK := X ×A K, then the following hold:

i) There is an open subset U in Spec(A) such that for every closed point
s ∈ U , we have

lct(aK) ≥ fpt(as).
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ii) For every ε > 0, there is an open subset Vε ⊆ Spec(A) such that for every
closed point s ∈ Vε, we have

fpt(as) > lct(aK)− ε.

Proof. Arguing as in Remark 4.38, we see that in order to prove the assertion,
we can choose a different model of XK and aK . Therefore we may and will assume
that we have a morphism f : YA → XA that gives a model for a log resolution
of (XK , aK). In this case the first assertion follows from Proposition 4.36 and
the second assertion follows from Theorem 4.37 applied for some λ ∈

(
lct(a) −

ε, lct(a)
)
. �

Remark 4.40. It is typical that in the situation in the corollary there is no open
subset V of Spec(A) such that lct(aK) = fpt(as) for all closed points s ∈ Spec(A),
see Example 3.69. In particular, this shows that the subsets Uλ in Theorem 4.37
can not be taken independently of λ.

4.5. Reduction mod p and the Weak Ordinarity Conjecture

In this section we discuss one more connection between multiplier ideals and
test ideals, which is still conjectural, and its relation with a conjecture of arithmetic
flavor.

4.5.1. A conjectural relation between multiplier ideals and test ideals.
Suppose that we are in the same setting as in Theorem 4.37: let X be a smooth,
irreducible n-dimensional variety over an algebraically closed field k of characteris-
tic 0 and let a be a nonzero ideal in OX . After fixing a log resolution f : Y → X of
(X, a), we choose models XA, aA, and fA over Spec(A), for some A ∈ FGZ(k), as
well as models J (aλ)A for the multiplier ideals J (aλ), with λ ≥ 0.

Conjecture 4.41. With the above notation, there is a dense subset of closed
points S ⊆ Spec(A) such that for every s ∈ S, we have

τ(aλs ) = J (aλ)s for all λ ≥ 0.

A special case of the above conjecture predicts the following connection between
log canonical and F -pure thresholds:

Conjecture 4.42. Let A be a domain, finitely generated over Z, and let K the
algebraic closure of Frac(A). If XA is a smooth scheme over Spec(A), with XK :=
X ×AK connected, a is a nonzero ideal on XA, and aK denotes the corresponding
ideal on XK := X ×A K, then there is a dense open subset of closed points S ⊆
Spec(A) such that

fpt(as) = lct(aK) for all s ∈ S.

Example 4.43. If A = Z and X = Spec
(
Z[x, y]

)
and a = (x2 + y3), then it

follows from Example 3.69 that the set of prime ideals pZ, with p ≡ 1 (mod 3)
satisfies the conclusion of Conjecture 4.42.

Example 4.44. If A = Z and X = Spec
(
Z[x, y, z]

)
and a is generated by a

homogeneous polynomial of degree 3 such that the corresponding curve Y in P2
Q is

smooth (hence an elliptic curve), then we have seen in Example 3.72 that if p is a
prime such that the curve Yp is smooth, then the equality in Conjecture 4.42 holds
at p if and only if the elliptic curve Yp is ordinary. We will see in Example 4.63



4.5. REDUCTION MOD p AND THE WEAK ORDINARITY CONJECTURE 119

below that the conjecture is satisfied in this case. In fact, one can say more about
the set of primes that satisfy the conjecture. The behavior depends on whether Y
has complex multiplication. If this is the case and if K is the associated quadratic
extension of Q, then the reduction Yp is ordinary if and only if p splits completely
in K; this is the case for a set of primes of density 1/2. On the other hand, if
Y does not have complex multiplication (which is the“generic case”), then Serre
[Ser72] showed that the set of primes p for which the reduction mod p is ordinary
has density 1; on the other hand, Elkies showed in [Elk87] that there are infinitely
many primes p for which the reduction Yp is supersingular.

4.5.2. Some p-linear algebra. Before discussing a related conjecture with
an arithmetic flavor, we give a brief introduction to some basic facts of p-linear
algebra, following [CL98]. In what follows, k is a perfect field of characteristic
p > 0.

Definition 4.45. If V is a finite-dimensional vector space over k, a p-linear
map ϕ : V → V is a group homomorphism that satisfies

ϕ(au) = apϕ(u) for all a ∈ k, u ∈ V.

Example 4.46. For us, the main example arises as the Frobenius action on
cohomology. Recall from Example 3.72 that if X is a proper scheme over k, then
the Frobenius morphism F : X → X induces for every i a map

F : Hi(X,OX)→ Hi(X,F∗OX) = Hi(X,OX).

This is a p-linear map.

Remark 4.47. If ϕ : V → V is a p-linear map, then ϕ is a linear map V →W ,
where W is induced from V by restriction of scalars via Frobenius. Since k is
perfect, we have dimk(W ) = dimk(V ). We thus see that ϕ is bijective if and only
if it is surjective (injective).

Proposition 4.48. If ϕ : V → V is a p-linear map, then there are vector
subspaces Vnil and Vss of V preserved by ϕ such that ϕ|Vnil

is nilpotent, ϕ|Vss
is

bijective, and V = Vnil ⊕ Vss. Moreover, such a decomposition is unique.

Proof. It is clear that Ker(ϕ) is a vector subspace of V and we also see that
Im(ϕ) is a vector subspace using the fact that k is perfect. We put

Vnil :=
⋃
m≥1

Ker(ϕm) and Vss :=
⋂
m≥1

Im(ϕm).

It is straightforward to see that ϕ(Vnil) ⊆ Vnil and ϕ(Vss) ⊆ Vss. Since V is finite-
dimensional, it follows that there is m ≥ 1 such that

Vnil = Ker(ϕm) and Vss = Im(ϕm).

If u ∈ V ss, then

u ∈ Im(ϕm+1) ⊆ ϕ
(
Im(ϕm)

)
= ϕ(Vss),

hence ϕ|Vss
is surjective, and thus bijective by Remark 4.47. Since ϕm(Vnil) = 0, it

follows that ϕ|Vnil
is nilpotent.

We next show that V = Vnil ⊕ Vss. If u ∈ Vnil ∩ Vss, then u = ϕm(v) for some
v ∈ V and ϕm(u) = 0. Therefore ϕ2m(v) = 0, hence u = ϕm(v) = 0. Therefore
Vnil ∩ Vss = 0.
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Suppose now that u ∈ V . Since ϕm(u) ∈ Vss, we can also write ϕm(u) =
ϕ2m(w), for some w ∈ V . We can thus write u =

(
u − ϕm(w)

)
+ ϕm(w) and(

u− ϕm(w)
)
∈ Ker(ϕm) = Vnil and ϕm(w) ∈ Im(ϕm) = Vss.

In order to prove uniqueness, suppose that we have another decomposition V =
V ′nil ⊕ V ′ss with the same properties. Since ϕ|V ′nil is nilpotent, it follows that V ′nil ⊆
Vnil and since ϕ|V′ss is surjective gives V ′ss ⊆ Vss. It is then clear, by considering
dimensions, that Vnil = V ′nil and Vss = V ′ss. �

Remark 4.49. Note that if k is finite, with |k| = pe, then ϕe : V → V is a
k-linear map and the decomposition in the above proposition is the same if we do
it with respect to this linear map.

Definition 4.50. If ϕ : V → V is a p-linear map, we say that ϕ is nilpotent
(or semisimple) if V = Vnil (resp. V = Vss).

Example 4.51. If dimk(V ) = 1 and ϕ : V → V is p-linear, then if we choose
a nonzero u ∈ V , we can write ϕ(u) = au for some a ∈ k. If a = 0, then ϕ is
nilpotent and if a 6= 0, then ϕ is semisimple.

Remark 4.52. If ϕ : V → V is a p-linear map and VK = K ⊗k V , where
K/k is a field extension, then we get a p-linear map ϕK : VK → VK given by
ϕ(a ⊗ u) = ap ⊗ ϕ(u). Since ϕK is clearly nilpotent on (Vnil)K and it is clearly
surjective on (Vss)K , it follows that

(VK)nil = (Vnil)K and (VK)ss = (Vss)K .

Remark 4.53. If ϕ : V → V is a p-linear map and W ⊆ V is a vector subspace
that is preserved by V , then ϕ induces p-linear maps on both W and V/W . It is
clear that ϕ is nilpotent on W ∩Vnil and injective (hence bijective by Remark 4.47)
on W ∩ Vss. The argument in the proof of Proposition 4.48 for showing that V =
Vnil ⊕ Vss implies that W = (W ∩ Vnil)⊕ (W ∩ Vss). We thus conclude that

Wnil = W ∩ Vnil and Wss = W ∩ Vss.

We can similarly see that

(V/W )nil = (Vnil +W )/W and (V/W )ss = (Vss +W )/W.

We leave the details as an exercise for the reader.

Remark 4.54. Suppose that ϕ : V → V and ϕ′ : V ′ → V ′ are two p-linear
maps, where V and V ′ are finite-dimensional vector spaces over the perfect field k.
We then have a p-linear map

ϕ⊗ ϕ′ : W = V ⊗k V ′ →W, u⊗ u′ → ϕ(u)⊗ ϕ′(u′).

It is easy to see that

Wnil = (Vnil ⊗k V ′nil)⊕ (Vss ⊗k V ′nil)⊕ (Vnil ⊗k V ′ss) and Wss = Vss ⊗k V ′ss.

In particular, ψ is semisimple if and only if both ϕ and ϕ′ are semisimple.

Remark 4.55. Let ϕ : V → V be a p-linear map and let n = dimk(V ). We
have an induced p-linear map ∧nϕ : ∧n V → ∧nV . It is straightforward to see that
∧nϕ is semisimple if and only if ϕ is semisimple.
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Proposition 4.56. If k is an algebraically closed field, V is a finite-dimensional
vector space over k, and ϕ : V → V is a p-linear map, then

V ϕ=1 := {u ∈ V | ϕ(u) = u}

is an Fp-vector subspace of V and we have an isomorphism

g : k ⊗Fp V
ϕ=1 → Vss, a⊗ v → av.

In particular, the following hold:

i) We have dimFpV
ϕ=1 = dimk(Vss), and

ii) The Fp-linear map ϕ− 1V : V → V is bijective.

Proof. The fact that V ϕ=1 is an Fp-vector subspace of V is clear since ap = a
for all a ∈ Fp. Note also that V ϕ=1 ⊆ Vss: this is clear if we recall that Vss =
∩m≥1Im(ϕm) (see the proof of Proposition 4.48). We thus have a k-linear map g
as in the proposition. In order to see that g is injective, we need to show that if
u1, . . . , un ∈ V ϕ=1 are linearly independent over Fp, then they are independent
also over k. Suppose that this is not the case and n is minimal with this property.
Of course, we need to have n ≥ 2. Note that if u1 + a2u2 + . . . + anun = 0, then
by applying ϕ we get u1 + ap2u2 + . . .+ apnun = 0. By subtracting the two relations
and using the minimality of n, we see that api − ai = 0 for all i, hence ai ∈ Fp for
all i, a contradiction.

Let W = Im(g). We next show that ϕ − 1W is surjective on W . Indeed,
suppose that u1, . . . , un give a basis of V ϕ=1 and u = a1u1 + . . . + anun ∈ W . If
v = b1u1 + . . .+ bnun, then ϕ(v)− v = u if and only if bpi − bi = ai for all i. Since
k is algebraically closed, we can find such b1, . . . , bn, which proves our claim.

In order to show that ϕ is surjective, after replacing V by Vss, we may assume
that ϕ is semisimple. Since it is clear that ϕ(W ) is preserved by ϕ, we see that
ϕ induces a semisimple p-linear map ϕ on V/W (see Remark 4.53). Note that in
V/W there is no nonzero element fixed by ϕ: indeed, otherwise there is u ∈ V rW
such that ϕ(u) − u ∈ W . As we have seen in the previous paragraph, we can find
w ∈W such that ϕ(u)−u = ϕ(w)−w. We thus conclude that u−w ∈ V ϕ=1 rW ,
a contradiction.

We thus see that in order to prove the surjectivity of g it is enough to show
that whenever V = Vss is nonzero, there is a nonzero v ∈ V such that ϕ(v) = v.
Since V 6= 0, there is a nonzero u ∈ V and a relation

a0u+ a1ϕ(u) + . . .+ anϕ
n(u) = 0,

such that not all ai are 0. We choose such a relation with n minimal. Note that
since ϕ is injective, we have a0 6= 0, hence we may assume that a0 = 1.

If n = 1, then u+a1ϕ(u) = 0 and we must have a1 6= 0. Since k is algebraically
closed, there is λ ∈ k such that λp−1 + a1 = 0 (note that λ 6= 0) We then have
ϕ(λu) = λpϕ(u) = (−a1λ)(−a−1

1 u) = λu. We are thus done in this case.
If n > 1, then we look for a, b1, . . . , bn ∈ k such that

(4.34)
(
u+b1ϕ(u)+ . . .+bn−1ϕ

n−1(u)
)

+aϕ
(
u+b1ϕ(u)+ . . .+bn−1ϕ

n−1(u)
)

= 0.

This holds if the following equalities are satisfied:

b1 + a = a1, b2 + abp1 = a2, . . . , bn−1 + abpn−2 = an−1, and

abpn−1 = an.
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Note that the first equations uniquely determine the bi in terms of a and then the
last equation is of the form Q(a) = 0, for some monic polynomial Q of degree
1 + p+ . . .+ pn−1. Since k is algebraically closed, P has a root, hence we can find
a, b1, . . . , bn−1 such that (4.34) is satisfied.

In this case, the minimality in our choice of n implies that u+ b1ϕ(u) + . . .+
bn−1ϕ

n−1(u) 6= 0. On the other hand, in this case it follows from (4.34) that we
can apply the case n = 1 to conclude the existence of a nonzero u ∈ V ϕ=1. This
completes the proof of the fact that g is an isomorphism.

The assertion in i) is clear. The one in ii) follows if we show that ϕ − 1V is
surjective separately on Vss and Vnil. On Vss = Im(g) we have already seen this.
On the other hand, this is clear on Vnil, since ϕ|Vnil

being nilpotent implies that
ϕ− 1V is invertible on Vnil. This completes the proof of the proposition. �

The following example involves étale cohomology. While not needed in what
follows, it provides a nice translation for when the Frobenius action on cohomology
is semisimple or nilpotent in terms of étale cohomology.

Example 4.57. Let X be a proper scheme over a perfect field k of characteristic
p > 0. Let k be an algebraic closure of k and Xk the base-change of X to k. We
consider the p-linear map F : Hi(X,OX) → Hi(X,OX) induced by the Frobenius
morphism, as well as its extension to k:

F : Hi(Xk,OXk)→ Hi(Xk,OXk).

OnXk we have the Artin-Schreier sequence, which is exact in the étale topology:

0 −→ Fp −→ OXk
F−1−→ OXk −→ 0

(surjectivity of F − 1 comes from the fact that for every k-algebra A and every
a ∈ A, the A-algebra A[x]/(xp − x − a) is étale). Since F − 1 is surjective on
Hi(Xk,OXk) by Proposition 4.56, the long exact sequence in cohomology for the
above exact sequence breaks into short exact sequences of Fp-vector spaces

0 −→ Hi
ét(X,Fp) −→ Hi(Xk,OXk)

F−1−→ Hi(Xk,OXk) −→ 0.

Using again Proposition 4.56, we conclude that

dimFp H
i
ét(X,Fp) = dimkH

i(X,OX)ss.

4.5.3. The Weak Ordinarity Conjecture. The following conjecture is a
special case of a folklore conjecture which predicts that smooth projective varieties
have a dense set of reductions to positive characteristic that are ordinary in the
sense of Bloch and Kato [BK86] (whose precise meaning is not relevant for us).

Conjecture 4.58 (Weak Ordinarity Conjecture). Let X be a smooth, con-
nected, n-dimensional variety over an algebraically closed field k of characteristic 0.
Given A ∈ FGZ(k) and a model XA of X over A, there is a dense set of closed points
S ⊆ Spec(A) such that for every s ∈ S, the p-linear map induced by Frobenius

F : Hn(Xs,OXs)→ Hn(Xs,OXs)
is semisimple.

Remark 4.59. The assertion in the conjecture is independent of the choice
of Z-algebra A and model XA. Indeed, this follows from Remark 4.6 and the
fact that if we have a proper scheme W over a finite field k and W ′ = W ×k k′,
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where k′/k is a finite extension, then F : Hi(X,OX) → Hi(X,OX) is semisimple
if and only if F : Hi(X ′,OX′) → Hi(X ′,OX′) is semisimple. Indeed, we have
Hi(X ′,OX′) ' k′⊗kHi(X,OX) and the Frobenius action is obtained by extending
scalars (see Remark 4.52).

Remark 4.60. In order to prove Conjecture 4.58 for X, it is clearly enough
to show that for every model XA, there is a closed point in Spec(A) such that
F : Hn(Xs,OXs)→ Hn(Xs,OXs) is semisimple.

Remark 4.61. In order to prove the general case of Conjecture 4.58, it is
enough to prove the case when k = Q. Indeed, suppose that X, A, and XA are
as in the conjecture. Let m be a prime ideal in A that corresponds to a maximal
ideal mQ in AQ := A ⊗Z Q. The field K = AQ/mQ is a finite extension of Q by
Nullstellensatz, and let OK be the ring of integers of K. Since A is finitely generated
over Z, it follows that there is a nonzero g ∈ OK such that the composition A →
AQ → K has image inside B := (OK)g. We put XB := XA ×A B and XQ =

XA×AQ. Since the geometric generic fiber of X → Spec(A) is smooth, connected,
of dimension n, it follows that XQ is a smooth, irreducible n-dimensional variety

over Q. Moreover, XB gives a model of XQ over B. If we know Conjecture 4.58 for

XQ, then we have a closed point t ∈ Spec(B) such that the action of Frobenius on

Hn
(
(XQ)t,O(XQ)t

)
is semisimple. If s is the image of t in Spec(A), then we have

a finite extension k(s) ↪→ k(t) and Xs ×k(s) k(t) = (XQ)t. We conclude that the

action of the Frobenius on Hn(Xs,OXs) is semisimple as in Remark 4.59. Since we
can find one such s for every model, this implies Conjecture 4.58 in general.

Remark 4.62. If Y is a g-dimensional Abelian variety over a field k0, then
there is an isomorphism

Hg(Y,OY ) ' ∧gH1(Y,OY ),

and if k0 is a perfect field of characteristic p > 0, then the Frobenius action on the
left-hand side is the determinant of the Frobenius action on H1(Y,OY ). In partic-
ular, it follows from Remark 4.55 that F : Hg(Y,OY ) → Hg(Y,OY ) is semisimple
if and only if F : H1(Y,OY ) → H1(Y,OY ) is semisimple. We note that this is
equivalent to saying that Y is ordinary in the sense that the number of p-torsion
points on Y ×k0 k0 is pg (the largest possible).

Suppose now that X is a smooth, geometrically connected, projective curve
over k0 and Y = Pic0(X) is the corresponding Picard variety, parametrizing line
bundles of degree 0 on X. In this case we have an isomorphism

H1(X,OX) ' H1(Y,OY )

which is compatible with the Frobenius action if k0 is a perfect field of characteristic
p > 0. We thus see that Conjecture 4.58 holds for X if and only if it holds for
Pic0(X).

Arguing as in Remark 4.61, we see that in order to prove Conjecture 4.58 for
all Abelian varieties of dimension n, it is enough to treat n-dimensional Abelian
varieties over Q. For n = 1 (that is, for elliptic curves), this is not too complicated:
in fact, we prove a more general statement in Example 4.63 below. The case of
Abelian surfaces is known, due to Ogus [Og82, Proposition 2.7] (see also [CL98,
Théorème 6.3]), while the case g ≥ 3 is open. As we have already discussed, knowing
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the conjecture for Abelian surfaces gives the case of curves of genus 2. The case of
curves of genus ≥ 3 is wide open.

Essentially the only other case in which Conjecture 4.58 is known is that of K3
surfaces, for which a proof can be given following Ogus’ approach, see [JR03] and
[BZ09].

Example 4.63. Let X be a smooth, irreducible, projective curve defined over
Q, of genus g ≥ 1. Let J = Pic0(X) be the Picard variety parametrizing line
bundles of degree 0 on X. Let ` be a prime integer that does not divide 2g and let
K be a finite extension of Q such that X (hence also J) is defined over K and all
`-torsion points of J are K-rational (that is, the subscheme J [`] of J given by the
kernel of multiplication by ` on J consists of `2g copies of Spec(K)). Suppose that
we have a model XA of X over a suitable localization A of the ring of integers OK of
K. We claim that if s ∈ Spec(A) is a closed point such that p = char

(
k(s)) > (2g)2

and p splits completely in K (that is, there are [K : Q] different primes in OK
that lie over pZ), then the p-linear map induced by Frobenius F : H1(Xs,OXs)→
H1(Xs,OXs) is not nilpotent. Note that there are infinitely many such closed
points s ∈ Spec(A) by Čebotarev’s density theorem. In particular, we see that for
g = 1, this gives a positive answer to Conjecture 4.58

The argument that follows makes use of several results not covered in these
notes, but we include it nevertheless. Arguing by contradiction, suppose that F is
a nilpotent p-map. Note first that since p splits completely in k, we have k(s) = Fp.
In particular, F is a linear map. Second, recall that Fulton’s trace formula [Ful78]
says that

#Xs(Fp) ≡
∑
i≥0

(−1)itrace
(
Hi(Xs,OXs)|F ) (mod p)

(this formula holds for arbitrary proper schemes over Fp). Since F is the identity
on H0(Xs,Fp) and since we assume it is nilpotent on H1(Xs,Fp), we conclude that

(4.35) #Xs(Fp) ≡ 1 (mod p).

On the other hand, we have the Hasse-Weil bound (equivalent to the Riemann
hypothesis for curves over finite fields, see [Har77, Exercise V.1.10]):

(4.36) |#Xs(Fp)− (p+ 1)| ≤ 2g
√
p.

By combining (4.35) and (4.37) with our assumption that p > (2g)2, we conclude
that

(4.37) #Xs(Fp) = p+ 1.

Finally, we use the fact that we can compute #Xs(Fp) via the trace formula for
the `-adic cohomology of Xs. More precisely, we have

#Xs(Fp) = 1− a+ p,

where

a = trace
(
H1

ét(Xk(s)
,Z`)|F

)
.

By (4.37), we have a = 0. On the other hand, we have

H1
ét(Xk(s)

,Z`) ' H1
ét(Jk(s)

,Z`) '

(
lim←−
n≥1

J
k(s)

[`n]

)∨
.
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Our choice of ` and K implies that J
k(s)

[`] ' (Z/`Z)2g, with the action of the

Frobenius being trivial. This implies that a ≡ 2g (mod `), which implies that `
divides 2g, a contradiction. This completes the proof.

The following result relates the two conjectures that we discussed in this section.

Theorem 4.64. Conjecture 4.41 holds for all varieties if and only if Conjec-
ture 4.58 holds for all varieties.

We do not give the proof in these notes (though hopefully this might be included
at some point). The fact that Conjecture 4.41 implies Conjecture 4.58 is rather
elementary, see [Mus12]. Given a smooth, irreducible n-dimensional projective
variety X over k, one considers an embedding in some PN

k . By composing with a
suitable Veronese embedding, one may assume that r := N − n ≥ n + 1 and the
ideal defining X in PN

k is generated by quadrics. If a ⊆ k[x0, . . . , xN ] is the ideal
generated by the product h of r general quadrics in the ideal of X, then it is easy
to see that (x0, . . . , xN )2r−N−1 ⊆ J (hλ) for every λ < 1. Finally, one can show
that if (x0, . . . , xN )2r−N−1 ⊆ τ(hλs ) for every λ < 1, then the Frobenius action on
Hn(Xs,OXs) is semisimple.

The proof of the fact that Conjecture 4.58 implies Conjecture 4.41 is more
involved, see [MS11].





CHAPTER 5

Arcs, jets, and singularities

In this chapter we give an introduction to jet schemes and arc schemes and
relate these to the study of singularities. As a first application, we give a description
of multiplier ideals and log canonical thresholds in arbitrary characteristic in terms
of the codimension of certain subspaces in the space of arcs. After a brief discussion
of the Grothendieck ring of algebraic varieties, we give a second application, the
construction of the Denef-Loeser motivic zeta function associated to a hypersurface
in a smooth variety and a proof of its rationality. An important result in this setting
concerns the behavior of spaces of arcs under birational transformations. We avoid
the general result, by only using it for smooth blow-ups, in which case it is an easy
exercise.

5.1. Jet schemes and arc schemes

While we will mostly be interested in the case of schemes of finite type over a
field, in order to treat families of such schemes, it is convenient to give the definition
of jet schemes in the relative setting, for schemes over a fixed commutative ring A.
We write Sch/A for the category of schemes over A. To simplify the notation, if X
is a scheme over A and B is an A-algebra, we write X ×A B for the fiber product
X ×SpecA SpecB.

Theorem 5.1. For every nonnegative integer m, the functor

Sch/A→ Sch/A, Y  Y ×A A[t]/(tm+1)

has a right-adjoint.

A scheme X over A is taken by this right-adjoint functor to (X/A)m, the mth

jet scheme of X (over A). Most of the time A is understood from the context, in
which case we simply write Xm. If f : X → Y is a morphism of schemes over A,
then the corresponding morphism Xm → Ym is denoted fm.

We prove Theorem 5.1 in a few steps. We first note that by general nonsense
about the existence of adjoint functors, it is enough to show that for every scheme
X ∈ Sch/A, there is Xm ∈ Sch/A such that for every Y ∈ Sch/A, we have a
functorial bijection

(5.1) HomA(Y,Xm) ' HomA

(
Y ×A A[t]/(tm+1), X

)
.

Furthermore, it is standard to see that it is enough to have such an isomorphism
for all affine schemes over A, that is, for every A-algebra B we have a functorial
bijection

(5.2) HomA(SpecB,Xm) ' HomA

(
SpecB[t]/(tm+1), X

)
.

We first treat the case of affine schemes.

127
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Lemma 5.2. If X is an affine scheme over A, then the jet scheme (X/A)m
exists.

Proof. Let R = OX(X) and let’s choose a surjective homomorphism of A-
algebras

ϕ : A[xi | i ∈ I]→ R,

for a suitable set I, and let (fj)j∈J be a system of generators of Ker(ϕ). For an
A-algebra B, giving a morphism SpecB[t]/(tm+1) → X is equivalent to giving an
A-algebra homomorphism

α : A[xi | i ∈ I]→ B[t]/(tm+1)

such that α(fj) = 0 for all j ∈ J . Such a homomorphism α is uniquely determined
by elements bi,` ∈ B for i ∈ I and 0 ≤ ` ≤ m such that

α(xi) =

m∑
`=0

bi,`t
`.

The key point is that for every f ∈ A[xi | i ∈ I] and every ` with 0 ≤ ` ≤ m there
is f (`) ∈ A[xi,0, xi,1, . . . , xi,`] such that for every α as above we have

α(f) =

m∑
`=0

f (`)(bi,0, . . . , bi,` | i ∈ I)t`.

We thus conclude that in this case the affine scheme over A corresponding to the
A-algebra

A[xi | i ∈ I]/(f
(`)
j | j ∈ J, 0 ≤ ` ≤ m)

satisfies (5.2), which completes the proof of the lemma. �

Example 5.3. Let’s give one explicit example. Suppose that X is the closed
subscheme of SpecA[x, y] defined by (x2 + y3). In this case the jet scheme X2

is the closed subscheme of SpecA[x, x′, x′′, y, y′, y′′] defined by the coefficients of
(x+ x′t+ x′′t2)2 + (y+ y′t+ y′′t2)3 mod t3. Therefore the ideal of X2 is generated
by

x2 + y3, 2xx′ + 3y2y′, and (x′)2 + 2xx′′ + 3y2y′′ + 3y(y′)2.

Remark 5.4. If X is a scheme over A and m is a nonnegative integer such
that Xm exists, then the canonical A-algebra homomorphism A[t]/(tm+1) → A
with kernel (t)/(tm+1) induces a morphism of schemes SpecA→ SpecA[t]/(tm+1)
and thus a functorial map

(5.3) HomA(Y,Xm) ' HomA

(
Y ×A A[t]/(tm+1), X

)
→ HomA(Y,X)

for every scheme Y ∈ Sch/A. It follows that there is a unique morphism ϕXm : Xm →
X that induces (5.3) for every Y . If X is understood, we simply write ϕm for ϕXm.

Remark 5.5. Note that if m = 0, then (X/A)m = X and the morphism ϕ0 is
the identity.
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Lemma 5.6. Let X be a scheme over A and j : U → X an open immersion. If
(X/A)m exists, then (U/A)m exists and we have a Cartesian diagram

(U/A)m
jm //

ϕUm
��

(X/A)m

ϕXm
��

U
j // X

Proof. Since i : Y ↪→ Y ×A A[t]/(tm+1) is a closed immersion, with the
two schemes having the same underlying topological space, a morphism γ : Y ×A
A[t]/(tm+1) → X factors through U if and only if this is the case for the compo-
sition γ ◦ i. Note also that if γ̃ : Y → Xm is the morphism corresponding to γ via
the definition of (X/A)m, then ϕXm ◦ γ̃ : Y → X is γ ◦ j. This easily implies that
(ϕXm)−1(U) satisfies the defining property of (U/A)m and we get the assertion in
the lemma. �

We can now prove the existence of jet schemes in general.

Proof of Theorem 5.1. Let X =
⋃
i∈I U

(i) be an affine open cover of X. By

Lemma 5.2, for every i ∈ I, the jet scheme (U (i)/A)m exists and we have a canonical

morphism ϕ
(i)
m :

(
U (i)/A

)
m
→ U (i) given by Remark 5.4. For every i, j ∈ I, it

follows from Lemma 5.6 that
(
ϕ

(i)
m

)−1(
U (i) ∩U (j)

)
and

(
ϕ

(j)
m

)−1(
U (i) ∩U (j)

)
both

satisfy the defining property of
(
U (i) ∩ U (j)/A

)
m

, and thus we get a canonical
isomorphism

αi,j :
(
ϕ(i)
m

)−1(
U (i) ∩ U (j)

)
→
(
ϕ(j)
m

)−1(
U (i) ∩ U (j)

)
.

The fact that they are canonical implies that they satisfy the cocycle condition. We
can thus glue the schemes U (i) using the glueing isomorphisms αi,j to a scheme in
Sch/A. It is now straightforward to see that this satisfies the defining property of
(X/A)m. �

Remark 5.7. It follows from Lemma 5.6 and the proof of Lemma 5.2 that for
every scheme X over A and every nonnegative integer m, the canonical morphism
ϕXm : (X/A)m → X is affine.

Remark 5.8. If A is a Noetherian ring and X is a scheme of finite type over
A, then (X/A)m is a scheme of finite type over A for every nonnegative integer
m. Indeed, this follows from Lemma 5.6 and the description of (X/A)m when X is
affine in the proof of Lemma 5.2 (indeed, under our assumptions, the set I in that
proof can be taken to be finite).

Remark 5.9. If i : X ↪→ Y is a closed immersion of schemes over A, then
the induced morphism im : (X/A)m → (Y/A)m is a closed immersion for every
nonnegative integer m. Indeed, after covering Y by affine open subsets Ui and
using Lemma 5.6, we reduce to the case when Y (hence also X) is affine. In this
case the assertion follows from the description of (X/A)m and (Y/A)m in the proof
of Lemma 5.2.

Remark 5.10. The maps introduced in Remark 5.4 have the following more
general version. For every nonnegative integers m ≥ p, the A-algebra homomor-
phism A[t]/(tm+1) → A[t]/(tp+1) that maps t to t induces for every scheme Y in
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Sch/A a closed immersion

ιm,p : Y ×A A[t]/(tp+1) ↪→ Y ×A A[t]/(tm+1).

For every scheme X ∈ Sch/A we obtain a functorial map

HomA

(
Y, (X/A)m

)
→ HomA

(
Y, (X/A)p

)
that is identified with

HomA

(
Y ×A A[t]/(tm+1), X

)
→ HomA

(
Y ×A A[t]/(tp+1), X

)
, γ  γ ◦ ιm,p.

This is induced by a unique morphism ϕXm,p : (X/A)m → (X/A)p of schemes over

A. When the scheme X is understood, we simply write ϕm,p for ϕXm,p. Note that

ϕXm,0 = ϕXm. Also, it is clear that if q ≤ p ≤ m, then ϕXp,q ◦ ϕXm,p = ϕXm,q. In

particular, since both ϕXm and ϕXp are affine (see Remark 5.7), it follows that all

maps ϕXm,p are affine.

Example 5.11. It follows from the proof of Lemma 5.2 that if X = An
A,

then (X/A)m ' A
(m+1)n
A . Moreover, if m ≥ p, then (X/A)m is isomorphic to

(X/A)p ×A A
(m−p)n
A as schemes over (X/A)p.

The following proposition shows that taking jet schemes commutes with base-
change.

Proposition 5.12. If X is a scheme over A and Y = X ×A B, where B is an
A-algebra, then for every nonnegative integer m, we have an isomorphism

(Y/B)m ' (X/A)m ×A B.

Moreover, the map ϕYm,p is obtained by base-change from ϕXm,p for every m ≥ p.

Proof. The assertions follow from the definition of the jet schemes and the
fact that given a scheme Z over B, we have functorial bijections

HomB

(
Z, (Y/B)m

)
' HomB

(
Z ×B B[t]/(tm+1), X ×A B

)
' HomA

(
Z ×A A[t]/(tm+1), X

)
' HomA

(
Z, (X/A)m

)
' HomB

(
Z, (X/A)m ×A B

)
,

where the third bijection uses the fact that we have an isomorphism

Z ×A A[t]/(tm+1) ' Z ×B B[t]/(tm+1)

of schemes over A. �

The following proposition extends the assertion in Lemma 5.6 to the case of
étale morphisms.

Proposition 5.13. If A is a Noetherian ring and f : Y → X is an étale mor-
phism of schemes of finite type over A, then for every nonnegative integer m, the
following diagram is Cartesian:

(Y/A)m
fm //

ϕYm
��

(X/A)m

ϕXm
��

Y
f // X.

In particular, the morphism fm : (Y/A)m → (X/A)m is étale.
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Proof. Let Z be a scheme over A and g : Z → Y and h : Z → (X/A)m be
such that ϕXm ◦ h = f ◦ g. If γ : Z ×A A[t]/(tm+1) → X corresponds to h, then we
have a commutative diagram

Z //

g

��

Z ×A A[t]/(tm+1)

γ

��
Y

f // X,

in which the top horizontal map i is a closed immersion defined by a nilpotent ideal.
Since f is étale, hence formally étale, it follows that there is a unique morphism

δ : Z ×A A[t]/(tm+1) → Y such that δ ◦ i = g and f ◦ δ = γ. If h̃ : Z → (Y/A)m
corresponds to δ, these conditions are equivalent to ϕYm ◦ h̃ = h and fm ◦ h̃ = h.
This gives the first assertion in the proposition and the second one follows from the
fact that the property of being étale is preserved by base-change. �

We next turn to the definition of the arc scheme.

Definition 5.14. If X is a scheme over A, we have seen in Remark 5.10 that for
every m ≥ p ≥ 0 we have affine morphisms ϕXm,p : (X/A)m → (X/A)p and these are
compatible with composition. In this case the inverse limit (X/A)∞ := lim←−

m

(X/A)m

is a well-defined scheme over A, that comes with affine morphisms ψXm : (X/A)∞ →
(X/A)m for all m. By definition of the inverse limit, for every affine open subset
U ⊆ X, we have

O
(
ψ−1

0 (U)
)

= lim−→
m

O
(
ϕ−1
m (U)

)
= lim−→

m

(
O(U/A)m

)
.

The scheme (X/A)∞ is the arc scheme of X over A.
If f : Y → X is a morphism of schemes over A, then by passing to inverse

limit, the morphisms fm : (Y/A)m → (X/A)m induce a morphism f∞ : (Y/A)∞ →
(X/A)∞. In this way, by mapping X to (X/A)∞ and f to f∞, we get a functor
Sch/A→ Sch/A.

Example 5.15. It follows from Example 5.11 that if X = An, with n ≥ 1, then
(X/A)∞ is isomorphic to the infinite-dimensional affine space SpecA[xi | i ≥ 1] over
A. In particular, we see that typically (X/A)∞ is not of finite type over A.

Remark 5.16. Several of the properties discussed so far for jet schemes have
analogues for the arc scheme. We only mention two of these:

i) If f : U ↪→ X is an open immersion of schemes over A, then the morphism
f∞ : (U/A)∞ ↪→ (X/A)∞ is an open immersion. In fact this is an isomor-
phism onto ψ−1

0 (U): this follows from the definition of the arc schemes
and Lemma 5.6.

ii) If f : Y ↪→ X is a closed immersion of schemes overA, then f∞ : (Y/A)∞ ↪→
(X/A)∞ is a closed immersion. In order to check this, it is enough to con-
sider the case when X is affine, in which case it follows from Remark 5.9
and the fact that a direct limit of surjective homomorphisms is surjective.

Remark 5.17. We work over a fixed ring A. If X = SpecS is affine, then it
follows from the definition of the arc and jet schemes that for every A-algebra R,
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we have functorial bijections

HomA(SpecR,X∞) ' HomA−alg

(
O(X∞), R

)
' HomA−alg

(
lim−→O(Xm), R

)
' lim←−

m

HomA−alg

(
O(Xm), R

)
' lim←−

m

HomA−alg

(
S,R[t]/(tm+1)

)
' HomA−alg

(
S,R[[t]]

)
' HomA

(
SpecR[[t]], X

)
.

It is the case that if R is a local ring, then for every X, we still have a functorial
bijection

(5.4) HomA(SpecR,X∞) ' HomA

(
SpecR[[t]], X

)
.

Indeed, we have X =
⋃
U⊆X U and X∞ =

⋃
U⊆X U∞, where the unions are over the

affine open subsets U of X, and since both R and R[[t]] are local rings, we deduce1

that

HomA(SpecR,X∞) =
⋃
U⊆X

HomA(SpecR,U∞) and

HomA

(
SpecR[[t]], X

)
=
⋃
U⊆X

HomA

(
SpecR[[t]], U

)
,

and we apply the affine case. We will only need this in the case when R is a field.
In fact, it is known that as long as X is a Noetherian scheme, for every ring R the
canonical map

HomA

(
SpecR[[t]], X

)
→ lim←−

m

HomA

(
SpecR[t]/(tm+1), X

)
is bijective and thus we have the functorial bijection (5.4). However, we will not
need this fact, whose proof is much more subtle (see [Bha16]).

Proposition 5.18. If Z is a scheme over A and X and Y are schemes over Z
and p : X ×Z Y → X and q×X ×Z Y → Y are the two projections, then for every
m ≥ 0, the morphism

(pm, qm) : (X ×Z Y/A)m → (X/A)m ×(Z/A)m (Y/A)m

is an isomorphism. The corresponding assertion also holds for the arc schemes.

Proof. For jet schemes, the assertion follows from the fact that the functor
X  Xm has a left adjoint and thus commutes with fiber products. The assertion
for arc schemes follows by taking the inverse limit: note that inverse limits of affine
morphisms of schemes commute with fiber products since direct limits of A-algebras
commute with tensor products. �

From now on we assume that A = k is an algebraically closed field of arbitrary
characteristic and the schemes we consider are of finite type over k. As usual, for
such a scheme X, unless explicitly mentioned otherwise, a point of X is a closed
point. By definition, a point of the jet scheme Xm corresponds to an m-jet on X,
that is, a morphism Spec k[t]/(tm+1) → X and the image of the unique point in
the domain, typically denoted by 0, is γ(0) = ϕm(γ). Note that for m = 1, this is

1We use here the easy fact that if R is a local ring and γ : SpecR → Y is a morphism to a
scheme Y and V is an open subset of Y such that γ maps the closed point of SpecR to V , then

γ factors through V .
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precisely a tangent vector at γ(0). In general, for m ≥ p, the morphism ϕm,p maps
γ : Spec k[t]/(tm+1)→ X to the composition

Spec k[t]/(tp+1) ↪→ Spec k[t]/(tm+1)→ X.

If X is a scheme as above, we write X∞(k) for the set of k-valued points of the
arc scheme X∞, with its Zariski topology (and sometimes refer to this as the space
of arcs of X). Note that by Remark 5.17, an element of X∞(k) can be identified
with an arc on X, that is, a morphism Spec k[[t]]→ X. Again, we denote by 0 the
closed point in Spec k[[t]], so ψ0(γ) = γ(0). More generally, the m-jet ψm(γ) is given
by the composition

Spec k[t]/(tm+1) ↪→ Spec k[[t]]→ X.

Remark 5.19. Since k[[t]] is a domain, it follows that if Y and Y ′ are closed
subschemes ofX with the same support, then Y∞(k) = Y ′∞(k) as subsetes ofX∞(k).
Therefore we sometimes write W∞(k) also when W is a closed subset of X.

For every X and every nonnegative integer m, we have a section σm : X → Xm

of the morphism ϕm. This corresponds to the morphism X×Spec k[t]/(tm+1)→ X
given by the projection onto the first component. Note that for every x ∈ X, the
m-jet σm(x) is the constant m-jet at x, given by the composition

Spec k[t]/(tm+1)→ Spec(k)
x−→ X.

It is clear that if m ≥ p, then ϕm,p ◦ σm = σp. Similarly, we have a section
σ∞ : X → X∞ of the morphism ψ0 that maps x to the constant arc at x, and such
that ψm ◦ σ∞ = σm for all m.

For every X and every nonnegative integer m, we also have a morphism

βm : A1 ×Xm → Xm

given as follows. Note first that by the defining property of Xm, we have a morphism
η : Spec k[t]/(tm+1) ×Xm → X that corresponds to the identity map on Xm. We
also have a morphism

αm : A1 × Spec k[t]/(tm+1)→ Spec k[t]/(tm+1)

induced by the k-algebra homomorphism

k[t]/(tm+1)→ k[s]⊗k k[t]/(tm+1), t s⊗ st.
The morphism βm then corresponds via the defining property of Xm to the com-
position

A1 × Spec k[t]/(tm+1)×Xm
αm×1Xm−→ Spec k[t]/(tm+1)×Xm

η−→ X.

On points, we see that if γ : Spec k[t]/(tm+1) → X is an m-jet on X and if λ ∈ k,
then βm(λ, γ) is given by the composition

Spec k[t]/(tm+1)→ Spec k[t]/(tm+1)
γ−→ X,

where the first map is induced by t  λt. In particular, we see that βm(0, γ) =
σm
(
γ(0)

)
. It is clear that the morphisms βm are compatible with the projections

ϕm,p, in the obvious sense.
Note that by restricting βm to k∗×Xm, we obtain an action of the 1-dimensional

torus k∗ on Xm. Moreover, if m ≥ p, then the projection ϕm,p is k∗-equivariant.
We similarly have a morphism A1 × X∞ → X∞ that induces an action of k∗ on
X∞. Moreover, each projection ψm : X∞ → Xm is k∗-equivariant.
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Remark 5.20. If W is an irreducible component of Xm, since we have W ⊆
βm(A1×W ), which is irreducible, it follows that βm(A1×W ) = W . In particular,
it follows that for every γ ∈ W , if x = γ(0), then σm(x) ∈ W . We thus see that
ϕm(W ) = σ−1

m (W ) is closed in X.

Remark 5.21. If X is connected, then for every nonnegative integer m, the
scheme Xm is connected. Indeed, if this is not the case, then we can label the
irreducible components of Xm as Z ′1, . . . , Z

′
r, Z

′′
1 , . . . , Z

′′
s such that Z ′ = ∪ri=1Z

′
i

and Z ′′ = ∪sj=1Z
′′
j are disjoint. It follows from the previous remark that ϕm(Z ′)

and ϕm(Z ′′) are disjoint closed subsets of X (if x ∈ X lies in the intersection, then
σm(x) ∈ Z ′ ∩ Z ′′) whose union is X, contradicting the fact that X is connected.

Definition 5.22. Let X, Y , and F be schemes of finite type over k and let
f : Y → X be a morphism.

i) We say that f is locally trivial, with fiber F , if X has an open cover
X = ∪i∈IUi such that for every i ∈ I, we have an isomorphism f−1(Ui) '
Ui × F of schemes over Ui.

ii) Suppose now that X, Y , and F are reduced. We say that f is piecewise
trivial, with fiber F , if there is a cover X = ∪i∈IXi, with each Xi locally
closed in X, such that for every i, we have an isomorphism f−1(Xi)red '
Xi × F of schemes over Xi.

Proposition 5.23. If X is a smooth n-dimensional variety2, then for every
m ≥ p, the morphism ϕm,p : Xm → Xp is locally trivial, with fiber A(m−p)n.
In particular, for every m, the jet scheme Xm is a smooth variety, of dimension
(m+ 1)n.

Proof. In order to prove the first assertion, after covering X by suitable affine
open subsets, we may assume that we have an étale morphism f : X → Y = An.
In this case, it follows from Proposition 5.13 that for every m ≥ p we have a
commutative diagram

Xm

ϕXm,p //

fm

��

Xp

ϕXp //

fp

��

X

f

��
Ym

ϕYm,p // Yp
ϕYp // Y

in which the right square and the big one are Cartesian; therefore the left square is
Cartesian as well. Since Ym ' Yp×A(m−p)n as schemes over Yp (see Example 5.11),

it follows that Xm ' Xp × A(m−p)n as schemes over Xp. This gives the first
assertion in the proposition. We then deduce that X is smooth and irreducible
(being connected by Remark 5.21), of dimension n+mn = (m+ 1)n. �

Corollary 5.24. If X is a smooth, irreducible variety, then ψm : X∞(k) →
Xm is open and surjective for every m ≥ 0.

Proof. Surjectivity of ψm is a consequence of the fact that X∞(k) = lim←−
m

Xm

and of the surjectivity of the maps Xq → Xm for q ≥ m, which follows from
Proposition 5.23. In order to see that ψm is open, note first that by definition
of the inverse limit, the Zariski topology on X∞(k) is the inverse limit topology

2Recall that a variety is automatically assumed to be irreducible.
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(this is the coarsest topology that makes all maps X∞(k) → Xm continuous).
By Proposition 5.23, all maps ϕm,p : Xm → Xp, for m ≥ p, flat, hence open. This
implies that ψm is open (we use the fact that every open subset of X∞(k) is a union
of subsets of the form ψ−1

p (U), for some p and some open subset U ⊆ Xp). �

Remark 5.25. The argument in the proof of the Proposition 5.23 shows that
if X is smooth and x1, . . . , xn give a regular system of parameters at a point P ∈
X, then we have an isomorphism ψ−1

0 (P ) '
(
tk[[t]]

)n
that associates to an arc

γ : Spec k[[t]]→ X, with γ(0) = P and associated local homomorphism γ∗ : OX,P →
k[[t]] the n-tuple

(
γ∗(x1), . . . , γ∗(xn)

)
.

5.2. Cylinders in the space of arcs

Let X be a fixed smooth variety of dimension n ≥ 1, over an algebraically
closed field k. We begin by introducing certain subsets of X∞(k).

Definition 5.26. A subset C ⊆ X∞(k) is a cylinder if it can be written as
C = ψ−1

m (S) for some m ≥ 0 and some constructible subset S ⊆ Xm.

Remark 5.27. It is clear that the cyclinders form an algebra of subsets of
X∞(k).

Remark 5.28. If C ⊆ X∞(k) is a cylinder, then for every p ≥ 0, its image
ψp(C) ⊆ Xp is a constructible subset. Indeed, we may assume that C = ψ−1

m (S),
for some constructible subset S ⊆ Xm and some m ≥ p. In this case, it follows from
the surjectivity of ψm that ψp(C) = ϕm,p(S), which is constructible by Chevalley’s
constructibility theorem.

The next proposition shows that for a subset of some Xm, certain topological
properties are equivalent for the subset in Xm and for its inverse image in X∞(k).

Proposition 5.29. Let S ⊆ Xm be any subset, for some m ≥ 1, and let
C = ψ−1

m (S).

i) The set C is open (closed, locally closed) in X∞(k) if and only if S is open
(respectively closed, locally closed) in Xm.

ii) We have C = ψ−1
m (S).

iii) If S is a locally closed subset, then C is irreducible if and only if S is irre-
ducible. Moreover, if S = S1 ∪ . . .∪Sr is the decomposition in irreducible
components, then C = ψ−1

m (S1)∪ . . .∪ψ−1
m (Sr) is the decomposition of C

in irreducible components.

Proof. In order to prove i), we only need to prove the “only if” part, since the
converse follows from the fact that ψm is continuous. Recall that by Corollary 5.24,
each map ψm : X∞(k)→ Xm is surjective and open. This implies that if C is open,
then S is open. If C is closed, then ψ−1

m (Xm r S) is open, and by what we have
already seen, we deduce that Xm r S is open, hence S is closed.

We next prove the assertion in ii). Since C ⊆ ψ−1
m (S), which is closed, we

clearly have C ⊆ ψ−1
m (S). For the reverse inclusion, suppose that γ ∈ ψ−1

m (S). If
γ 6∈ C, it follows that there is an open subset U of X∞(k) that contains γ and such
that U ∩ ψ−1

m (S) = ∅. In this case ψm(γ) ∈ ψm(U), which is open, ψm(γ) also lies
in S, but ψm(U) ∩ S = ∅, a contradiction.

We can now prove the remaining assertion in i). If C is locally closed, then
there is an open subset U of X∞(k) such that C = U ∩C = U ∩ψ−1

m (S). Applying
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ψm, we get S = ψm(C) = ψm(U) ∩ S, which is locally closed since ψm(U) is open
in Xm.

If C is irreducible, then S is irreducible since the image of an irreducible topo-
logical space by a continuous map is irreducible. Suppose now that S is irreducible.
If C is reducible, then there are open subsets U1, U2 ⊆ X∞(k) such that U1∩C and
U2∩C are nonempty, but U1∩U2∩C = ∅. Since ψm(U1)∩S and ψm(U2)∩S are open
in S and nonempty, and since S is irreducible, it follows that ψm(U1)∩ψm(U2)∩S is
nonempty, hence it contains some u ∈ Xm. In this case ψ−1

m (u) ⊆ C and ψ−1
m (u)∩U1

and ψ−1
m (u) ∩ U2 are nonempty, but their intersection is empty. This contradicts

the fact that ψ−1
m (u) ' Spec k[x1, x2, . . .] is irreducible (the isomorphism follows,

for example, from the description of the fibers of ψ0 in Remark 5.25). This gives
the first assertion in iii) and the second one is an immediate consequence. �

Remark 5.30. Arguing as in the proof of the above proposition, we see that
if f : X → Y is a morphism of algebraic varieties which is locally trivial, with fiber
F which is irreducible, and if C ⊆ X is a subset that is a union of fibers of f ,
then C is open, closed, or locally closed if and only if f(C) has the same property.

Moreover, C = f−1
(
f(C)

)
, and if C is locally closed, then C is irreducible if and

only f(C) has this property.

The most important examples of cylinders arise by imposing order conditions
along closed subschemes of X, as follows. Suppose that Y is a closed subscheme of
X, defined by the ideal IY . If γ : Spec k[[t]] → X is an arc on X, then by pulling
back IY , we get an ideal γ−1(IY ) ⊆ k[[t]]. We put ordY (γ) = m if this ideal is equal
to (tm) (we put ordY (γ) = ∞ if the ideal is 0). For every nonnegative integer m,
we define the contact loci

Contm(Y ) := {γ ∈ X∞(k) | ordY (γ) = m} and

Cont≥m(Y ) := {γ ∈ X∞(k) | ordY (γ) ≥ m}.

Lemma 5.31. For every nonnegative integer m, the contact locus Cont≥m(Y )
is a closed cyclinder and the contact locus Contm(Y ) is a locally closed cylinder in
X∞(k).

Proof. The second assertion follows from the first one since

Contm(Y ) = Cont≥m(Y ) r Cont≥m+1(Y ).

The first assertion is clear if m = 0. On the other hand, for m ≥ 1, we have

Cont≥m(Y ) = ψ−1
m−1(Ym−1),

and thus it is a closed cylinder by Remark 5.9. �

Remark 5.32. Let f : X ′ → X be a morphism of smooth varieties. It is clear
from the definition that if γ′ ∈ X ′∞(k) and γ = f∞(γ′), then for every closed
subscheme Y of X, we have ordY (γ) = ordγ′

(
f−1(Y )

)
. In particular, we have

Contm
(
f−1(Y )

)
= f−1
∞
(
Contm(Y )

)
for all m ≥ 0.

Definition 5.33. If C is a closed cylinder inX∞(k) and if we write C = ψ−1
m (S)

with S ⊆ Xm (so S is closed in Xm by Proposition 5.29), we define the codimension
of C to be

codim(C) := codimXm(S) = (m+ 1)n− dim(S).
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Note that this is independent of our choice of m: this follows from the fact that if
m′ > m, then ϕm′,m is locally trivial, with fiber A(m′−m)n by Proposition 5.23.

Remark 5.34. It is clear from the definition that if C ⊆ C ′ are closed cylinders
in X∞(k), then codim(C) ≥ codim(C ′). It is also straightforward to see that if
C1, . . . , Cr are closed cylinders in X∞(k), then

codim(C1 ∪ . . . ∪ Cr) = min
i

codim(Ci).

The following result shows a certain incompatibility between cylinders and arc
spaces of proper subschemes. As a consequence of this proposition, when dealing
with cyclinders in X∞(k), we will be able to ignore subsets of the form Y∞(k),
where Y is a proper closed subscheme of X.

Proposition 5.35. If C ⊆ X∞(k) is a nonempty cylinder and Y is a proper
closed subscheme of X, then C 6⊆ Y∞(k).

Proof. Let us suppose that C ⊆ Y∞(k). This implies that there is m ≥ 0
and γ ∈ X∞(k) such that ψ−1

m

(
ψm(γ)

)
⊆ Y∞(k). Let us choose a system of

parameters x1, . . . , xn of OX,P , where P = ψ0(γ). This gives an isomorphism

ÔX,P ' k[[y1, . . . , yn]] that maps each xi to yi and an isomorphism ψ−1
0 (P ) '(

tk[[t]]
)n

(see Remark 5.25). If f ∈ k[[y1, . . . , yn]] corresponds to a nonzero local

section of the ideal defining Y in X, and if γ corresponds to (u1, . . . , un) ∈
(
tk[[t]]

)n
,

then our hypothesis says that

(5.5) f(u1 + tm+1v1, . . . , un + tm+1vn) = 0 for all v1, . . . , vn ∈ tk[[t]].

We have a formal power series in (n+ 1) variables g ∈ k[[y, y1, . . . , yn]] given by

g(t, y1, . . . , yn) = f(u1 + tmy1, . . . , un + tmyn).

It is straightforward to see that since f 6= 0, we also have g 6= 0.
Our assumption says that g(t, w1, . . . , wn) = 0 for all w1, . . . , wn ∈ tk[[t]]. We

argue by induction on n ≥ 1 to show that g = 0, and thus we have a contradiction.
Suppose first that n = 1 and let us write g(t, y) =

∑
m≥0 am(t)ym. If g 6= 0,

let m0 be smallest such that am0
6= 0. Our assumption implies that for every

w ∈ tk[[t]] r {0}, we have
∑
m≥m0

am(t)wm−m0 = 0. It is clear that if we write

w =
∑
j≥1 bjt

j , then
∑
m≥m0

am(t)wm−m0 =
∑
j≥0 Pj(b)t

j for some polynomials

Pj ∈ k[z1, z2, . . .]. Since Pj(b) = 0 for all b 6= (0, 0, . . .) and all j ≥ 0 and since k
is infinite, it follows that Pj = 0 for all j. In particular,

∑
m≥m0

am(t)wm−m0 = 0
also when w = 0, hence am0

= 0, a contradiction.
Suppose now that n ≥ 2 and we know the assertion for n− 1. Let us write g =∑

j≥0 gj(t, y1, . . . , yn−1)yjn. Since g(t, w1, . . . , wn−1, wn) = 0 for all w1, . . . , wn ∈
tk[[t]], applying the case n = 1, we conclude that gj(t, w1, . . . , wn−1) = 0 for all j
and all w1, . . . , wn−1 ∈ tk[[t]]. The induction hypothesis thus implies that gj = 0
for all j, hence g = 0. This completes the proof of the proposition. �

The next result shows that proper birational morphisms induce maps between
the corresponding spaces of arcs that are bijective outside small subsets (more
precisely outside spaces of arcs of suitable proper closed subschemes).

Proposition 5.36. Let f : Y → X be a proper birational morphism between
varieties over k. If Z ⊂ X is a proper closed subset such that f is an isomorphism
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over X r Z and W = f−1(Z), then f∞ induces a bijection

Y∞(k) rW∞(k)→ X∞(k) r Z∞(k).

Proof. It is clear that f−1
∞
(
Z∞(k)

)
= W∞(k), hence we only need to show

that for every γ ∈ X∞(k)rZ∞(k), the fiber f−1
∞ (γ) has precisely one element. By

assumption, we have γ(η) ∈ X rZ, where η is the generic point of Spec k[[t]]. Since
f−1(XrZ)→ XrZ is an isomorphism, it follows that there is a unique morphism

δ̃ : Spec k((t))→ Y such that the following diagram

Spec k((t))

j

��

δ̃ // Y

f

��
Spec k[[t]]

γ
// X

is commutative. Since f is proper, it follows from the valuative criterion for proper-
ness that there is a unique morphism δ : Spec k[[t]] → Y such that f ◦ δ = γ and

δ ◦ j = δ̃. We see that δ is the unique element of Y∞(k) such that f∞(δ) = γ. �

We next consider in more detail the behavior of the map f∞ in the case when
f is a smooth blow-up.

Proposition 5.37. Let X be a smooth variety and Z ⊂ X a smooth subvariety
of codimension r ≥ 2. If f : X ′ → X is the blow-up along Z, with exceptional divisor
E, and if for every a ≥ 0, we put C ′a = Conta(E) ⊆ X ′∞(k) and Ca = Conta(Z) ⊆
X∞(k), then for every m ≥ e, the morphism fm induces a map

ψX
′

m (C ′a) = f−1
m

(
ψXm(Ca)

)
→ ψXm(Ca)

that is locally trivial, with fiber A(r−1)a. Moreover, if γ, δ ∈ ψX′m (C ′a) are such that

fm(γ) = fm(δ), then ϕX
′

m,m−a(γ) = ϕX
′

m,m−a(δ).

Proof. The assertion is local on X, hence we may assume that we have an
étale morphism X → An such that Z is the inverse image of a linear subspace
of codimension r. Using Proposition 5.13, we see that it is enough to prove the
assertion in the proposition when X = An, with coordinates x1, . . . , xn, and Z is
defined by the ideal (x1, . . . , xr), which we assume to be the case from now on.

In order to simplify the notation, we write Sa = ψXm(Ca) and S′a = ψX
′

m (C ′a).
It follows from definition that Sa consists of those m-jets γ : Spec k[t]/(tm+1)→ X
such that the inverse image of the ideal IZ defining Z is (ta), while S′a consists
of those m-jets δ : Spec k[t]/(tm+1) → X ′ such that the inverse image of the ideal
OY (−E) defining E is (ta). Since IZ ·OY = OY (−E), it follows that S′a = f−1

m (Sa)
(this is just a set-theoretic statement).

For a nonzero u ∈ k[t]/(tm+1) we put ordt(u) = q ≤ m if u = tqu′ for an
invertible u′ and we put ordt(u) =∞ if u = 0. It is clear that

Sa =
{

(u1, . . . , un) ∈
(
k[t]/(tm+1)

)⊕n | min{ordt(u1), . . . , ordt(ur)} = a
}

and this is a locally closed subset of Xm =
(
k[t]/(tm+1)

)⊕n
. For 1 ≤ j ≤ r, we put

Uj =
{

(u1, . . . , un) ∈ Sa | ordt(uj) = a
}
.

We clearly have an open cover Sa = U1 ∪ . . . ∪ Ur.
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As usual, we can cover Y by affine charts W (1), . . . ,W (r), where W (j) ' An has
coordinates y1, . . . , yn such that xi = yi if i = j or i > r and xi = yiyj , otherwise.
Note that we have

Vj := W (j)
m ∩ S′a =

{
(v1, . . . , vn) ∈

(
k[t]/(tm+1)

)⊕n | ordt(vj) = a
}

and that fm induces a morphism

αj : Vj → Xm, αj(v1, . . . , vn) = (v1vj . . . , vj , . . . , vrvj , vr+1, . . . , vn).

It is clear that αj(Vj) ⊆ Uj . Moreover, for every u = (u1, . . . , un) ∈ Uj , there
is v = (v1, . . . , vn) ∈ Vj that maps to u. In fact, vj , vr+1, . . . , vn are uniquely
determined and the classes of v1, . . . , vj−1, vj+1, . . . , vr in k[t]/(tm+1−e) are uniquely
determined, but these are the only constraints on these elements. In other words,
we have an isomorphism Vj ' Uj ×A(r−1)e that identifies αj with the projection
onto the first component followed by the embedding in Xm.

We thus obtain the first assertion in the proposition once we note that V` =
f−1
m (U`) for 1 ≤ ` ≤ r. This follows by noting that if v = (v1, . . . , vn) ∈ Vj is such

that αj(v) ∈ U`, for some ` 6= j, then ordt(v`) = 0, hence v ∈W (`)
m ∩ S′a = V`.

Suppose now that γ, δ ∈ ψX
′

m (C ′a) are such that fm(γ) = fm(δ). First, this
implies that there is j such that γ, δ ∈ Vj . Second, it follows from the above
description of the fibers of fm|Vj that γ and δ have the same image in X ′m−a, and
we thus get the last assertion in the proposition. �

Corollary 5.38. Let X be a smooth variety and Z ⊂ X a smooth subvariety
of codimension r ≥ 2. If f : X ′ → X is the blow-up along Z, with exceptional
divisor E, then for every a ≥ 0, we have a bijection between the locally closed
cylinders C ′ ⊆ Conta(E) and the locally closed cylinders C ⊆ Conta(Z) that maps
C ′ to f∞(C ′) and C to f−1

∞ (C). This bijection preserves irreducibility and if C
corresponds to C ′, then

codim(C) = (r − 1)a+ codim(C ′).

Proof. Note that Conta(E) = f−1
∞
(
Conta(Z)

)
(see Remark 5.32) and f∞

induces a bijective map Conta(E)→ Conta(Z) by Proposition 5.36. It follows that
we get a bijective map between the subsets C ′ of Conta(E) and the subsets C of
Conta(Z) that maps C ′ to f∞(C ′) and whose inverse maps C to f−1

∞ (C).
If C ⊆ Conta(Z) is a locally closed cylinder and if we write C = (ψXm)−1(S),

then C ′ := f−1
∞ (C) = (ψX

′

m )−1(S′), where S′ = f−1
m (S). Therefore C ′ is a locally

closed cylinder. We may clearly assume that m ≥ e, in which case the induced
morphism S′ → S is locally trivial, with fiber A(r−1)a by Proposition 5.37. It
follows from Remark 5.30 that S is irreducible if and only if S′ is irreducible and,
using also Proposition 5.29, we conclude that C is irreducible if and only if C ′ is
irreducible. In general, we have dim(S′) = dim(S) + (r − 1)a, hence codim(C) =
codim(C ′) + (r − 1)a.

In order to complete the proof of the corollary, it is enough to show that if
C ′ ⊆ Conta(E) is a locally closed cylinder, then C := f∞(C ′) is a locally closed

cylinder. Let q be such that C ′ = (ψX
′

q )−1(A) for some locally closed subset A in

X ′q and let m = q + a, so C ′ = (ψX
′

m )−1(S′), where S′ = (ϕX
′

m,q)
−1(A). We will

show that S′ is a union of fibers of fm, its image fm(S′) is locally closed in Xm,
and C = (ψXm)−1

(
fm(S′)

)
. In particular, C is a locally closed cylinder.
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Indeed, if γ ∈ S′ and δ ∈ X ′m are such that fm(γ) = fm(δ), then it follows

from Proposition 5.37 that ϕX
′

m,q(δ) = ϕX
′

m,q(γ) ∈ A, hence δ ∈ S′. This shows that

S′ is a union of fibers of fm. In this case, since the morphism ψX
′

m

(
Conta(E)

)
→

ψXm
(
Conta(Z)

)
is locally trivial, with irreducible fiber, and S′ is locally closed, we

conclude that fm(S′) is locally closed (see Remark 5.30).
The inclusion C ⊆ (ψXm)−1

(
fm(S′)

)
is clear. In order to prove the reverse

inclusion, suppose that α ∈ (ψXm)−1
(
fm(S′)

)
. In particular, we have α ∈ Conta(Z),

hence by Proposition 5.36 we know there is β ∈ X ′∞(k) such that f∞(β) = α.

Since fm
(
ψX

′

m (β)
)
∈ fm(S′), it follows from what we have already shown that

ψX
′

m (β) ∈ S′, and thus β ∈ C ′. This implies that α ∈ C. �

Corollary 5.39. Let X be a smooth variety and Z ⊂ X a smooth subvariety
of codimension r ≥ 2. If f : X ′ → X is the blow-up along Z, with exceptional
divisor E, then the following hold:

i) For every closed cylinder C ′ ⊆ X ′∞(k), the closure f∞(C ′) of its image

in X∞ is a closed cylinder. Moreover, if C ′ is irreducible, then f∞(C ′) is
irreducible, and if a = min{i|C ′ ∩ Conti(E) 6= ∅}, then

codim
(
f∞(C)

)
= codim(C) + (r − 1)a.

ii) If C ⊆ X∞(k) is an irreducible, closed cylinder, then there is a unique

irreducible closed cylinder C ′ ⊆ X ′∞(k) such that C = f∞(C ′).

Proof. We first prove i). By Proposition 5.29, we can write C ′ as a finite

union of irreducible closed cylinders: C ′ = C ′1 ∪ . . .∪C ′q. Since f∞(C ′) = f∞(C ′1)∪
. . . ∪ f∞(C ′q), it follows that it is enough to prove the first assertion in i) when C ′

is irreducible, hence we make this assumption. Since the closure of an irreducible
set is irreducible and the image of an irreducible topological space by a continuous
map is irreducible, we see that f∞(C ′) is closed and irreducible.

In order to show that it is a cyclinder, let a be as i) (note that a is a nonnegative
integer, since C ′ 6⊆ E∞ by Proposition 5.35). In this case C ′0 := C ′ ∩Conta(E) is a
locally closed cylinder and a nonempty open subset of C ′. Since C ′ is irreducible,
it follows that f∞(C ′) = f∞(C ′0). On the other hand, f∞(C ′0) is a cylinder by
Corollary 5.38 and thus its closure is a cylinder as well by Proposition 5.29ii). We

conclude that f∞(C ′) is a cylinder and one more application of Corollary 5.38 gives

codim
(
f∞(C ′)

)
= codim(C ′) + (r − 1)a.

We next prove ii). Given the irreducible closed cylinder C ⊆ X∞(k), let
a = min

{
i|C ∩ Conti(Z) 6= ∅

}
(note that this is a nonnegative integer since

C 6⊆ Z∞(k) by Proposition 5.35). Then C0 := C ∩ Conta(Z) is a locally closed,
irreducible cylinder and C = C0. By Corollary 5.38, C ′0 = f−1

∞ (C0) is an irreducible

locally closed cylinder such that C0 = f∞(C ′0). It is then clear that C ′0 is a closed

irreducible cylinder such that f∞(C0) = C. If C ′′ is another closed irreducible cylin-

der in X∞(k) such that f∞(C ′′) = C, we see that a = min
{
i | C ′′∩Conti(E) 6= ∅

}
.

If C ′′0 = C ′′ ∩ Conta(E), then C ′′0 ⊆ C ′0, hence by taking closures, we get C ′′ ⊆ C ′.
By part i), we have codim(C ′) = codim(C ′′), and since both C ′ and C ′′ are closed
irreducible cylinders, we conclude that C ′ = C ′′. This completes the proof of the
corollary. �
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Recall that in the setting of Proposition 5.37, the relative canonical divisor
KY/X = (r− 1)E (see Example 2.19). The proposition admits the following gener-
alization to arbitrary morphisms, which is the key ingredient in many applications
of the spaces of arcs.

Theorem 5.40. Let f : X ′ → X be a proper, birational morphism between
smooth varieties and suppose that char(k) = 0. For every e ≥ 0, if Ce = Conte(KX′/X),
then for every m ≥ 2e, the following hold:

i) If γ, δ ∈ X ′m are such that γ ∈ ψX
′

m (Ce) and fm(γ) = fm(δ), then

ϕX
′

m,m−e(γ) = ϕX
′

m,m−e(δ). In particular, ψX
′

m (Ce) is a union of fibers of
fm.

ii) The map

ψX
′

m (Ce)→ fm
(
ψX

′

m (Ce)
)

induced by fm is piecewise trivial3, with fiber Ae.

For a proof of this theorem, we refer to [DL99, Lemma 3.4]. In fact, the result in
loc. cit. treats a more general case, when X is allowed to be singular. For a slightly
different presentation of the proof and a statement that also works in positive
characteristic, see [EM09, Theorem 6.2]. The proof of this result is somewhat
technical, so we omit it, since for our purpose the version in Proposition 5.37 will
suffice.

5.3. Invariants of valuations via the arc space

Let X be a smooth variety4 over k. Our goal is to establish a dictionary between
divisorial valuations with center on X and irreducible closed cylinders in X∞(k).
This was done in characteristic 0 in [ELM04] and in arbitrary characteristic in
[Zhu17]. We follow here the latter approach. It will turn out to be convenient to
also consider integer multiples of divisorial valuations.

Definition 5.41. If Y is a variety over k, a non-normalized divisorial valuation
with center on Y is a valuation of k(Y ) of the form v = q ·ordE , where E is a divisor
over Y and q is a positive integer. If Y is smooth, then AY (ordE) is defined and
we put AY (v) := q ·AY (ordE).

We review some general notions regarding valuations.

Definition 5.42. Given a discrete valuation v : K → Z ∪ {∞} on a field K,
the valuation ring of v is the subring

Rv = {a ∈ K | v(a) ≥ 0}
of K. It is well-known (and easy to prove) that this is a DVR, with maximal ideal

mv = {a ∈ K | v(a) > 0}.

Definition 5.43. Suppose that Y is a variety over k and v is a discrete valua-
tion of the function field k(Y ) of Y . A center of v on Y is a (not-necessarily-closed)
point ξ ∈ Y such that OY,ξ ⊆ Rv and the inclusion is a local homomorphism (alter-
natively, we will say that the center is the corresponding closed irreducible subset

3In general, both the source and target of this map are constructible subsets, but the notion

of piecewise trivial map extends in an obvious way to this setting.
4In this section, we require varieties to be separated.
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{ξ} of Y ). Note that since Y is separated, it follows from the valuative criterion
for separatedness that v has at most oner center on Y .

Example 5.44. Let Y be a variety over k and v = q · ordE , where E is a
prime divisor on a normal variety W that has a birational morphism f : W → Y .
In this case Rv = OW,E and the center of v on Y is f(E). We thus recover the
definition we gave in Chapter 2.1. In particular, we see that in this case we have
trdegk(Rv/mv) = dim(Y )− 1.

Remark 5.45. Suppose that Y is a normal variety over k and v is a discrete
valuation of k(Y ) that has center Z on Y of codimension 1. In this case v = q ·ordZ ,
where q ∈ Z>0 is such that v takes value q on a uniformizer of mv. Indeed, since
OY,Z is a DVR and the inclusion OY,Z ↪→ Rv is a local homomorphism, it follows
that OY,Z = Rv: if u ∈ Rv rOY,Z , then u−1 lies in the maximal ideal of OY,Z , and
thus in mv, a contradiction. The description of v is now clear.

A key ingredient that will allow us to handle divisorial valuations in arbitrary
characteristic (when resolution of singularities is not available) is the following
result of Zariski that says that given a divisorial valuation of the function field of a
variety, after successively blowing-up the center of the valuation finitely many times,
we achieve a model on which the center has codimension 1. This is particularly
useful when the original variety is smooth, in which case the blow-ups are easy to
analyze. We give the proof following [KM98, Lemma 2.45]. Note that while we
state and prove the result only for smooth varieties, a small modification of the
argument gives the proof for an arbitrary variety.

We first set some notation. Suppose that X is a smooth variety of dimension n
over k and v is a discrete valuation of k(X), with center on X. We define recursively
the following sequence of varieties and (not-necessarily-closed) points on them. We
first put X0 = X and let ξ0 be the center of v on X. Given j ≥ 0, suppose that we
have constructed Xj and ξj ∈ Xj . Let fj : Xj+1 → Xj be the blow-up of Xj along

{ξj}. Since fj is proper and v has a center on Xj , it follows from the valuative
criterion for properness that v also has a center on Xj+1. We denote this by ξj+1.
Note that by definition we have fj(ξj+1) = ξj . Note also that each ring OXj ,ξj
is regular. Indeed, arguing by induction on j, we may assume that Xj is smooth
in a neighborhood of ξj . We can choose an open neighborhood Uj of ξj that is

smooth and such that Uj ∩ {ξj} is smooth, in which case f−1
j (Uj) is smooth. Since

ξj+1 ∈ f−1
j (Uj), we conclude that Xj+1 is smooth in a neighborhood of ξj+1.

Proposition 5.46. With the above notation, if trdegk(Rv/mv) = n− 1, then

there is N such that {ξN} is a prime divisor E on XN and v = q · ordE for some
q ∈ Z>0.

Remark 5.47. Note that by Example 5.44, the proposition applies whenever
v is a non-normalized divisorial valuation with center on X. However, the result
also shows that a discrete valuation with center on X is a non-normalized divisorial
valuation if and only if trdegk(Rv/mv) = n− 1.

Proof of Proposition 5.46. Let’s describe first the process of going from
OXj ,ξj to OXj+1,ξj+1

. Let u1, . . . , ud be generators of the maximal ideal of OXj ,ξj .
After reordering them, we may assume that v(u1) ≤ v(ui) for all i ≥ 2, hence
ui
u1
∈ Rv for 1 ≤ i ≤ d. It is then easy to see using the description of the blow-up
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charts on Xj+1 that if Rj+1 = OXj ,ξj [u2/u1, . . . , ud/u1] and pj+1 = mv ∩ Rj+1,
then OXj+1,ξj+1 = (Rj+1)pj+1 .

The first step in the proof is to show that

Rv =
⋃
j≥0

OXj ,ξj .

Indeed, suppose that a ∈ Rv. For a given j, we can write a = a1
a2

, with a1, a2 ∈
OXj ,ξj . We choose j such that when we write this, v(a2) ∈ Z≥0 is minimal. If
v(a2) = 0, then a2 is invertible in Rv and thus also in OXj ,ξj , hence a ∈ OXj ,ξj .
We next show that if v(a2) ≥ 1, then we contradict the minimality of v(a2). Since
v(a2) > 0, we see that also v(a1) = v(a) + v(a2) > 0; therefore both a1 and a2 lie
in the maximal ideal of OXj ,ξj . As above, suppose that u1, . . . , ud are generators
of this maximal ideal, ordered such that v(u1) ≤ v(ui) for all i. We write

a1 =

d∑
i=1

c1,iui and a2 =

d∑
i=1

c2,iui,

for some c1,i, c2,i ∈ OXj ,ξj . As we have seen, in this case we have

a′1 :=
a1

u1
=

d∑
i=1

c1,i
ui
u1
∈ OXj+1,ξj+1

and similarly a′2 := a2/u1 ∈ OXj+1,ξj+1 . Since we can write a =
a′1
a′2

and v(a′2) =

v(a2)− v(u1) < v(a2), we contradict the minimality of v(a2).
The next step is to choose w1, . . . , wn−1 ∈ Rv such that their images in Rv/mv

give a transcendence basis over k. Using the first step, we can choose N such that
w1, . . . , wn−1 ∈ OXN ,ξN . In particular, this implies that E := {ξN} is a prime
divisor on XN . Since we have seen that XN is smooth in a neighborhood of ξN , we
conclude that v = q · ordE for some q ∈ Z>0 by Remark 5.45. �

From now on, we fix a smooth variety X over k. Given a closed, irreducible
cylinder C ⊆ X∞(k) that does not dominate X (that is, ψ0(C) 6= X), we define
a discrete valuation ordC of k(X), as follows. Let us choose first an affine open
subset U ⊆ X such that ψ0(C)∩U 6= ∅ (therefore CU := C∩ψ−1

0 (U) is a nonempty
open subset of C and also a cylinder in U∞(k)). Note that for every γ ∈ CU and
every f ∈ OX(U), we can define ordγ(f) := ordV (f)(γ) ∈ Z≥0 ∪ {∞}. For every
f ∈ OX(U), we put

ordC(f) := min{ordγ(f) | γ ∈ CU}.

Lemma 5.48. For every closed, irreducible cylinder C ⊆ X∞(k) that does not
dominate X, we obtain in this way a discrete valuation ordC of k(X) which is
independent of the choice of affine open subset U . Its center on X is equal to
ψ0(C).

Proof. Note first that if f 6= 0, then ordC(f) <∞: this follows from the fact
that CU 6⊆ V (f)∞ by Proposition 5.35. Of course, we have ordC(0) =∞.

If f , g ∈ OX(U), then it is clear that for every γ ∈ CU we have

ordγ(f + g) ≥ min
{

ordγ(f), ordγ(g)
}
.
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This immediately implies

ordC(f + g) ≥ min
{

ordC(f), ordC(g)
}
.

Given any f, g ∈ OX(U), we have

ordγ(fg) = ordγ(f) + ordγ(g) for all γ ∈ CU .

Note also that for f we have ordC(f) = ordγ(f) for all γ in a nonempty open
subset of CU and similarly for g. Since CU is irreducible, it follows that for every
f, g ∈ OX(U), we have

ordC(fg) = ordC(f) + ordC(g).

Note that if f ∈ OX(U), then ordC(f) > 0 if and only if f vanishes on ψ0(CU );
in particular, since C does not dominate X, we have ordC(f) ∈ Z>0 for some f . It
is now straightforward to see that ordC extends uniquely to a discrete valuation of
k(X) by putting ordC(f/g) = ordC(f) − ordC(g) for any two f, g ∈ OX(U) with

g 6= 0. Moreover, we see that the center of ordC on X is ψ0(C).
Finally, in order to show that the definition is independent of the choice of U , it

is enough to note that if V ⊆ U is an affine open subset of U such that C ∩V∞ 6= ∅,
then for every f ∈ OX(U), we have

min
{

ordγ(f) | γ ∈ CU
}

= min
{

ordγ(f) | γ ∈ CV
}

due to the fact that the minimum on CU is achieved on an open subset of this
cylinder, which intersects C ∩ ψ−1

0 (V ). It follows that if ord′C is the valuation of
k(X) defined using V , we have ordC = ord′C on OX(U), and thus the two valuations
have to agree on the fraction field k(X) of OX(U). �

Remark 5.49. Suppose that f : X ′ → X is the blow-up of a smooth variety
X along a smooth subvariety Z. If C ′ ⊆ X ′∞(k) is a closed irreducible cylinder

that does not dominate X ′, then it follows from Corollary 5.39 that C := f∞(C ′)
is a closed irreducible cylinder in X∞(k). It clearly does not dominate X since

ψX0 (C) ⊆ f
(
ψX

′
0 (C ′)

)
. Note that we have ordC = ordC′ as valuations of k(X) =

k(X ′). Indeed, it is clear that if we choose affine open subsets U ′ and U in X ′

and X, respectively, such that U ′ ∩ C ′ 6= ∅, U ∩ C 6= ∅, and f induces a morphism
U ′ → U , then for every ϕ ∈ OX(U), we have a nonempty open subset V ⊆ C
such that ordγ(ϕ) = ordC(ϕ), in which case for every δ ∈ C ′ ∩ f−1

∞ (V ) we have
ordδ(ϕ ◦ f) = ordC(ϕ). This implies that ordC′ = ordC on OX(U), and thus on
k(X).

We next associate a subset of X∞(k) to every non-normalized divisorial val-
uation v of k(X) with center on X, as follows. Let π : Y → X be a birational
morphism, with Y normal, and E a prime divisor on Y such that v = q · ordE for
some positive integer q. After possibly replacing Y by a suitable open subset, we
may assume that both Y and E are smooth. We put

Cyl(v) := π∞
(
Cont≥q(E)

)
.

Lemma 5.50. The subset Cyl(v) ⊆ X∞(k) is closed and irreducible and it is

independent of the choice of model (Y,E). Moreover, ψX0
(
Cyl(v)

)
is the center of

v on X.
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Proof. Note that if E is a smooth prime divisor on the smooth variety Y
and q is a positive integer, then Cont≥q(E) is an irreducible closed cylinder: in-
deed, it is equal to (ψYq−1)(Eq−1) and Eq−1 is irreducible by Proposition 5.23.
This implies that Cyl(v) is irreducible and it is closed by definition. Moreover,

ψY0
(
Cont≥q(E)

)
= E. This easily implies that ψX0

(
Cyl(v)

)
is the center of v on X.

Let us show that Cyl(v) does not depend on the choice of model. Using the
comparison of models giving the same valuation in Remark 2.5, we see that it is
enough to show that if g : Z → Y is a birational morphism between two smooth
varieties, F is a smooth prime divisor on Z such that E := g(F ) is a smooth prime
divisor in Y , then for every q ∈ Z>0 we have

Cont≥q(E) = g∞
(
Cont≥q(F )

)
.

Note that there are open subsets U ⊆ Y and V ⊆ Z such that U ∩ E 6= ∅,
V ∩ F 6= ∅, and g induces an isomorphism V ' U . Using the fact that Cont≥q(F )

and Cont≥q(E) are irreducible, we then conclude that

g∞
(
Cont≥q(F )

)
= g∞

(
Cont≥q(F ) ∩ V∞(k)

)
= Cont≥q(E) ∩ U∞(k) = Cont≥q(E).

�

The following is the main result relating divisorial valuations and cylinders in
the arc space.

Theorem 5.51. Let X be a smooth variety over k.

i) For every non-normalized divisorial valuation v of k(X), with center on
X, Cyl(v) is a closed irreducible cylinder that does not dominate X and
ordCyl(v) = v. Moreover, we have codim

(
Cyl(v)

)
= AX(v).

ii) For every closed irreducible cylinder C ⊆ X∞(k) that does not dominate
X, the valuation ordC is a non-normalized divisorial valuation of k(X)
with center on X. Moreover, we have C ⊆ Cyl(ordC).

Proof. We first prove i). We already know that Cyl(v) is closed and irre-
ducible and does not dominate X by Lemma 5.50. Therefore we only need to show
that it is a cylinder, its codimension is AX(v), and the corresponding valuation is v.
Let us temporarily denote Cyl(v) by CylX(v) in order to keep track of the variety
X. We first note that if U is an open subset of X such that U intersects nontrivially
the center of v on X, then is is enough to prove the assertion for CylU (v). Indeed,
we have CylU (v) = CylX(v) ∩ (ψX0 )−1(U), and if this is a cylinder in U∞(k), then

CylX(v) = CylU (v) is a cylinder in X∞(k) by Proposition 5.29. Moreover, the
codimensions are equal and they determine the same valuation of k(X).

By Proposition 5.46, we have a sequence of morphisms

Xr
fr−1−→ Xr−1 −→ . . . −→ X1

f0−→ X,

where each fi is the blow-up of Xi along the center of v on Xi (assumed to have
codimension ≥ 2), such that v = q · ordE for some prime divisor E on Xr and some
positive integer q. We argue by induction on r ≥ 0.

Suppose first that r = 0. After possibly replacing X by a suitable open subset
that intersects E nontrivially, we may assume that X is affine, E is smooth and we
have x1, . . . , xn ∈ OX(X) that give an algebraic system of coordinates on X such
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that E is defined by (x1). In this case

CX(v) = Cont≥q(E) = (ψXq−1)−1(Eq−1)

is an irreducible closed cylinder and its codimension is q = AX(v) by Proposi-
tion 5.24. In order to check that ordCX(v) = q · ordE , we need to show that if
h = xm1 g, where g 6∈ (x1), then ordCX(v)(h) = qm. The fact that ordCX(v)(h) ≥ qm
is clear: if δ ∈ Cont≥q(E), then ordδ(x1) ≥ q and thus ordδ(h) ≥ mq. In order to
show the opposite inequality, it is enough to find γ ∈ X∞(k) such that ordγ(x1) = q
and ordγ(g) = 0. Since g 6∈ (x1), there is P ∈ E such that g(P ) = 0. For example,

we can take γ ∈ (ψX0 )−1(P ) that corresponds to ÔX,P → k[[t]] that maps x1 to tq

and xi − xi(P ) to 0 for i ≥ 2.
We next suppose r ≥ 1 and assume the assertion holds for r−1. After possibly

replacing X by a suitable open subset that intersects nontrivially the center of v on
X, we may assume that this center is smooth, hence the morphism f = f0 : X1 →
X is the blow-up of a smooth irreducible subvariety of codimension r ≥ 2, with
exceptional divisor F . By the induction hypothesis, we know that CylX1

(v) is an

irreducible closed cylinder, ordCylX1
(v) = v, and codim

(
CylX1

(v)
)

= AX1(v). Note

that by definition we have CylX(v) = f∞
(
CylX1

(v)
)
, hence Corollary 5.39 implies

that CylX(v) is an irreducible closed cylinder and

(5.6) codim
(
CylX(v)

)
= codim

(
CylX1

(v)
)

+ (r − 1)a,

where a = min{i | CylX1
(v) ∩ Conti(F ) 6= ∅}. In other words, a = ordγ(F ) for a

general arc γ ∈ CylX1
(v), that is a = ordCylX1

(v)(F ) = v(F ) = q · ordE(F ). Since

KX1/X = (r − 1)F by Example 2.19 and we have

AX(ordE) = AX1
(ordE) + ordE(KX1/X)

by Remark 2.21, we conclude from (5.6) that

codim
(
CX(v)

)
= AX1

(v)+(r−1)q·ordE(F ) = q
(
AX1

(ordE)+ordE(KX1/X)
)

= AX(v).

Finally, since CylX(v) = f∞
(
CX1

(v)
)
, it follows from Remark 5.49 that ordCX(v) =

ordCX1
(v) = v. This completes the proof of i).

Suppose now that C ⊆ X∞(k) is a closed irreducible cylinder that does not

dominate X. We have seen in Lemma 5.50 that if Z = ψX0 (C), then Z is the center
of ordC on X. We show by induction on codim(C) that ordC is a non-normalized
divisorial valuation of k(X) with center on X and that C ⊆ CylX(ordC). Note
that for both assertions we may replace X by an open subset that intersects Z
nontrivially. In particular, we may and will assume that Z is smooth.

Since C ⊆ (ψX0 )−1(Z), we have codim(C) ≥ 1 and if equality holds then
codimX(Z) = 1. Note first that we are done if codimX(Z) = 1. Indeed, in this case
it follows from Remark 5.45 that ordC = p·ordZ for some positive integer p. In fact,
we have p = ordZ(γ) for γ ∈ C general, hence C ⊆ Cont≥q(Z) = CylX(q · ordZ).

In particular, we see that we are done if codim(C) = 1. Let us suppose now
that C is arbitrary and that we know the assertion for cylinders C ′ in the space
of arcs of a smooth variety that satisfy codim(C ′) < codim(C). As we have seen,
we may assume that codimX(Z) = r ≥ 2. Let f : X ′ → X be the blow-up of X
along Z (recall that we assume that Z is smooth). In this case it follows from
Corollary 5.39 that there is an irreducible closed cylinder C ′ ⊆ X ′∞ such that

f∞(C ′) = C. Moreover, since C ⊆ Cont≥1(Z), it follows that codim(C ′) < codimC.
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By induction, ordC′ is a non-normalized divisorial valuation and since ordC = ordC′

by Remark 5.49, it follows that ordC has the same property. Finally, by induction
we have C ′ ⊆ CylX′(ordC′), hence

C = f∞(C ′) ⊆ CylX′(ordC′) = CylX(ordC).

This completes the proof of the theorem. �

Remark 5.52. Let X be a smooth variety and Y a proper closed subscheme
of X. If m is a positive integer and C is an irreducible component of Cont≥m(Y ),
then there is a non-normalized divisorial valuation v of k(X) with center on X
such that C = Cyl(v). Indeed, Theorem 5.51 implies that v = ordC is a non-
normalized divisorial valuation and C ⊆ Cyl(v). Since ordC = ordCyl(v), it follows

that Cyl(v) ⊆ Cont≥m(Y ) and since C is an irreducible component of Cont≥m(Y ),
we have C = Cyl(v).

We can use Theorem 5.51 in order to give a characterization of log canonical
thresholds in terms of jet schemes.

Corollary 5.53. Let X be a smooth variety of dimension n. If Y is a proper
closed subscheme of X, defined by the ideal a, then

lct(a) = n− sup
m≥0

dim(Ym)

m+ 1
= inf

C

codim(C)

ordC(a)
,

where the infimum on the right-hand side is taken over all irreducible closed cylin-
ders C that do not dominate X.

Proof. By definition, we have

lct(a) = inf
v

AX(v)

v(a)
,

where the infimum is over all divisorial valuations v of k(X) with center on X.
Of course, if we replace v by a positive integer multiple, then the corresponding
quotient does not change, hence we may let v run instead over all non-normalized
valuations of k(X) with center on X.

If C ⊆ X∞(k) is an irreducible cylinder that does not dominate X, then it
follows from Theorem 5.51 that ordC is a non-normalized divisorial valuation v and
C ⊆ Cyl(v) both define the same valuation v, so that

codim(C)

ordC(a)
≥

codim
(
Cyl(v)

)
ordCyl(v)(a)

=
AX(v)

v(a)
.

This gives the equality

lct(a) = inf
C

codim(C)

ordC(a)
.

Note now that if C is an irreducible cylinder that does not dominate X and
m = ordC(a) ≥ 1, then C ⊆ Cont≥m(Y ) = ψ−1

m−1(Ym−1), hence

codim(C) ≥ codim
(
Cont≥m(Y )

)
= mn− dim(Ym−1).

We thus obtain

(5.7) c := inf
C

codim(C)

ordC(a)
≥ n− sup

m≥0

dim(Ym)

m+ 1
.
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For the opposite inequality, note that for every m ≥ 0 and every irreducible compo-
nent W of Ym, the cylinder ψ−1

m (W ) is closed and irreducible and does not dominate
X since its image in X lies in Y . We thus have

(m+ 1)n− dim(W ) = codim
(
ψ−1
m (W )

)
≥ c · ordψ−1

m (W )(a) ≥ c(m+ 1).

This gives dim(W )
m+1 ≤ n− c and when we let W run over the irreducible components

of Ym and let m run over the nonnegative integers, we get

sup
m≥0

dim(Ym)

m+ 1
≤ n− c,

which implies that the inequality in (5.7) is an equality. This completes the proof
of the corollary. �

Remark 5.54. If char(k) = 0, the we can use the description of the log canoni-
cal threshold in Corollary 5.53 to show that if X is a smooth variety and Y ⊂ X is a
smooth subvariety of codimension 1, and if a is an ideal on X such that a ·OY 6= 0,
then there is an open neighborhood U of Y in X such that

lct(a|U ) ≥ lct(a · OY )

(cf. Corollary 2.86, where this property is proved via results relying on vanishing
theorems). Indeed, if this is not the case, then there is a divisorial valuation ordE
with center intersecting Y and such that AX(ordE) < c · ordE(a), where c =
lct(a·OY ) (this is where we need characteristic 0: this assertion is clear if we use the
fact that we can compute lct(a) via a log resolution). Note that m = ordE(a) ≥ 1
and

C = Cyl(ordE) ⊆ ψ−1
m−1(Zm−1),

where Z is the closed subscheme of X defined by a. Therefore there is an irreducible
component W of Zm−1 with dim(W ) > m(n− c) and such that ϕm,0(W ) ∩ Y 6= ∅
(note that ϕm,0(W ) is closed by Remark 5.20).

Recall that since Y is locally cut out in X by one equation, we know that
(Z ∩ Y )m−1 is locally cut out in Zm−1 by m equations. Furthermore, we have
W ∩ (Z ∩Y )m−1 6= ∅: indeed, it follows from Remark 5.20 that if x ∈ ϕm,0(W )∩Y ,
then σm−1(x) ∈W , hence σm−1(x) ∈W ∩ (Y ∩ Z)m−1. We thus conclude that

dim(Z ∩ Y )m−1 > m(n− c)−m = m
(
(n− 1)− c

)
,

and Corollary 5.53 implies lct(a|Y ) < c, a contradiction.

5.4. The Denef-Loeser motivic zeta function

We begin this chapter with a brief review of the Grothendieck ring of algebraic
varieties. While the definitions can be given in a more general setup, we keep
our usual framework, working over a fixed field5 k (of arbitrary characteristic), all
schemes being separated and of finite type over k. Fix such a scheme S.

Definition 5.55. The Grothendieck group K0(Var/S) is the quotient of the
free abelian group on the set of isomorphism classes of schemes of finite type X/S
(denoted [X/S]) modulo the following relations:

i) [X/S] = [Xred/S] for every X over S, and

5To begin with, we do not assume that the field is algebraically closed.
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ii) [X/S] = [Y/S] + [U/S] if Y is a closed subscheme of X and U = X r Y
(both with the induced structures of schemes over S).

When S is understood from the context, we simply write [X] instead of [X/S].
Also, when S = Spec(R), we write K0(Var/R) for this Grothendieck group.

Remark 5.56. By definition, K0(Var/S) is an abelian group, but it becomes
a commutative ring with multiplication induced by

[X] · [Y ] = [X ×S Y ].

Note that the unit element is [S].

For every S, we denote by L the element [A1 × S/S] ∈ K0(Var/S). We will
also consider the localization K0(Var/S)[L−1].

Example 5.57. In K0(Var/k), we have

(5.8) [Pn] = 1 + L + . . .+ Ln.

Indeed, we have a closed immersion Pn−1 ↪→ Pn, whose complement is An. We
thus get [Pn] = [Pn−1] + Ln, and we get (5.8) by induction on n.

Given a morphism f : S → T , we have two associated maps between Grothendieck
groups. First, we have a group homomorphism

f∗ : K0(Var/S)→ K0(Var/T ), [X/S] [X/T ].

Second, we have a ring homomorphism

f∗ : K0(Var/T )→ K0(Var/S), [X/T ] [X ×T S/S].

They are related by the projection formula

f∗
(
f∗(α) · β

)
= α · f∗(β) for all α ∈ K0(Var/T ), β ∈ K0(Var/S).

In particular, for every x ∈ S, we have a ring homomorphism i∗x : K0(Var/S) →
K0(Var/k), where ix : Spec k → S corresponds to x.

By taking T = Spec k, we see that K0(Var/S) has a structure of K0(Var/k)-
algebra. Given a morphism f : S → T , we see that by tensoring f∗ and f∗ with
K0(Var/k)[L−1], we get an induced ring homomorphism

f∗ : K0(Var/S)[L−1]→ K0(Var/T )[L−1]

and a group homomorphism

f∗ : K0(Var/T )[L−1]→ K0(Var/S)[L−1]

related by an analogous projection formula.
We will need the following more general variant of the relation ii) in the defi-

nition of K0(Var/S). Note that if X is a scheme over S and W is a locally closed
subset of X, then we may consider [W/S] ∈ K0(Var/S) since W carries a structure
of locally closed subscheme in X (hence of scheme over S) and which one we choose
does not matter because of property i) in the definition of the Grothendieck group.
We will need the following extension of the cut-and-paste relation in the definition
of the Grothendieck group to the case of several subsets.

Lemma 5.58. If X is a scheme over X and W1, . . . ,Wr are disjoint locally
closed subsets of X with X =

⋃r
i=1Wi, then

[X/S] =

r∑
i=1

[Wi/S].
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Proof. Arguing by Noetherian induction, we may assume that the result holds
for every closed subscheme of X different from X. Let Z be an irreducible compo-
nent of X. Note that there is an i0 such that Wi0 contains a nonempty open subset
U of Z (if i0 is such that Wi0 contains the generic point of Z, then Z ⊆ Wi0 and
U = Wi0 ∩ Z is an open subset of Z contained in Wi0). After possibly replacing U
by a smaller subset, we may assume that U is open in X, not just in Wi0 (simply
replace U by U r

⋃
Z′ Z

′, where Z ′ runs over the irreducible components of X
different from Z. The defining property of K0(Var/S) gives

(5.9) [X/S] = [U/S] +
[
(X r U)/S

]
and [Wi0/S] = [U/S] +

[
(Wi0 r U)/S

]
.

Applying the induction hypothesis for the locally closed decomposition

X r U = (Wi0 r U) t
⊔
i 6=i0

Wi

gives

(5.10) [
(
X r U)/S

]
=
[
(Wi0 r U)/S

]
+
∑
i 6=i0

[Wi/S].

By combining (5.9) and (5.10), we obtain the equality in the statement of the
lemma. �

Corollary 5.59. If f : X → Y is a morphism of reduced schemes over S which
is piecewise trivial, with fiber F , then

[X/S] = [Y/S] · [FS/S],

where FS = F × S.

Proof. By hypothesis, we have a decomposition Y = Y1 t . . . t Yr, with all
Yi locally closed in Y , such that f−1(Yi) ' Yi × F for all i (where both sides are
viewed as reduced schemes over S). In this case, it follows from the lemma that

[X/S] =

r∑
i=1

[f−1(Yi)/S] =

r∑
i=1

(Yi×F/S) =

(
r∑
i=1

[Yi/S]

)
· [FS/S] = [Y/S] · [FS/S].

�

Remark 5.60. Very little is known about general properties of K0(Var/S), but
(somewhat surprisingly) there is a good understanding of generators and relations
(as an abelian group) in characteristic 0. First: it is elementary to see that if
S is a scheme (separated and of finite type) over a field of characteristic 0, then
K0(Var/S) is generated as an abelian group by elements of the form [X/S], where
X → S is a projective morphism and X is smooth. Indeed, one shows by induction
on n that if Y is a scheme over S with dim(Y ) ≤ n, then [Y/S] lies in the subgroup
of K0(Var/S) generated by the [X/S] as above. This follows from the following
observations:

i) Every Y has a cover by locally closed subsets that are affine and irre-
ducible.

ii) If Y an irreducible closed subset of An
S and Y is its closure in Pn

S , then

dim(Y r Y ) < dim(Y ) and

[Y/S] = [Y /S] +
[
(Y r Y )/S

]
.



5.4. THE DENEF-LOESER MOTIVIC ZETA FUNCTION 151

iii) Given a projective morphism Y → S, with Y an integral scheme, by

Hironaka’s theorem we have a projective morphism f : Ỹ → Y that gives
a resolution of singularities of Y . If U is a nonempty open subset of Y
such that f−1(U)→ U is an isomorphism, then

[Y/S] = [Ỹ /S]−
[
f−1(Y r U)/S

]
+ [(Y r U)/S]

and dim(Y r U), dim
(
f−1(Y r U)

)
< dim(Y ).

A deeper result due to Bittner [Bit04] says that the relations between the
above generators are generated by relations of the form

[X/S]− [Z/S] = [X̃/S]− [E/S],

where X → S is a projective morphism, with X a smooth variety, Z is a smooth
subvariety of X, and Y → X is the blow-up along Z, with exceptional divisor E.
The main ingredient in the proof of this result is the Weak Factorization Theorem
[AKMW02].

The Grothendieck group of algebraic varieties is a nice abstract construct, but
it is quite hard to extract information from it. One way to do this is via Euler-
Poincaré characteristics: these are ring homomorphisms K0(Var/S)→ A, where A
is a ring (typically easier to understand). We only discuss briefly a few examples.

Example 5.61. If k is a finite field, then we have a ring homomorphism
K0(Var/k)→ Z that maps [X] to |X(k)|.

Example 5.62. If k = C, then we have the usual topological characteristic

(5.11) K0(Var/C)→ Z, [X] χtop(Xan) =

2 dim(X)∑
i=0

(−1)i dimCH
i(Xan,C).

Recall first that the usual Euler-Poincaré characteristic agrees for complex algebraic
varieties with the Euler-Poincaré characteristic with compact supports (see [Ful93,
p. 141-142]):

χtop(X) = χtop
c (X) :=

2 dim(X)∑
i=0

(−1)i dimCH
i
c(X

an,C).

If Y is a closed subscheme of X and U = XrY , then we have a long exact sequence
for the cohomology with compact supports:

. . .→ Hi
c(U

an,C)→ Hi
c(X

an,C)→ Hi
c(Y

an,C)→ Hi+1
c (Uan,C)→ . . . .

This implies that indeed, we get a group homomorphism as in in (5.11). The
fact that it is a ring homomorphism follows from the definition and the Künneth
theorem.

We next turn to the main topic of this chapter, the motivic zeta function of
Denef and Loeser [DL98] From now on we assume that the ground field k is alge-
braically closed, of characteristic 0. LetX be a smooth variety over k, of dimension
n. If C ⊆ X∞(k) is a locally closed cylinder, we define µX(C) ∈ K0(Var/X)[L−1]
as follows. By assumption, there is m ∈ Z≥0 and a locally closed T ⊆ Xm such
that C = ψ−1

m (T ). In this case we put

µX(C) := [T/X] · L−(m+1)n ∈ K0(Var/X)[L−1]
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Note that by Proposition 5.23, for every p > 0, the morphism ϕ−1
m+p,m(T ) → T

is locally trivial, with fiber Apn, hence Corollary 5.59 implies [ϕ−1
m+p,m(T )/X] =

[T/X] ·Lpn and we see that the definition of µX(C) is independent of the choice of
m.

Remark 5.63. It follows from the definition of µX and Lemma 5.58 that if
C = C1 t . . . t Cr and C,C1, . . . , Cr are locally closed cylinders in X∞(k), then

µX(C) =

r∑
i=1

µX(Ci).

Definition 5.64. Let X be a smooth variety and Y a proper closed subscheme
of X. The motivic zeta function of Y is

ZY =

∫
X∞

L−s·ordY :=
∑
m≥0

µX
(
Contm(Y )

)
L−sm.

We note that this is an element in R[[T ]], where R = K0(Var/X)[L−1] and T = L−s

is a variable (the symbol L−s is due to the analogy and connection with Igusa’s
p-adic zeta function, but it also makes certain formulas look better). More gener-
ally, suppose that W is another proper closed subscheme of X, with Supp(W ) ⊆
Supp(Y ). We then define the motivic zeta function of (Y,W ) to be

ZY,W =

∫
X∞

L−s·ordY − ordW :=
∑

m1,m2≥0

µX
(
Contm1(Y ) ∩ Contm2(W )

)
L−m1s−m2 .

Note that since Supp(W ) ⊆ Supp(Y ), if IW and IY are the ideals defining the
two subschemes, then there is q such that IqY ⊆ IW . This implies that ordW ≤
q · ordY , hence for every m1 ≥ 0, there are only finitely many m2 ≥ 0 such that
Contm1(Y ) ∩ Contm2(W ) 6= ∅. Therefore ZY,W is a well-defined element of R[[T ]].

This definition satisfies the following transformation rule with respect to smooth
blow-ups (this is, in fact, the reason for introducing the more general ZY,W ).

Proposition 5.65. Let X be a smooth variety over k, and let Y and W be
proper closed subschemes of X, defined by the ideals IY and IW , respectively, with
Supp(W ) ⊆ Supp(Y ). If Z is a smooth subvariety of X, with Z ⊆ Supp(Y ), and if
f : X ′ → X is the blow-up along Z, then

ZY,W = ZY ′,W ′ ,

where Y ′ is defined by IY · OX′ and W ′ is defined by IW · OX′(−KX′/X).

Proof. We may and will assume that codimX(Z) = r ≥ 2, since otherwise
the assertion is trivial. Note that if E is the exceptional divisor of f , then KX′/X =
(r − 1)E (see Example 2.19). By hypothesis, we have Z ⊆ Supp(Y ), hence

Supp(W ′) = f−1
(
Supp(W )

)
∪ E ⊆ Supp

(
f−1(Y )

)
= Supp(Y ′).

Therefore ZY ′,W ′ is well-defined.
Note that since Z ⊆ Supp(Y ), for every m ≥ 0, we have

Contm(Y ) ⊆
⋃

0≤i≤m

Conti(Z).
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It follows that for every m1,m2 ≥ 0, we get a disjoint decomposition with only
finitely many nonempty terms into locally closed cylinders

Contm1(Y ) ∩ Contm2(W ) =
⊔
a≥0

Cm1,m2,a, where

Cm1,m2,a = Contm1(Y ) ∩ Contm2(Z) ∩ Conta(Z).

Note that for every m1, m2, and a, we have

f−1
∞ (Cm1,m2,a) = Contm1(Y ′) ∩ Contm2+(r−1)a(W ′) ∩ Conta(E).

Furthermore, it follows from Proposition 5.37 that if m � 0, then the induced
morphism

ψX
′

m

(
f−1
∞ (Cm1,m2,a)

)
→ ψXm(Cm1,m2,a)

is locally trivial, with fiber A(r−1)a, hence Corollary 5.59 implies

µX′
(
f−1
∞ (Cm1,m2,a)

)
= µX(Cm1,m2,a) · L(r−1)a.

We thus conclude that

ZY,W =
∑

m1,m2≥0

µX
(
Contm1(Y ) ∩ Contm2(W )

)
L−m1s−m2

=
∑

m1,m2,a≥0

µX
(
Cm1,m2,a)L−m1s−m2

=
∑

m1,m2,a≥0

µX′
(
Contm1(Y ′) ∩ Contm2+(r−1)a(W ′) ∩ Conta(E)

)
L−m1s−m2−(r−1)a

=
∑
m1,q

µX′
(
Contm1(Y ′) ∩ Contq(W ′)

)
L−m1s−q = ZY ′,W ′ .

�

We can now prove the rationality of the motivic zeta function ZY (and, more
generally, of the motivic zeta function ZY,W ). Note that by (a strong form of)
Hironaka’s theorem on resolution of singularities, if Y and W are proper closed
subschemes of X, defined by the ideals IY and IW , respectively, with Supp(W ) ⊆
Supp(Y ), there is a log resolution of the pair (X, IY · IW ) given by a composition
f of morphisms

X ′ = XN
fN−→ XN−1

fN−1−→ . . .
f2−→ X1

f1−→ X0 = X,

where for each i, with 1 ≤ i ≤ N , the morphism fi is the blow-up along a smooth
subvariety of Xi−1 that lies inside the inverse image of Y . Given such a log resolu-
tion, we write

(5.12) f−1(Y ) =

d∑
i=1

aiEi, f
−1(W ) =

d∑
i=1

biEi, and KX′/X =

d∑
i=1

kiEi.

For every subset J ⊆ {1, . . . , d}, we put E◦J =
⋂
i∈J Ei r

⋃
i 6∈J Ei.
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Theorem 5.66. If X is a smooth n-dimensional variety and Y and W are
proper closed subschemes of X, with Supp(W ) ⊆ Supp(Y ), then the motivic zeta
function ZY,W is rational, that is, it lies in R(T ). In fact, with the above notation
for a log resolution, we have

(5.13) ZY,W = L−n ·
∑

J⊆{1,...,N}

[E◦J/X] ·
∏
i∈J

L−ais−(ki+bi+1)(L− 1)

1− L−ais−(ki+bi+1)
.

Proof. Arguing by induction on N , using Proposition 5.65, we easily see that

ZY,W = ZY ′,W ′ ,

where Y ′ is the subscheme of X ′ defined by IY · OX′ and W ′ is the subscheme of
X ′ defined by IZ · OX′(−KX′/X). It is then clear that in order to prove formula
(5.13), we may assume that X ′ = X and that

Y =

d∑
i=1

aiEi and W =

d∑
i=1

biEi,

are simple normal crossing divisors, with all ai > 0. Note that for every m1 ≥ 0,
we have a finite decomposition

Contm1(Y ) =
⊔

∑
i aiνi=m

Contν(E),

where the union is over those ν = (ν1, . . . , νd) ∈ Zd≥0 such that
∑
i aiνi = m1, and

where Contν(E) =
⋂
i Contνi(Ei). Of course, we have Contν(E) ⊆ Contb(ν)(W ),

where b(ν) =
∑
i biνi. Therefore it follows from Remark 5.63 that for every

m1,m2 ≥ 0, we have

(5.14) µX
(
Contm1 ∩ Contm2(W )

)
=
∑
ν

µX(Contν(E),

where the (finite) sum is over those ν = (νi) with
∑
i aiνi = m1 and

∑
i biνi = m2.

We next compute µX
(
Contν(E)

)
. Let supp(ν) := {i | νi ≥ 1} ⊆ {1, . . . , d} and

|ν| :=
∑
i νi. Note that if supp(ν) = J , then ψ0

(
Contν(E)

)
⊆ E◦J . It is clear that if

m ≥ maxi{νi}, then Contν(E) = ψ−1
m

(
ψm(Contν(E))

)
. We claim that the induced

map ψm
(
Contν(E)

)
→ E◦J is locally trivial, with fiber Amn−|ν| ×

(
A1 r {0}

)|J|
.

The assertion is local on X, hence we may assume that we have an algebraic system
of coordinates x1, . . . , xn on X such that the divisors Ei with i ∈ J are the ones
defined by (xi), with 1 ≤ i ≤ |J |. Note that by Remark 5.25 in this case we have an

isomorphism Xm ' X×
(
tk[t]/(tm+1)

)⊕n
of schemes over X. Via this isomorphism,

Contν(E) corresponds to

E◦J ×
{
u = (u1, . . . , un) ∈ tk[t]/(tm+1) | ord(ui) = νi for 1 ≤ i ≤ |J |

}
' E◦J ×

(
tk[t]/(tm+1)

)n−|J| × ∏
1≤i≤|J|

(
(A1 r {0})×Am−νi

)
.

This easily gives our claim.
We thus get using (5.14) that

ZY,W =
∑

J⊆{1,...,N}

∑
supp(ν)=J

µX
(
Contν(E)

)
L−s

∑
i aiνi−

∑
i biνi
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=
∑

J⊆{1,...,N}

∑
supp(ν)=J

[E◦J/X] · (L− 1)|J|L−n−s
∑
i aiνi−

∑
i(bi+1)νi

= L−n ·
∑

J⊆{1,...,N}

[E◦J/X] ·
∏
i∈J

(L− 1) ·
∑
νi≥1

L−saiνi−νi(bi+1)

= L−n ·
∑

J⊆{1,...,N}

[E◦J/X] ·
∏
i∈J

L−ais−(bi+1)(L− 1)

1− L−ais−(bi+1)
.

This completes the proof of the theorem. �

Remark 5.67. A very interesting invariant that comes out of the motivic zeta
function ZY is the motivic Milnor fiber6 of Denef and Loeser [DL98]. This is
obtained by expanding the rational function ZY in terms of T−1 (instead of T =
L−s) and taking the constant term in R. With the notation in Theorem 5.66, this
becomes

L−n ·
∑

J⊆{1,...,d}

(1− L)|J| · [E◦J/X].

6Actually, the motivic Milnor fiber of [DL98] is associated to a hypersurface Y defined by

a regular function f ∈ OX(X). In that case, the motivic zeta function that one considers is a
refined version of the one that we discussed, which takes values in a Grothendieck ring of varieties

endowed with the action of a group of roots of unity.
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(1971), 1–16.

[Ber72] I. N. Bernstein, Analytic continuation of generalized functions with respect to a parameter,
Funkcional. Anal. i Priložen. 6 (1972), 26–40.
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[Per13] F. Pérez, On the constancy regions for mixed test ideals, J. Algebra 396 (2013), 82–97.
[Ray78] M. Raynaud, Contr-example au ”vanishing theorem” en caractéristique p > 0, C. P.
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