Review Problems for the Test on March 31, 1999
Partial Solutions
MEAM 502 Differential Equation Methods in Mechanics

1. What is a general expression of the second order partial differential equations defined on

a domainin R"?
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2. Suppose that two coordinates (X, y) are obtained by a mapping from another
coordinate system (f .’7). Transform the differential equation in the system (X, y):
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O and the first derivatives of a function g are calculated in the coordinate

oy =y.n)

system (f ,I’]), find the way to compute the first derivatives of g in the coordinate system

(xy).

=0 to the one in the coordinate system (cf ,I’]) . Furthermore, if the mapping

Noting that
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3. What is the steepest descent method to solve a system of linear equations AX =b ? Here
we shall assume symmetry of the coefficient matrix A .

It is an iteration method to solve a given system of linear equations AX =b such that for a
given initial guess X,, a solution is obtained by

Xia = X _ak(AXk _b) ) k =012,......
where O, are determined to solve the following one-dimensional minimization problem:
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4. What is the conjugate gradient method to solve a system of linear equations AX =b?
Here we shall assume symmetry of the coefficient matrix A .

It is an iteration method to solve a given system of linear equations AX =b such that for a
given initial guess X, & X,, a solution is obtained by

Xisr = X = By (Xk _Xk—l)_ak(AXk _b) ,  k=12...



where o, & B, are determined to solve the following two-dimensional minimization
problem:
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Solving the two-dimensional minimization problem, we have
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5. What is the Newton's method to solve a system of nonlinear equations f(u) =07

Uey =U, —[Of@ )W) . k=012.... for agivenu,

6. State the fixed point theorem.

If a function f satisfies the condition, for 0<a <1,
[10)-f(y)=alx-y] . Oxy

where |||| is a norm defined in a normed linear space V, then there is a unique fixed point

X in V:
x = f(x)
and it can be obtained by the iteration method

xk+1:f(xk) , k=12,....., foragiven x,.

7. What is a norm?



A norm |||| is a function from a linear space V into [0,+00) such that
D |¥z0 , OxOV and |x|=0 if andonlyif x=0

2 Jo =l . Oa0(-wte), xOV
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8. What is a scalar product (or inner product)?

A scalar product (,) is a function from a product space V XV of a linear space V into R
such that

) (xx)=20 , OxOV & (xx)=0 if andonlyif x=0

2 (xy)=(y,x) , DxyOV
3) (ax+py.2)=a(x,2)+B(y.z) ., Ox,y,zOV,a,B0C

4  (xay+pz)=a(xy)+B(x.z) , Oxy,zOV,a,BOC

9. What is a normed linear space?

A linear space with a norm defined.

10. What is the strong convergence of a sequence {fn} in a normed linear space?
If a sequence {fn} is strongly convergent to an element f if lim|f - f” =0.
n - +oo
11. What is the weak convergence of a sequence {fn} in a scalar product (or inner

product) space?

If a sequence {fn} is weakly convergent to an element f if lim (g, f,— f)=0, g,

n- +oo

where (,) is a scalar product.

12. Define the best approximation of an arbitrary element f OV, where V is a

Hilbert space with an inner product (f , g), f,gOV.



The best approximation f, =B f of an arbitrary element of a Hilbert space V onto a

closed subspace K of V, is defined by
f OK @ |fe = f|<|v-f] . DOvOK
and it is characterized by the solution of
Re(v, f, - f)=0 , OvOK.

If K is a closed convex set of V, then the best approximation f, =P f is characterized
by

Relv-f,,f,—f)=0 , OvOK

13. What is a convex set in a linear space V ?

Aset K is said to be convex if (1—a)x+ayDK , X yOK ,C(D[O,l].

14. Find the best approximation of a continuous function f (X) = Sin@2 XEdeﬁned on
e L

an interval (0,1) as an element of LZ(O,l), onto the closed linear subspace

K = {VD 1*(04) | v(x)is spannedby {L  x}, thatis, v(x) = ¢ + dx for somec andd }

Using the characterization of the best approximation, we have

%.c+ dx—sin@x%: 0
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where the best approximation of f is assumed by f, =c+dx, and (f , g) =L fgdx is a

scalar product of a Hilbert space L° (0,1). Thus,
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15. What is the Lagrange interpolation?

Choosing a n+1 number of discrete points X,X,,.....,X,,;, a given function f(X) is

approximated by a n degree polynomial by

n+l N+l oy — X
fx)= fh(x)zzf(xi)l—i(x) ’ Li(X):H —
1=1 ij;il Xi Xj
16. If the function f(X) = Sin% X@ is interpolated by a linear polynomial by using

the nodal points X =0 andl, how can we estimate the interpolation error?

17. State briefly the element free Galerkin method?
18. What are the Haar scaling and mother wavelet functions?
19. State difference between Wavelet and Fourier transformations.

20. Define the wavelet functions.



