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Evidence for Dark energy 
from type Ia Supernovae
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Current evidence for dark energy is  
impressively strong

Daniel Shafer, 2017

SN + BAO + CMB: 
ΩΛ=0.724±0.010 
ΩΛ=0 is 72-σ away



A difficulty: 
DE theory target accuracy, in e.g. w=p/ρ,  

not known a priori

(Δm2)sol ≃ 8×10−5 eV2  

(Δm2)atm ≃ 3×10−3 eV2 

Contrast this situation with:

1. Neutrino masses:
∑mi = 0.06 eV*  (normal)}
∑mi = 0.11 eV*  (inverted)

*(assuming m3=0)

vs.

2. Higgs Boson mass (before LHC 2012):
mH ≲ O(200) GeV

(assuming Standard Model Higgs)



Hubble tension

Type Ia supernovae + Cepheid distances give

H0 =  74.0 ± 1.4 (km/s/Mpc)

Cosmic Microwave Anisotropies give

H0 =  67.4 ± 0.4 (km/s/Mpc)

These two measurements are discrepant 
at about five sigma!*

delta Cephei

The namesake star in the very important class of stars known as Cepheid

variables, this star formed part of the original study in which Henrietta

Leavitt first discovered that the periods of luminosity were related to their

absolute luminosity. This has proved to be an important distance measuring

tool.

Analysis of the spectrum of delta Cephei suggests that along with the

variation in brightness there is a velocity of somewhat over 20 km/s

associated with the orbit, a swing in temperatre between 5500 K and about

6600 K, and a change in diameter of about 15% (Kaufmann).

Index

Reference

Kaufmann

 

HyperPhysics***** Astrophysics
R

Nave

Go Back

Cepheid Variables

Named after delta-Cephei, Cepheid Variables are the most important type of

variable because it has been discovered that their periods of variability are

related to their absolute luminosity. This makes them invaluable as a

contributer to astronomical distance measurement. The periods are very

regular and range from 1 to 100 days.
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* once strong-lensing constraints are added, which come out high (H0 ~ 73)



Verde, Treu & Riess arXiv:1907.10625
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•exciting, real tension 
in cosmology 

•all major analysis 
very thorough 

•no obvious 
systematics (as yet) 

•theory models 
surprisingly hard to 
concoct (e.g. very 
finely tuned scalar 
field models that also 
don’t really work)

Hubble tension - a gift to cosmology!



•Ground photometric:  
‣Kilo-Degree Survey (KiDS) 

‣Dark Energy Survey (DES) 

‣Hyper Supreme Cam (HSC)  

‣Large Synoptic Survey Telescope (LSST) 

•Ground spectroscopic: 
‣Hobby Eberly Telescope DE Experiment (HETDEX) 

‣Prime Focus Spectrograph (PFS) 

‣Dark Energy Spectroscopic Instrument (DESI) 

•Space:  
‣Euclid  

‣Wide Field InfraRed Space Telescope (WFIRST)

Major ongoing or upcoming DE expt’s:



The Dark Energy Survey (DES)

Image Credit: CosmoHub, Port d'Informació 
Científica (PIC)

● 570 Megapixel 
camera for the 
Blanco 4m 
telescope in 
Chile. 

● Full survey 
2013-2019 
(Y3 2013-16).

● Wide field: 
5000 sq. deg. 
in 5 bands. 
~23 
magnitude.

● DES Y3: 
Positions and 
shapes of > 
100M 
galaxies.  
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Dark Energy Survey (DES)  

Cerro Tololo, Chile
Blanco 

Telescope
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Dark Energy Survey Year 3 results. List of key and supporting papers
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16. “Unbiased fast sampling of cosmological posterior distributions”, P. Lemos et al., in prep.  
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(plus hundreds of other DES papers up to this point…)

arXiv:2105.13549
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Covariance of 3x2 datavector 9

FIG. 5. Multi-probe
correlation matrix
for a joint data
vector of cosmic
shear, galaxy–galaxy
lensing, and galaxy
clustering including
the non-Gaussian
terms, with the
same ordering as the
data vector shown in
Fig. 3. The upper left
triangle shows the
correlation matrix
obtained from 1200
lognormal realiza-
tions (see Sect. III B
for details), the lower
right shows the cor-
relation matrix of the
non-Gaussian halo
model covariance
(see Sect. III A).
We recommend a
zoom factor of ∼ 5
to inspect structures
within the matrix.

A. Halo Model Covariances

The covariance of two angular two-point functions
Ξ,Θ ∈ {w, γt, ξ+, ξ−} is related to the covariance of the
angular power spectra by

Cov
(
Ξij(θ), Θkm(θ′)

)
=

∫
dl l

2π
Jn(Ξ)(lθ)

∫
dl′ l′

2π
Jn(Θ)(l

′θ′)
[
CovG

(
Cij

Θ (l), Ckm
Ξ (l′)

)
+CovNG

(
Cij

Θ (l), Ckm
Ξ (l′)

)]
,

(15)

with Cξ+ ≡ Cξ− ≡ Cκκ, Cγt ≡ Cδgκ and Cw ≡ Cδgδg
in the notation of Eqs. (5), and where the order of the
Bessel function is given by n = 0 for ξ+, w, n = 2
for γt, and n = 4 for ξ−. We calculate the covariance

of the angular power spectra Cov
(
Cij

Θ (l), Ckm
Ξ (l′)

)
as

the sum on Gaussian CovG and non-Gaussian covariance
CovNG, which includes super-sample variance [73], as de-
tailed in Krause and Eifler [21], using the halo model to
compute the higher-order matter correlation functions.
Equation 15 gives the covariance of two-point functions
at angles θ and θ′, and does not account for the finite
width of angular bins. In practice, the covariance of two-
point functions in angular bins is often evaluated at rep-
resentative angles for each bin, assuming that the covari-
ance varies only slowly across angular bins (called the

narrow-bin approximation). The harmonic transform of
the Gaussian contribution in Eq. (15) reduces to a sin-
gle integral as different harmonic modes are uncorrelated
in the Gaussian covariance approximation. In the eval-
uation of the Gaussian covariance we split off the pure
white noise terms and transform these terms analytically
[68].

B. Covariance Validation

Most analytic models for the covariance of two-point
functions in configuration space are assume the narrow-
bin approximation, and that the maximum angular
scales are much smaller than the survey diameter [e.g.
67, 74, 75]. In the context of harmonic space correla-

Krause, Eifler et al (2017) tests in: Friedrich et al, arXiv:2012.08568



DES Y3 3x2 analysis highlights

Everything is validated
1. Two lens samples (redMaGiC and MagLim) 
2. Two data-vector (theory) codes (cosmosis and cosmolike) 
3. Two models for Intrinsic Alignments (in shear) 
4. Many checks on shear measurements, data covariance, 

samplers, stat methods, bias modeling…..

All cosmology results are blinded 
and

A total of 32 parameters (in LCDM): 
(7 cosmological, 25 astrophysical/systematic)

and a fanatical devotion to controlling the systematic errors:



Blinding the DES analysis

Our requirements: 
• Preserve inter-consistency of cosmological probes 
• Preserve ability to test for systematic errors

Muir, Bernstein, Huterer,  
et al., arXiv:1911.05929

Our choice is specifically:

Applied to DES Y3!

⇠blindedij = ⇠measured
ij + [⇠thmodel 1

ij � ⇠thmodel 2
ij ]

<latexit sha1_base64="uDBBVa2LlVSFKIalvuZT6YEsTyA=">AAACVnicdZFdS8MwFIbT+j2/ql56ExyCoI62DqcXguiNlwpOhbWOND1zcUlbklQcpX9Sb/SneCOmOsGJHgi8PO85+XgTZZwp7bqvlj0xOTU9MztXm19YXFp2VlavVJpLCm2a8lTeREQBZwm0NdMcbjIJREQcrqPBaeVfP4BULE0u9TCDUJC7hPUYJdqgriOCR9Yt2H15WwRS4MjsE0Nc4qNxLoCoXFbGNu6MW7of7Ig0Bh7sYK/c/d/0y7Dr1N3G4cG+39zHbsN1W57vVcJvNfea2DOkqjoa1XnXeQrilOYCEk05UarjuZkOCyI1oxzKWpAryAgdkDvoGJkQASosPmMp8aYhMe6l0qxE40/6c6IgQqmhiEynILqvfnsV/Mvr5Lp3EBYsyXINCf06qJdzrFNcZYxjJoFqPjSCUMnMXTHtE0moNj9RMyF8vxT/L678hrfX8C+a9eOTURyzaB1toC3koRY6RmfoHLURRc/ozbKtCevFeren7JmvVtsazayhsbKdD/MbtQo=</latexit>

Jessie Muir
(Stanford -> Perimeter))



DES Y1 Measurements: 
shear clustering, galaxy-galaxy lensing, gal clustering

cosmic shear Amon+,Secco,Samuroff+



galaxy clustering 
Rodriguez-Monroy+

galaxy-galaxy lensing 
Prat+



Internal consistency

Two correlated cosmological probes:

1. Cosmic shear (blue)
2. Galaxy clustering and 

tangential shear (orange)

We find consistency between them.

Cosmic shear most sensitive to 
clustering amplitude.

Galaxy clustering and tangential shear 
more sensitive to total matter density.

DES + 

S8 ≡ σ8 ( Ωm

0.3 )
0.5



3x2pt results

We combine these into the 3x2pt probe of 
large-scale structure.

A factor of 2.1 improvement in signal-to-
noise from DES Year 1.

In ΛCDM:

In wCDM: DES + 

S8 ≡ σ8 ( Ωm

0.3 )
0.5



Galaxy clustering measured in 
two foreground samples

Galaxy clustering and Lens samples

redMaGiC 

LRG selection also used in Y1 analysis 

p(z)s are stacked, and then validated using WZ

MagLim 

Bright selection 

Defined using machine-learning photometric 
redshifts, and also validated using WZ 

Lens WZ: Cawthon et al. (2021)
MagLim: Porredon, et al. (2020)
Clustering: Rodriguez-Monroy et al. (2021)
Lens SOMPZ (alt. method): Giannini et al. (in prep)
DNF: de Vicente et al (2015)



Lens sample comparison

We find consistent cosmological 
results between the fiducial MagLim 
lens sample and the redMaGiC lens 
samples

Almost perfect agreement for 3x2pt 
in ΛCDM.

3x2 results are extremely robust



Lens sample comparison
Cosmic shear and galaxy 
clustering+tangential shear (2x2pt) for 
redMaGiC are also formally consistent and 
combine to give the 3x2pt result.
2x2pt prefers lower S8 and higher galaxy bias. 
Combination with cosmic shear brings S8 up 
and bias down to agree with DES Y1.
Evidence for potential systematics in the 
redMaGiC clustering data vector at all 
redshifts and above the fiducial lens 
redshift range for MagLim.
Two highest-redshift bins removed in MagLim.



Lens sample comparison

We introduce a parameter Xlens to model this, it 
decorrelates the clustering and lensing amplitude:

DES + 

In RedMaGiC, γt+w (i.e. “2x2”) 
appears inconsistent with 3x2

(expect Xlens=1)



After extensive 
testing, we believe 
this to be largely a 
result of 
unaccounted for 
systematics in the 
redMaGiC sample.

25

Lens sample 
comparison

Pandey et al, arXiv:2105.13545



Important systematic: Foregrounds (survey properties etc)

26

•Map contamination: a key systematic in LSS 
•due to variety of observ/astro/instrumental reasons 
•visible “by eye” at large scales 
•important for all galaxy-clustering, shear etc 
•esp important for large-spatial-scale science (fNL) 
•multiplicative, so small scales affected too



Correlation with survey properties and astrophysical maps 
are removed by re-weighting galaxy sample by fitted relation 

LSS systematics 

Accounts for correlation with: 
airmass, seeing, exposure 
time, depth, stellar density, 
dust, sky brightness, 
calibration residuals

Example (right): correlation 
with a PCA of the above 
survey property maps

Rodriguez-Monroy et al. (2021)

Linear combination of 
survey maps



Correlation with survey properties and astrophysical maps 
are removed by re-weighting galaxy sample by fitted relation 

LSS systematics 

Rodriguez-Monroy et al. (2021)



Detailed analysis of  
LSS map cleaning methods

Noah Weaverdyck
(U. Michigan -> Berkeley)

OverfittingUnderfitting

Y1
EN

FS

MP

MP (add)

TS (add)

Uncleaned

have varied from six (Ross et al., 2013) or seven Ho et al. (2012) to ⇠22,000 (Leistedt and Peiris,
2014). Preemptively removing templates is dangerous however, as it can render the mitigation scheme
unable to model certain systematics since a key assumption of all template-based mitigation methods
is that systematics can be fully described by the templates in the library.

We will pursue the approach to develop a method that allows for contamination from a much larger
set of templates if the data suggest it, but mitigates the impacts of overfitting.1 Preliminary work
indicates promising results on simulated full-sky, Gaussian maps with artificial templates. In WH20
we proposed one method to mitigate overfitting that builds on the regression and Mode Projection
methods by incorporating a form of automatic template selection. This is done by using judiciously-
chosen priors on template coefficients that encourage sparsity, i.e. it assumes that most template
coefficients are 0 and thus not actually contaminating the observations.

This selection is accomplished by modifying the so-called Loss function that is optimized when fit-
ting. Mode Projection and ordinary least squares regression are equivalent to maximizing a Gaussian
likelihood for the observed overdensity field given the templates, which is equivalent to finding the
template contamination coefficients âi that minimize the square of the residuals (||dobs �Âi tiai||2.
We can incorporate template selection by instead minimizing

Loss =
1

2Npix
||dobs �

Ntpl

Â
i

tiai||22
| {z }

Least Squares Loss

+l1

 
Ntpl

Â
i

|ai|
!

| {z }
Prefer fewer templates

+
l2

2

 
Ntpl

Â
i

|a†
i
ai|
!2

| {z }
Shrink imprecise estimates

, (1)

These terms are equivalent to applying a prior on each template coefficient that is a mixture of a
Laplace (double-exponential) and Gaussian distribution respectively, and then finding their maximum
a-posteriori (MAP) estimate.2 l1 and l2 control the strengths of the two prior components, and thus
ultimately control how many templates get selected.

A key goal of this project will be to minimize the number of tuning parameters and decisions that must
be made ad hoc by researchers during the systematics mitigation process, preferring instead to “let
the data speak for themselves”. In this example, we did this by treating l1 and l2 as hyperparameters
and tuning them to the data using cross-validation techniques. The benefit of this approach is that
Mode projection remains a special case (l1 = l2 = 0) which the method can select if it produces
the lowest error, and hence the method is all but guaranteed to provide an improvement. Crucially,
because different models of contamination can be incorporated through the creation of new templates
(e.g. tnew = t

2
old), template selection is equivalent to model selection, and provides the freedom to

go beyond basic linear contamination models by allowing the algorithm to automatically eliminate
them if they do not sufficiently reduce the error.

DESI Task III: Management and leadership. [DH: Maybe mention here what others plan to do]

Huterer plans to incorporate to DESI some of his extensive experience from the DES analysis. As a
co-lead of the Theory and Combined Probes working group within DES, Huterer has helped form and

1The analysis of Leistedt and Peiris (2014) addressed overfitting from their 22,000 templates through a series of significance
tests, but they used a cleaning method that is computationally intractable for current surveys.

2The technique of applying the two penalty terms simultaneously was first developed by statisticians in ? and called the
“Elastic Net” penalty

DES Y3 (Xlens) results unchanged even after adopting these methods

Weaverdyck & Huterer, 2021



DES Y3 analysis takeaways
• Photometric LSS is… hard. Lots of information, but (for a 

careful analysis), big pipeline needed, lots of validation 

• Biggest systematics (my opinion): map-level systematics and 
photometric redshifts.  

• Nonlinear scales: difficult to model, simulations exist but 
show a range of results. May be hard to exploit reliably even 
with fancy statistical algorithms.

On the other hand:
• A lot of information available in the density field: 3D galaxy 

positions plus their shapes (plus galaxy properties…) - for 
hundreds of millions of objects 

• Information about both geometry (distances, volumes) and 
growth of structure (e.g. scaling of power spectrum in redshift) 
comes out automatically



What if gravity deviates from GR?

H2
− F (H) =

8πG

3
ρ, or H2 =

8πG

3

(

ρ +
3F (H)

8πG

)

For example:

Modified gravity Dark energy

Notice: there is no way to distinguish these two possibilities just 
by measuring expansion rate H(z)!

δ̈ + 2H δ̇ − 4πρMδ = 0

Growth of structure comes to the rescue: in standard GR, H(z) 
determines distances and growth of structure

⇒ measure geometry [D(z), Vol(z)] and growth [Pk(z)]



Specifically: compare geometry and growth 
in order to stress-test the LCDM model  

and see if it “breaks”

Zhang et al (2005); Wang et al (2007); Ruiz & Huterer (2015); Bernal et al (2016) 

Our approach:
Double the standard DE parameter space 

(ΩM=1−ΩDE and w): 
⇒ ΩMgeom, wgeom ΩMgrow, wgrow 

[In addition to other, usual parameters]



Sensitivity to geometry and growth
2

program has been started very successfully byWang et al.
[17] (see also [18–20] which contained very similar ideas),
who used data available at the time; the constraints how-
ever were weak. Our overall philosophy and approach
are similar as those in Refs. [17–20], but we benefit enor-
mously from the new data and increased sophistication
in understanding and modeling them, as well as the avail-
ability of a few additional cosmological probes not avail-
able in 2007.

The paper is divided as follows: we present the reason-
ing behind our approach in section II. In section III we
review the cosmological probes used in the analysis. A
review of the analysis method is provided in section IV,
and we present our constraints on parameters in section
V. We discuss these results in section VI, and give final
remarks in section VII.

II. PHILOSOPHY OF OUR APPROACH

We would like to perform stringent but general consis-
tency tests of the currently favored ⇤CDM cosmological
model with ⇠25% dark plus baryonic matter and ⇠75%
dark energy, as well as the more general wCDM model.
The ⇤CDM model, favored since even before the direct
discovery of the accelerating universe (e.g. [21]), is in ex-
cellent agreement with essentially all cosmological data,
despite occasional mild warnings to the contrary ([22–
25]). There has been a huge amount of e↵ort devoted
to tests alternative to wCDM – most notably, modified
gravity models where modifications to Einstein’s Gen-
eral Theory of Relativity, imposed to become important
at late times in the evolution of the universe and at large
spatial scales, make it appear as if the universe is accel-
erating if interpreted assuming standard GR.

Here we take a complementary approach, and study
the internal consistency of the wCDM model itself, with-
out assuming any alternative model. We split the cosmo-
logical information describing the late universe into two
classes:

• Geometry: expansion rate H(z) and the comoving
distance r(z), and associated derived quantities.

• Growth: growth rate of density fluctuations in lin-
ear (D(z) ⌘ �(z)/�(0)) and non-linear regime.

Regardless of the parametric description of the geome-
try and growth sectors, one thing is clear: in the standard
model that assumes General Relativity with its usual re-
lations between the growth and distances, the split pa-
rameters X

geom

i and X
grow

i have to agree – that is, be
consistent with each other at some statistically appro-
priate confidence level. Any disagreement between the
parameters in the two sectors, barring unforseen remain-
ing systematic errors, can be interpreted as the violation
of the standard cosmological model assumption.

The split parameter constraints provide very general,
yet powerful, tests of the dominant paradigm. They can
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TABLE I. Summary of cosmological probes that we used and
aspects of geometry and growth that they are sensitive to.
The assignments in the second and third column are neces-
sarily approximate given the short space in the table; more
detail is given in respective sections covering our use of these
cosmological probes. Here rs(zd) refers to the sound horizon
evaluated at the baryon drag epoch zd.

be compared to more specific parametrizations of depar-
tures from GR — for example, the � parametrization
[26], or the various schemes of the aforementioned com-
parison of the Newtonian potentials. Our approach is
complementary to these more specific parametrizations:
while perhaps not as powerful in specific instances, it is
equipped with more freedom to capture departures from
the standard model.

Most of the cosmological measurements involve large
amounts of raw data, and their information is often com-
pressed into a very small number of meta-parameters.
For example, weak lensing shows the two-point cor-
relation function, cluster number counts are given in
mass bins, while baryon acoustic oscillations, cosmic
microwave background, and redshift space distortions
information is often captured in a small number of
meta-parameters which are defined and presented below.
[Type Ia supernovae are somewhat of an exception, since
we use individual magnitude measurements from each
SN from the beginning.] Given that in some cases one
assumes the cosmological model (often ⇤CDM) to derive
these intermediate parameters, the question is whether
we should worry about using the meta-parameters to
constrain the wider class of cosmological models where
growth history is decoupled from geometry. Fortunately,
in this particular case our constraints are robust: cer-
tainly for surveys that specialize in either geometry and
growth alone, the meta-parameters are de facto correct
by construction, and capture nearly all cosmological in-
formation of interest. For probes that are sensitive to
both growth and geometry, like the weak lensing and
cluster counts, the quantities used for the analysis —
correlation functions and number counts, respectively —
provide a general enough representation of the raw data
that one can relax the assumption that growth and ge-
ometry are consistent without the loss of robustness and

Ruiz & Huterer, 2015



Geometry-growth tests with DES Y1
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Andrade, Anbajagane, van Marttens, Huterer & Alcaniz, 
arXiv:2107.07538  

Geometry - growth split

ΔΩM = − 0.0000+0.0026
−0.0027

Δw = − 0.041+0.099
−0.084

(split wCDM)

ΔΩM ≡ Ωgrow
M − Ωgeom

M

Δw ≡ wgrow − wgeom

where



Andrade, Anbajagane, van Marttens,  
Huterer & Alcaniz, arXiv:2107.07538  

ΔΩM ≡ Ωgrow
M − Ωgeom

M

Δw ≡ wgrow − wgeom

Joint analysis 
consistent, yet:

When BAO/RSD is 
dropped, results 

disagree with 
standard model



Conclusions
•Dark Energy is a premier mystery in physics/cosmology; 

physical reason for accelerating universe still an open question

•Like particle physicists, we would really like to see some 
“bumps” in the data (e.g. Hubble tension!).

•DES Y3 results largely consistent with LCDM model; 
confirm S8 tension; opened new mysteries as to (probably 
systematic?) feature in RedMaGiC lens galaxies

•Impressive variety of new data; forthcoming: DES Y6, 
HSC, Hetdex; DESI, LSST, Euclid, WFIRST. And new 
analyses! (geometry-growth split)

•DES Y3 results have established a new frontier in terms 
of quality of data, detail of analysis
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How do you measure (N-dim) tensions?

Lemos, Raveri et al (DES collab.),  
in prep (arXiv in ~2 weeks)

In 1D it’s easy, but in ≥2D, ambiguous how to estimate
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How do you measure (N-dim) tensions?

Principal result: tension metrics (roughly) agree



Lemos, Raveri et al (DES collab.),  
in prep (arXiv in ~2 weeks)
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2-ish sigma tension



Harmonic vs real space analysis 
- same information??

Doux et al (DES collab.),  
arXiv.2011.06469

Harmonic  
space

Real  
space



Blinding a 
multi-probe 

analysis 
(synthetic test shown)

Muir et al, arXiv:1911:15929



Story so far:
Cosmology definitely in the precision regime 
Impressive constraints on DM, DE and inflation…  
…but some big questions unanswered 
Lots of potential from upcoming surveys

Planck Collaboration: Cosmological parameters
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Fig. 3. Frequency-averaged T E and EE spectra (without fitting for temperature-to-polarization leakage). The theoretical T E and
EE spectra plotted in the upper panel of each plot are computed from the Planck TT+lowP best-fit model of Fig. 1. Residuals with
respect to this theoretical model are shown in the lower panel in each plot. The error bars show ±1� errors. The green lines in the
lower panels show the best-fit temperature-to-polarization leakage model of Eqs. (11a) and (11b), fitted separately to the T E and
EE spectra.
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Fig. 3. Frequency-averaged T E and EE spectra (without fitting for temperature-to-polarization leakage). The theoretical T E and
EE spectra plotted in the upper panel of each plot are computed from the Planck TT+lowP best-fit model of Fig. 1. Residuals with
respect to this theoretical model are shown in the lower panel in each plot. The error bars show ±1� errors. The green lines in the
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temp-temp temp-pol pol-pol
But are Planck++ constraints so good that they bias us?

Danger of declaring currently favored model to be the truth 
blinding new data is key⇒
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DES can break the  
growth-neutrino  

degeneracy…

…and get interesting  
constraints 

in geom-grow plane

Muir et al (DES collab.), 
arXiv:2010.05935



Standard parameter space

EU = Early Universe prior from Planck (ΩMh2, ΩBh2, ns, A) 
SH = Sound Horizon prior from Planck (ΩMh2, ΩBh2)



w (eq of state of DE): geometry vs. growth

Evidence for 
wgrow > wgeom: 

3.3-σ

Ruiz & Huterer 2015; see also 
Bernal, Verde and Cuesta 2016

Method currently 
being applied to  

DES data



Prior-volume effect illustrated



 DES Y1 3x2 results: constraints on w
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No cleaning 
(two alt. masks)

With cleaning

ΛCDM theory

The large-scale angular power spectrum in the presence of systematics: a case study of SDSS quasars 11

(a) Stellar density (b) Extinction (c) Airmass (d) Seeing (e) Sky brightness

Figure 11. Systematics templates used in this analysis, and the (dimensionless) angular power spectra C̃` of their overdensity maps.

(a) Mask 1 (b) Mask 2 (c) Mask 3

Figure 12. Masks used for the power spectrum analysis of RQCat, in Equa-
torial coordinates. Retained regions are based on thresholds summarised in
Table 2 and the systematics templates of Fig. 11. Additional excised rect-
angles follow Pullen & Hirata (2012). The three masks respectively have
fsky = 0.148, 0.121, and 0.101.

3.5 Power spectrum results

We obtained angular band-power estimates with the QML estima-
tor and multipole bins of size �` = 11, which led to a good
balance in terms of multipole resolution and variance of the esti-
mates. We did not use the PCL estimator for the final results be-
cause the geometry of the second and third masks, in addition to
the presence of systematics, yielded significantly suboptimal esti-
mates. To illustrate this point, Fig. 13 shows a comparison of the
PCL and QML covariance matrices and the band-power estimates
of the Mid+High-z subsample for the three masks. Any signifi-
cant increase of the PCL variance compared to that of QML, es-
pecially on diagonal- and nearly-diagonal elements which contain
the most significant contributions, demonstrates the suboptimality
of the PCL prior. For the first mask, the PCL variance of these el-
ements is at most ⇠ 20% greater than the QML variance, indicat-
ing that the resulting estimates are nearly optimal. However, for
the second and third masks, these elements have a PCL variance
up to ⇠ 50% greater than that of QML, and the resulting PCL
estimates significantly differ from the optimal QML estimates, as
shown in the bottom panel of Fig. 13. This effect is less pronounced
for larger multipole bins (e.g., �` = 31), as the likelihood be-
comes less sensitive to the priors on the pixel-pixel covariance ma-
trix. However, the resulting loss of resolution prevents the study of
localised multipole ranges affected by systematics. For these rea-
sons we opted for the QML estimator with �` = 11 in the fi-
nal analysis. We systematically marginalised over the values of the
monopole and the dipole by projecting them out. We used the val-
ues Ḡ�1 = 1.95 · 10�5, 1.55 · 10�5, 1.85 · 10�5 and 8.15 · 10�6

respectively for the shot noise of the four RQCat subsamples, cal-
culated from the average number count per steradian assuming 5%
stellar contamination.

The auto- and cross-spectra of the four RQCat samples are
presented in Figs. 14 and 15, and the �2 values of the theory pre-
diction are listed in Table 3. We subtracted the shot noise from the
auto-spectra, and used a constant bias, bg = 2.3, following pre-
vious studies of these data (Slosar et al. 2008; Giannantonio et al.
2006, 2008; Xia et al. 2010; Pullen & Hirata 2012). The theory pre-
dictions are summarised in Fig. 10. We also used the exact window
functions Wb` for converting the theory power spectra into band-
powers; see Eq. (17). Figure 16 shows the cross-correlation power
spectra of the quasar samples with the systematics templates, and
Table 4 lists the corresponding �2 values. Details of the �2 compu-
tation are contained in Appendix C.

In Figs. 14 and 15, the top panels show the final band-power
estimates, where the modes corresponding to the five systematics
templates were projected out. The effect of mode projection on the
estimates is illustrated in the bottom panels, showing the differ-
ences in the QML estimates. Hence, these values can be added to
the estimates in the top panels to recover the results without mode
projection. The change in the covariance of the estimates due to
mode projection is negligible.

3.5.1 Reference mask

Our first mask, which is similar to that used in previous studies
of RQCat (Slosar et al. 2008; Giannantonio et al. 2006, 2008; Xia
et al. 2010; Pullen & Hirata 2012), is mostly based on extinction,
stellar density and seeing cuts, and also excises a few pixels with
extreme values of airmass and sky brightness. When using this ref-
erence mask, the auto-spectrum estimates of the four RQCat sub-
samples exhibit significant excess power in the first multipole bin.
In particular, the cross-correlation of the Low-z sample with the
other samples confirm the presence of systematics in common. The
cross-spectra of the quasar subsamples with the systematics tem-
plates, shown in Fig. 16, enable us to identify the main sources
of contamination responsible for this excess power. In addition to
seeing and airmass, which are the main contaminants in the four
samples, stellar contamination affects the Low-z sample, and dust
extinction and sky brightness contaminate the Mid-z and High-z
samples.

The auto- and cross-spectra are marginally improved by pro-
jecting out the modes corresponding to the systematics templates,
as shown by the small decrease in the �2 values, summarised in
Tables 3 and 4. In particular, the large-scale power excess persists,
confirming the conclusions by Pullen & Hirata (2012) that the con-
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Figure 12. Masks used for the power spectrum analysis of RQCat, in Equa-
torial coordinates. Retained regions are based on thresholds summarised in
Table 2 and the systematics templates of Fig. 11. Additional excised rect-
angles follow Pullen & Hirata (2012). The three masks respectively have
fsky = 0.148, 0.121, and 0.101.

3.5 Power spectrum results

We obtained angular band-power estimates with the QML estima-
tor and multipole bins of size �` = 11, which led to a good
balance in terms of multipole resolution and variance of the esti-
mates. We did not use the PCL estimator for the final results be-
cause the geometry of the second and third masks, in addition to
the presence of systematics, yielded significantly suboptimal esti-
mates. To illustrate this point, Fig. 13 shows a comparison of the
PCL and QML covariance matrices and the band-power estimates
of the Mid+High-z subsample for the three masks. Any signifi-
cant increase of the PCL variance compared to that of QML, es-
pecially on diagonal- and nearly-diagonal elements which contain
the most significant contributions, demonstrates the suboptimality
of the PCL prior. For the first mask, the PCL variance of these el-
ements is at most ⇠ 20% greater than the QML variance, indicat-
ing that the resulting estimates are nearly optimal. However, for
the second and third masks, these elements have a PCL variance
up to ⇠ 50% greater than that of QML, and the resulting PCL
estimates significantly differ from the optimal QML estimates, as
shown in the bottom panel of Fig. 13. This effect is less pronounced
for larger multipole bins (e.g., �` = 31), as the likelihood be-
comes less sensitive to the priors on the pixel-pixel covariance ma-
trix. However, the resulting loss of resolution prevents the study of
localised multipole ranges affected by systematics. For these rea-
sons we opted for the QML estimator with �` = 11 in the fi-
nal analysis. We systematically marginalised over the values of the
monopole and the dipole by projecting them out. We used the val-
ues Ḡ�1 = 1.95 · 10�5, 1.55 · 10�5, 1.85 · 10�5 and 8.15 · 10�6

respectively for the shot noise of the four RQCat subsamples, cal-
culated from the average number count per steradian assuming 5%
stellar contamination.

The auto- and cross-spectra of the four RQCat samples are
presented in Figs. 14 and 15, and the �2 values of the theory pre-
diction are listed in Table 3. We subtracted the shot noise from the
auto-spectra, and used a constant bias, bg = 2.3, following pre-
vious studies of these data (Slosar et al. 2008; Giannantonio et al.
2006, 2008; Xia et al. 2010; Pullen & Hirata 2012). The theory pre-
dictions are summarised in Fig. 10. We also used the exact window
functions Wb` for converting the theory power spectra into band-
powers; see Eq. (17). Figure 16 shows the cross-correlation power
spectra of the quasar samples with the systematics templates, and
Table 4 lists the corresponding �2 values. Details of the �2 compu-
tation are contained in Appendix C.

In Figs. 14 and 15, the top panels show the final band-power
estimates, where the modes corresponding to the five systematics
templates were projected out. The effect of mode projection on the
estimates is illustrated in the bottom panels, showing the differ-
ences in the QML estimates. Hence, these values can be added to
the estimates in the top panels to recover the results without mode
projection. The change in the covariance of the estimates due to
mode projection is negligible.

3.5.1 Reference mask

Our first mask, which is similar to that used in previous studies
of RQCat (Slosar et al. 2008; Giannantonio et al. 2006, 2008; Xia
et al. 2010; Pullen & Hirata 2012), is mostly based on extinction,
stellar density and seeing cuts, and also excises a few pixels with
extreme values of airmass and sky brightness. When using this ref-
erence mask, the auto-spectrum estimates of the four RQCat sub-
samples exhibit significant excess power in the first multipole bin.
In particular, the cross-correlation of the Low-z sample with the
other samples confirm the presence of systematics in common. The
cross-spectra of the quasar subsamples with the systematics tem-
plates, shown in Fig. 16, enable us to identify the main sources
of contamination responsible for this excess power. In addition to
seeing and airmass, which are the main contaminants in the four
samples, stellar contamination affects the Low-z sample, and dust
extinction and sky brightness contaminate the Mid-z and High-z
samples.

The auto- and cross-spectra are marginally improved by pro-
jecting out the modes corresponding to the systematics templates,
as shown by the small decrease in the �2 values, summarised in
Tables 3 and 4. In particular, the large-scale power excess persists,
confirming the conclusions by Pullen & Hirata (2012) that the con-
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Systematics cleaning (of LSS maps)

Leistedt & Peiris 2015

•Map contamination: a key systematic in LSS 
•due to variety of observ/astro/instrumental reasons 
•visible “by eye” at large scales 
•important for all galaxy-clustering, shear etc 
•esp important for large-spatial-scale science (fNL) 
•multiplicative, so small scales affected too



DES-only Y1 constraints on DE

“This is the first time 
a low-redshift survey 
has been capable of 
independently 
constraining these 
properties of dark 
energy to this level of 
precision” 

DES collaboration,  
arXiv:1811,02375 

PRL 2019



DES Year1 results: 
extensions to ΛCDM, incl. modified gravity

DES collaboration, arXiv:1810.02499; 
PRD Editor’s suggestion

CMB+BAO+SN+RSD

DES

All combined

1+μ ~ Ψ 

1+Σ ~ Φ+Ψ



Current notable tensions in cosmology
1. The amplitude of mass fluctuations (σ8) is higher in the CMB 

(σ8=0.83) than in cluster abundance / weak lens (σ8=0.80)

2. Hubble constant measured by the Planck collaboration 
(H0=67.4±0.5) disagrees with that from the distance ladder 
measurements (H0=74.02±1.42); the two are 4-5 sigma 
apart

My totally personal view of these:
1. is an accidental “scattering around central value” and will go away 

basically

2. is much more serious, because of excellent, rigorous analyses by CMB 
and distance ladder teams, and may be pointing toward new physics (or 
non-trivial systematics). Moreover, cosmic variance (fact we live in a 
“high local H0” part of universe) contributes negligibly to the (H0local 
−H0CMB) difference (Wu & Huterer 2017) 



DES H0 constraints

Interesting fact: 
these 5 measurements of H0 are basically independent

H0 = 67.2+1.2
�1.0

All 5 combined give: H0 = 69.1+0.4
�0.6

DES collaboration, arXiv:1711.00403


