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Initial conditions in the universe

 Nearly scale-invariant, statistically isotropic spectrum of density perturbations

 Background of gravity waves

 (Very nearly) gaussian initial conditions

Generic inflationary predictions:Statistical Isotropy:
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Why study statistical isotropy (SI) 
and primordial non-Gaussianity (NG)?

1. SI and NG presents a window to the very early universe. 
For example, they can distinguish between physically distinct 
models of inflation.

2. Conveniently, SI and NG can be constrained/measured 
using CMB anisotropy maps and LSS. In particular, there is a 
rich set of observable quantities that are sensitive to SI and NG. 



1. Statistical Isotropy 

•So far, investigated in CMB much more than in LSS 

•Despite hints of violation in SI at CMB’s large 
scales... 

•...so far all observations are in good agreement with  
statistical isotropy

•Wider, deeper LSS surveys on the way will improve 
constraints by a lot



Hints of large-scale modulation (from higher-l CMB)
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Fig. 1.— W and V-band posteriors for the temperature analysis, using !cutoff = 400 and the KQ85 mask. The north and south ecliptic
poles are marked with a red circle. Note how the posterior peaks correspond with the ecliptic poles. The yellow circles indicate the direction
from the previous analysis by Groeneboom & Eriksen (2009).

now proceed by investigating various systematic effects
as candidates for the observed signal. A visualization
of some possible sources of systematic effects together
with a realization of the ACW signal for comparison is
presented in figure 2; Asymmetric beams (upper right),
noise RMS maps (bottom left) and the zodiacal light
template (lower right).

5.1. Impact of noise mis-estimation

One of the possible candidates for generating the
ACW-signal found by Groeneboom & Eriksen (2009)
is noise mis-characterization. Previous work done by
(Groeneboom & Eriksen 2009) showed that correlated
noise levels have little or no effect on the signal. How-
ever, it might be possible that noise with incorrect RMS
specifications could give rise to a signal similar as the
ACW signal. We therefore perform one more analysis to
test noise sensitivity.

Groeneboom et al. (2009) discovered that the noise
levels provided by the WMAP team were slightly off by
about 0.5− 1 %. While this error is small enough to not
significantly affect most cosmological analyses, it is con-
ceivable that incorrect noise levels could contribute to a
signal similar to the ACW-model.

We therefore simulate a V1 map with 5 % incorrect V1
noise, i.e., the noise is multiplied with 1.05 before it is
added to the map. The analysis is done with the KQ85
mask. The χ2 comes out about 6% above the expected
value, recording that the incorrect noise is measured by
the Gibbs sampler. However, the posteriors still show a
zero-detection of the ACW-model, with an anisotropic
amplitude of g∗ = 0.01 ± 0.05. This indicates that in-

correct noise levels have little or no effect on the ACW-
signal.

5.2. Impact of asymmetric beams

Another issue with the analysis of
Groeneboom & Eriksen (2009) is whether the asymmet-
ric beams of the WMAP detectors could have given rise
to a signal similar to the ACW model. Wehus et al.
(2009) established a full framework for simulating
WMAP maps with asymmetric beams. An example of
contribution from asymmetric beams on WMAP maps
is presented in Figure 2. The authors also provided
a set of 10 simulated maps with asymmetric beams.
We now perform a Bayesian analysis on these maps,
together with an analysis on isotropic simulated maps
with symmetric beams for comparison.

The test data are set up as such: We simulate isotropic
test maps with the best-fit ΛCDM power spectrum, and
convolve them with the standard symmetric V-beams.
We then add V-band noise RMS to the maps, and analyze
the test maps. We then perform the same analysis on
the V-band maps from Wehus et al. (2009), which were
produced with asymmetric beams. Both analyses are
done using multipoles lmax = 700 and lcutoff

max = 512, with
a standard V-band setup and the KQ85 mask.

The posteriors for the anisotropy amplitude g∗ are
shown in Figure 3, with both having g∗ = −0.01 ± 0.05.
It should be clear that asymmetric beams do not pro-
duce effects in the CMB similar to the ACW-model, as
the analysis show no trace of any signal detection.

5.3. Zodiacal light

WMAP W-band WMAP V-band

P (k) = P (k)
�
1 + g (k̂ · n̂)2

�

Ackerman, Carroll, Wise 2007

Groeneboom et al, arXiv:0911.0150

Model:

Ecliptic poles 
(and best-fit n)ˆ
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A fundamental assumption in cosmology is that of statistical isotropy — that the universe, on

average, looks the same in every direction in the sky. Statistical isotropy has recently been tested

stringently using Cosmic Microwave Background (CMB) data, leading to intriguing results on large

angular scales. Here we apply some of the same techniques used in the CMB to the distribution

of galaxies on the sky. Using the multipole vector approach, where each multipole in the harmonic

decomposition of galaxy density field is described by unit vectors and an amplitude, we lay out

the basic formalism of how to reconstruct the multipole vectors and their statistics out of galaxy

survey catalogs. We apply the algorithm to synthetic galaxy maps, and study the sensitivity of the

multipole vector reconstruction accuracy to the density, depth, sky coverage, and pixelization of

galaxy catalog maps.

I. INTRODUCTION

In the standard model of cosmology the primordial
density perturbations in the early Universe are generated
by a Gaussian and statistically isotropic random process.
There are two reasons for this: the cosmological principle
tells us that the Universe is homogeneous and isotropic
on large scales and the standard (single-field, slow-roll)
inflationary theory predicts near-perfect Gaussianity and
statistical isotropy of primordial fluctuations in the uni-
verse.

It is useful to differentiate the sometimes conflated
concepts of statistical isotropy (hereafter SI) and Gaus-
sianity. Statistical isotropy means that the expectation
values of measurable quantities are invariant under rota-
tions. For example, the expected two-point correlation
function of the Cosmic Microwave Background (CMB)
temperature (or galaxy overdensity) ∆ in two directions
in the sky êi and êj

C(êi, êj) = �∆(êi)∆(êj)� (1)

(where �·� represents the ensemble average) would, un-
der SI, depend only on the angle θ between êi and êj ,
i.e. C(êi, êj) = C(êi · êj). Gaussianity, on the other
hand, refers to the statistical distribution from which the
quantity ∆ is drawn. As a consequence of Gaussianity,
all of the statistical properties of the field are encapsu-
lated in the two-point correlation function C(êi · êj); all
of the odd higher-point correlation functions are zero,
and the even-point correlation functions can be related
to the two-point function by Wick’s theorem. In general,
a given field can be Gaussian but not SI, or SI but not
Gaussian, or neither. The standard cosmological theory
predicts it to be both.

Much of the information used to construct the current
concordance model has been derived from the examina-
tion of the statistical properties of the CMB tempera-
ture anisotropies on the sky. Following in the footsteps
of the Cosmic Background Explorer (COBE) [1, 2], ex-
periments such as the Wilkinson Microwave Anisotropy
Probe (WMAP) [3–5] have succeeded in measuring the
temperature anisotropies to high precision, engendering
widespread confidence that we have arrived at a convinc-
ing model, based on standard inflationary cosmology, in
which the perturbations are presumably Gaussian and
statistically isotropic.

However, certain anomalies in the linear regime i.e.
low �, have been pointed out and suggest possible devia-
tions from this paradigm. Over a decade ago, the COBE
Differential Microwave Radiometer (COBE-DMR) first
reported a lack of large-angle correlations in the two-
point angular-correlation function, C(θ), of the CMB [6].
This was confirmed by the WMAP team in their anal-
ysis of their first year of data [3], and by some of us in
the WMAP three, five and seven-year data data [7–9],
and further confirmed by independent analyses [10, 11].
The angular two-point function is approximately zero at
scales θ > 60◦ in all wavebands, in contrast to the the-
oretical prediction from the standard inflationary cos-
mology. Such a result is expected in only ∼ 0.03% of
the Gaussian random, isotropic skies based on the stan-
dard inflationary model (and using a statistic suggested
in [3]). This vanishing of C(θ) is unexpected not only
because of its low likelihood (which admittedly has been
defined a posteriori), but for at least four other reasons.
First, missing correlations are inferred from cut-sky (i.e.
masked) maps of the CMB, which makes the results in-
sensitive to assumptions about what lies behind the cut.
Second, what little large-angle correlation does appear
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singularities in the
clear sky" for more
information.)

Maxwell's
multipoles,
Majorana's sphere
and the Cosmic
Microwave
Background?
A real mode on the
sphere can be
defined
democratically using
a unique set of
directions, known as
Maxwell's multipole
vectors. It turns out
that this
representation is a
special case of the
more general
Majorana
representation of
quantum spin. (See
publication "Canonical
representation ..." for
more information.)
The probability
distribution between
directions of these
vectors for gaussian
random spherical
functions can be
calculated using
random polynomials.

Mark Dennis : Home page http://www.phy.bris.ac.uk/people/dennis_mr/highlights.html

9 of 10 8/9/11 6:20 AM

Image credit: Mark Dennis

 

Dr Caroline Zunckel (PhD)

Contact Details

Email:zunckelc@ukzn.ac.za
Office Number: Room 413, Science Block
Address: School of Mathematical Sciences

Room 413, H1 Block
Westville Campus
Durban
South Africa

Telephone: +27-(0)31-2608149
Fax: +27-(0)31-2607806
Home Page:

Research Interests

Dr.  Zunckel's  main  research  interest  is  testing  cosmological
theories  using  observational  data  and  evaluating  whether
extensions  to  the  standard  concordance  model  are  warranted.
More specifically she is interested determining what datasets such
as  the  Baryon  Acoustic  Oscillations  (BAO),  Lyman-alpha  forest,
Cosmic  Microwave  background  (CMB),  galaxy  surveys  and  the
Type  1a  Supernovae  can  tell  us  about  the  nature  fundamental
building blocks  of  the  Universe  (such as  dark  energy and dark
matter) as well as about its beginnings.

People 

Astrophysics and Cosmology Research Unit - University of K... http://www.acru.ukzn.ac.za/people/Caroline_zunckel_formal.html

1 of 2 8/9/11 10:30 AM



!"#$%$&'()*+$,",-.

Figure 2: Some of the LSS surveys that will be used for tests of statistical isotropy. Clockwise from top left

we show the 2MASS, WISE and IRAS galaxy survey maps, as well as the BATSE gamma ray burst map (we

will also consider other surveys, not shown here). All maps are in galactic coordinates except 2MASS which

is in ecliptic coordinates. The WISE map is a simulation (the maps will be released later in 2011 or 2012).

been introduced (by the PI and collaborators) and developed to perform the tests of isotropy.

Figure 2 shows, clockwise from top left, the 2MASS, WISE (simulation) and IRAS galaxy survey
maps, and the BATSE gamma ray burst (GRB) map. All maps are in galactic coordinates except
2MASS which is in ecliptic coordinates. We propose to extend the analysis already performed on
WMAP data to galaxy and GRB surveys, using several complementary approaches. After the galactic
sky cut, these surveys cover about 70-100% of the sky which makes them uniquely suited to study
the largest structures in the universe.

See Fig. 4, further below in this proposal, for preliminary constraints on the dipole magnitude
from the sample of 1637 GRBs from the BATSE catalog obtained by the PI’s graduate student
Cameron Gibelyou.

Statistical Isotropy Defined. Consider a fluctuating field on the sky T (n̂) (the same ar-
guments apply for any field, for example CMB temperature or galaxy density field). The field is
statistically isotropic if its two point correlation function depends only on the separation between
points

�T (n̂)T (n̂�)� = C(n̂ · n̂�). (1)

Fluctuations in the field can, in general, be expanded in terms of spherical harmonics

T (n̂) ≡
∞�

�=0

T� ≡
∞�

�=0

��

m=−�

a�mY�m (n̂) , (2)
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Figure 4: Left panel: Some of the LSS surveys that will be used for tests of statistical isotropy. Clockwise from top left

we show the 2MASS, WISE and IRAS galaxy survey maps, as well as the BATSE gamma ray burst map. All maps are

in galactic coordinates except 2MASS which is in ecliptic coordinates. The WISE map is a simulation (the maps will

be released in 2012). Right panel: Preliminary constraints on the modulating dipole amplitude from the BATSE data,

marginalized over all directions d̂ on the sky, and produced using our ’Approach II’ (see text). The dipole amplitude is

consistent with zero, and the 95% upper limit is A < 0.136. From Gibelyou, Huterer & Fang, in preparation.

cosmological model. We will generate a very large number (� 105) of Gaussian random, isotropic

maps, select those that exhibit the missing power at large scales (recall, this is only about 0.03% of

the total), and examine the polarization power in these maps. This work will be done in collaboration

with C. Copi, G. Starkman and D. Schwarz. This will clarify to what extent polarization can be used

to confirm or rule out chance as the reason for the observed missing power.

Systematic error control. As in tests of primordial non-Gaussianity, our primary concern in

studies of statistical isotropy will be to account for the systematic errors, and estimate how accurately

they need to be controlled in order to enable accurate tests of cosmology.

For each of the surveys we will consider (2MASS, BATSE, ROSAT, WISE, etc), the details of the

selection function will be accounted for. In addition to including the survey masks, we will study the

results as a function of galactic latitude, source redshift, nature of the source (point-sources, extended

sources, galaxy clusters, etc), and other control parameters.

Arguably the most systematics-free probe are the gamma-ray bursts, which can be seen in all

directions in the sky, and are not expected to be significantly blocked by the Galactic plane. Moreover,

the GRB localization uncertainty, which is of order several degrees, introduces only small errors as

we are interested at very large features in the distribution of GRBs. While the number of GRBs is

significantly smaller than the number of galaxies (a few thousand for the former, orders of magnitude

larger for the latter), it should be sufficient for our analyses of large scales. A more worrisome effect
is confusion of GRBs with Soft Gamma-ray Repeaters, which is expected to be more significant near

the Galactic plane. The mathematical formalism we are using allows arbitrary sky coverage, and our

first systematic test will be to study how the results change as we cut out progressively wider regions

around the Galactic plane from the analysis.

Infrared (and optical) surveys, such as 2MASS, IRAS and WISE, have their own set of systematics

which are most conveniently quantified as separate foregrounds. These foregrounds can often be

13

And: DES, BigBOSS, LSST, .......

2MASS WISE

IRAS



Friday May 13th, 2011  
   
8:30 AM Breakfast in 337 West Hall  
   
9:00 AM Gordon Kane (University of Michigan) Welcome

9:10 AM Sabino Matarrese (Universita di Padova) Probing Primordial Non-Gaussianities
with Large-Scale Structure Data

9:40 AM Xingang Chen (Cambridge University)
Primordial features and
non-Gaussianities as evidence for
inflation

10:00 AM Leonardo Senatore (Stanford University) The effective field theory of Inflation and
Multifield Inflation

   
10:20 AM Morning Coffee Break in 337 West Hall
   

10:50 AM Misao Sasaki (Kyoto University) Delta N Formalism and Superhorizon
Curvature Perturbation

11:20 AM Justin Khoury (University of Pennsylvania) Scale Invariance from Conformal
Invariance

11:40 AM Daniel Chung (University of Wisconsin) Isocurvature Perturbations and NG from
Nonthermal Dark Matter

2:00 PM Marco Peloso (University of Minnesota) Large NG in Axion Inflation
   
12:20 PM Lunch  
   
2:00 PM Chris Byrnes (Bielefeld University) Scale dependent Non-Gaussianity
2:20 PM Paul Shellard (Cambridge University) CMB Non-Gaussianity: Modal Methods
2:40 PM James Fergusson (Cambridge University) Applications of Modal Methods

3:00 PM Michele Liguori (Cambridge University) A Model Bispectrum Estimator for the
CMB Bispectrum

   
3:20 PM Refreshments and Coffee in 337 West Hall
   
3:50 PM Jun'ichi Yokoyama (University of Tokyo) G-inflation and its Non-Gaussianity

4:10 PM Kazuya Koyama (University of
Portsmouth) Non-Gaussianity from DBI Galileons

   
4:30 PM Canoeing @ Huron River  
   
   
Saturday May 14th, 2011  
   
8:30 AM Breakfast in 337 West Hall  

  

9:00 AM Licia Verde (Universitat de Barcelona) General Non-Gaussian Shapes in
Large-Scale Structure

9:30 AM Fabian Schmidt (Caltech) Peak-background Split and Primordial
Non-Gaussianity

   

Cosmological Non-Gaussianity Workshop May 2011 http://www.umich.edu/~mctp/SciPrgPgs/events/2011/CosmoNo...
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10:00 AM Morning Coffee Break in 337 West Hall
   

10:30 AM Roman Scoccimarro (New York University) Probing Primordial Non-Gaussianity
with Large-Scale Structure

10:50 AM Shirley Ho (UC Berkeley) Large-Scale Clustering, Systematics, and
NG

11:10 AM Carlos Cunha (University of Michigan) The Dark Energy Survey and Primordial
Non-Gaussianity

11:30 AM Kendrick Smith (Princeton University) Halo Clustering with fNL, gNL, and
tau_NL

11:50 AM Raphael Flauger (Yale University) Resonant Non-Gaussianity
12:10 PM Discussion  
   
12:20 PM Lunch  
   

2:00 PM

Machine-Gun session:
Anthony Pullen (Caltech)
Emanuela Dimastrogiovanni (Padova)
Tsz-Yan Lam (IPMU)
Annalisa Pillepich (UC Santa Cruz)
Tobias Baldauf (University of Zurich)
Heike Modest (MPE)
Peter Adshead (University of Chicago)
Navin Sivanandam (University of Texas)
Joel Meyers (University of Texas)
Ivan Agullo (Penn State University)
Jonathan Ganc (University of Texas)
Guido d'Amico (New York University)
Amjad Ashoorion (Uppsala University)
Qingqing Mao (Vanderbilt University)
Nico Hamaus (University of Zurich)
Adam Becker (University of Michigan)

 

  

  

   
3:10 PM Discussion  
   
3:30 PM Refreshments and Coffee in 337 West Hall
   

4:00 PM Donghui Jeong (Caltech) Pg(k) near Horizon scales: galaxy bias in
general relativity and effective fNL

4:20 PM Jaiyul Yoo (University of Zurich) General Relativistic Description of the
Observed Galaxy Power Spectrum

4:40 PM Paolo Creminelli (ICTP) Galilean symmetry in the effective
theory of inflation

5:00 PM Eugene Lim (Cambridge University) Can we ever detect tensor
non-Gaussianities?

   
6:30 PM Reception and Dinner @ Art Museum  
   
   
Sunday May 15th, 2011  
   

Cosmological Non-Gaussianity Workshop May 2011 http://www.umich.edu/~mctp/SciPrgPgs/events/2011/CosmoNo...
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8:30 AM Breakfast in 337 West Hall  
   

9:00 AM Emiliano Sefusatti (Institut de Physique
Theorique)

Primordial Non-Gaussianity & the
Galaxy Bispectrum

9:20 AM Vincent Desjacques (University of Zurich) Non-Gaussian bias from
peak-background split

9:40 AM Eiichiro Komatsu (University of Texas) Non-Gaussianity Consistency Relation
for Multi-field Inflation

   
10:00 AM Morning Coffee Break in 337 West Hall
   
10:30 AM Sarah Shandera (Perimeter Institute) New observational power from halo bias

10:50 AM Cristiano Porciani (University of Bonn) Primordial Non-Gaussianity and the
Large-Scale Structure of the Universe

11:10 AM Marilena Loverde (Institute for Advanced
Study)

Halo Mass Function with fNL, gNL, and
tau_NL Loverde

11:30 AM Naoshi Sugiyama (Nagoya University) Effect of Kurtosis-Type of Primordial
NG on Halo Mass Function

11:50 AM Christophe Ringeval (Universite Catholique
de Louvain)

Non-Gaussianities from cosmic strings in
scaling

12:10 PM Discussion  
   
12:20 PM Lunch  
   

2:00 PM Gary Shiu (University of Wisconsin) Effective Field Theory and Decoupling
in Multifield Inflation

2:20 PM Aashay Kumar (University of Michigan) Non-Gaussianity and Scale Dependence
Kumar

2:40 PM Enrico Pajer (Cornell University) Dante's Inferno
   
3:00 PM Refreshments and Coffee in 337 West Hall
   

3:30 PM Neil Barnaby (U. of Minnesota) Probing the Inflaton Coupling to Matter
with NG

3:50 PM Louis LeBlond (Perimeter Institute) Beyond the Bispectrum: N-point
functions for large N

4:10 PM Takahiro Tanaka (Kyoto University) IR Effects on Cosmological Perturbation

4:30 PM Christoph Raeth (MPE) Probing Scale-dep NG in the WMAP
Data Using Surrogates

4:50 PM Scott Watson (Syracuse) Summary and Closing Remarks
5:00 PM End of workshop  

 
Sponsored by and

Cosmological Non-Gaussianity Workshop May 2011 http://www.umich.edu/~mctp/SciPrgPgs/events/2011/CosmoNo...
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Very popular topic recently 
e.g. 56 talks at Michigan workshop on NG, May 2011:

2. Primordial non-Gaussianity



Standard Inflation, with...

1. a single scalar field

2. the canonical kinetic term

3. always slow rolls

4. in Bunch-Davies vacuum

5. in Einstein gravity

produces unobservable NG

Therefore, measurement of nonzero NG would
point to a violation of one of the assumptions above

e.g. X. Chen, Adv. Astronomy, 2010;  Komatsu et al, arXiv:0902.4759



Salopek & Bond 1990;  Verde et al 2000; Komatsu & Spergel 2001; Maldacena 2003

Φ = ΦG + fNL

�
Φ2

G − �Φ2
G�

�Commonly used “local” model of NG

T1
T2

T3

B(k1, k2, k3) ∼ fNL [P (k1)P (k2) + perm.]
Then the 3-point function is related to fNL via (in k-space)

NG from 3-point correlation function



fNL= -5000

fNL= +5000 fNL= +500

fNL= -500
fNL= 0

Using publicly available NG maps by Elsner & Wandelt
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Figure 3: Plot of the function F (1, x2, x3) x2
2x

2
3 for non-Gaussianities generated by higher derivative

interactions (12) and in the DBI model of inflation [20, 21]. The figure is normalized to have value
1 for equilateral configurations x2 = x3 = 1 and set to zero outside the region 1− x2 ≤ x3 ≤ x2.

Ghost inflation
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Figure 4: Plot of the function F (1, x2, x3) x2
2x

2
3 for ghost inflation (13). The figure is normalized

to have value 1 for equilateral configurations x2 = x3 = 1 and set to zero outside the region
1 − x2 ≤ x3 ≤ x2.

We see that the fudge factor is proportional to the cosine between the distributions. This suppression
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3-pt correlation function of CMB anisotropy 
⇒ direct window into inflation

k1 k2

k3

k1 k2

k3

“local”
(eg. from

sharp features 
in V(φ))

“equilateral”
(eg. higher-derivative

action)

Babich, Creminelli & Zaldarriaga 2004

Local
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Figure 1: Plot of the function F (1, x2, x3) x2
2x

2
3 for the local distribution (6). The figure is

normalized to have value 1 for equilateral configurations x2 = x3 = 1 and set to zero outside the
region 1− x2 ≤ x3 ≤ x2.

Slow roll
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Figure 2: Plot of the function F (1, x2, x3) x2
2x

2
3 for the usual slow-roll inflation (9) with ε = η =

1/30. The figure is normalized to have value 1 for equilateral configurations x2 = x3 = 1 and set to
zero outside the region 1− x2 ≤ x3 ≤ x2.

It is interesting to rewrite the definition of f(F ) as

f(F ) =
F · Flocal

Flocal · Flocal
= cos(F,Flocal)

(

F · F
Flocal · Flocal

)1/2

. (21)

8

e.g. Luo & Schramm 1993



Brief history of NG measurements: 1990’s

Early 1990s;  COBE:  Gaussian CMB sky (Kogut et al 1996)

1998; COBE: claim of NG at l=16 equilateral bispectrum
(Ferreira, Magueijo & Gorski 1998)

but explained by a known systematic effect!
(Banday, Zaroubi & Gorski 1999)

(and anyway isn’t unexpected given all
bispectrum configurations you can measure;
Komatsu 2002)

Bispectrum

N
u

m
be
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Brief history of NG measurements: 2000’s

Pre-WMAP CMB: all is gaussian (e.g. MAXIMA; Wu et al 2001)

WMAP pre-2008: all is gaussian 
(Komatsu et al. 2003; Creminelli, Senatore, Zaldarriaga & Tegmark 2007)

-36 < fNL < 100   (95% CL)

Dec 2007, claim of NG in WMAP
(Yadav & Wandelt arXiv:0712.1148)

27 < fNL < 147   (95% CL)

The generalized estimator is given by

 f̂ NL ! Ŝprim " Ŝlinearprim

N
; (3)

where N is the normalization factor and Ŝprim and Ŝlinearprim are
the so called trilinear and linear term of the estimator,
respectively. The trilinear term captures the bispectrum
information about fNL while the linear term has vanishing
expectation and is designed to reduce the scatter in the
trilinear term induced by the foreground mask and
WMAP’s anisotropic scan strategy.

Although our estimator [17] can utilize both the tem-
perature and E-polarization information of the cosmic
microwave background (CMB) to constrain primordial
non-Gaussianity, we have used only temperature informa-
tion of the WMAP 3-year data. For the analysis we used
various combinations of 8 channels of WMAP 3-year raw
data: Q1, Q2, V1, V2, W1, W2, W3, and W4. For all the
simulations we used the WMAP 3-year maps in HEALPIX
format with Npix ! 3 145 728 pixels. We focused on the V
and W bands, which are the main WMAP CMB science
channels suffering least from foreground contamination.
We also applied our estimator to Q and Q" V "W to
assess sensitivity to foregrounds.

We performed Monte Carlo simulations to assess the
statistical significance and errors of our fNL estimates. For
example for the Q" V "W coadded simulated map, we
first simulated 8 Gaussian maps using the noise and beam
properties of the corresponding 8 channels. Then a single
map was obtained by pixelwise averaging of these 8 maps.
The same procedure was followed to obtain simulated
coadded maps of the other channel combinations. The
SAB and SBB weight maps for the linear estimator [15]
were obtained using 800 Monte Carlo simulations that
include the WMAP noise and foreground masks.

Figure 1 shows the measured value of the nonlinear
coupling parameter fNL for 4 combinations of coadded
frequency channels (Q" V "W, V "W, V, and W) as a
function of maximum multipole ‘max used in the analysis.
All the analyses in this figure use the Kp0 mask. The figure
shows the 95% C.L. error bars derived from Monte Carlo
simulations.

For the coadded V "W map there is evidence of pri-
mordial non-Gaussianity at more than 95% C.L. for all
‘max > 450. For the coadded Q" V "W map there is a
detection of primordial non-Gaussianity at more than 95%
C.L. for all ‘max > 500. Residual suboptimality of our
estimator results in a larger error bar for the Q" V "W
combination compared to the V "W combination.

Using the coadded V "W channel with ‘max ! 750, we
find

 27< fNL < 147 #at 95%C:L:$: (4)

This rules out the null hypothesis of Gaussian primordial
perturbations at 2:8!.

Our analysis provides the most information to date on
the primordial non-Gaussianity of the local type. For the
sake of comparison with the previous best result in the
literature ( % 36< fNL < 100, for the coadded Q" V "
W map at the 2! level for ‘max & 400 [16,18,19]), our
constraints using the coadded Q" V "W map truncated
at ‘max ! 400 are: %20:84< fNL < 83:4 (at 95% C.L.).
We may conclude that the additional information uncov-
ered by the Yadav et al. estimator [17] at ‘ > 400 is
important for our result. As calculated by Creminelli
et al. [20] and verified in simulation by [21], there is a
contribution to the estimator variance due to nonzero fNL.
This widens the confidence interval of the estimator by 3%.
It does not, however, modify the significance of our rejec-
tion of the Gaussian null hypothesis.

Interpretation.—A detection of non-Gaussianity has
profound implications on our understanding of the early
Universe. We will now argue based on an extensive suite of
null tests and theoretical modeling that our results are not
due to any known systematic error, foregrounds, or sec-
ondary anisotropy.

Since our estimator is based on three-point correlations,
any mis-specification of the WMAP noise model would not
bias our estimator, since Gaussian instrument noise has a
vanishing three-point function. Similarly, if the CMB were
Gaussian, asymmetric beams cannot create non-Gauss-
ianity. Beam far-side lobes can produce a small level of
smooth foreground contamination at high galactic latitude
[22] at ‘ ' 10. This effect has been corrected in the 3-year
maps [23]. Since our signal is not frequency dependent this
is clearly not a dominant effect. Even so, we checked for
this or any other large scale anomaly by deleting modes
with ‘ ' 20 from our analysis. We find that our estimate
increases to fNL ! 135( 96 at (95% C.L.), leaving the
statistical significance of our signal at a similar level.

FIG. 1 (color). We show the measured value of the nonlinear
coupling parameter fNL using WMAP 3-year raw maps, and the
corresponding 95% error bars derived from the Gaussian simu-
lations. For this analysis the WMAP Kp0 mask was used. The
analysis is done for 4 combinations of the frequency channels:
coadded Q" V "W, coadded V "W, V, and W.
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TABLE 11
Estimatesa and the corresponding 68% intervals of the primordial

non-Gaussianity parameters (f local
NL , fequil

NL , forthog
NL ) and the point

source bispectrum amplitude, bsrc (in units of 10−5 µK3 sr2), from the
WMAP 7-year temperature maps

Band Foregroundb f local
NL fequil

NL forthog
NL bsrc

V+W Raw 59 ± 21 33 ± 140 −199 ± 104 N/A
V+W Clean 42 ± 21 29 ± 140 −198 ± 104 N/A
V+W Marg.c 32 ± 21 26 ± 140 −202 ± 104 −0.08 ± 0.12
V Marg. 43 ± 24 64 ± 150 −98 ± 115 0.32 ± 0.23
W Marg. 39 ± 24 36 ± 154 −257 ± 117 −0.13 ± 0.19

aThe values quoted for “V+W” and “Marg.” are our best estimates from
the WMAP 7-year data. In all cases, the full-resolution temperature maps at
HEALPix Nside = 1024 are used.
bIn all cases, the KQ75y7 mask is used.
c“Marg.” means that the foreground templates (synchrotron, free-free, and

dust) have been marginalized over. When the foreground templates are
marginalized over, the raw and clean maps yield the same fNL values.

We use the V- and W-band maps at the HEALPix res-
olution Nside = 1024. As the optimal estimator weights
the data optimally at all multipoles, we no longer need
to choose the maximum multipole used in the analysis,
i.e., we use all the data. We use both the raw maps (be-
fore cleaning foreground) and foreground-reduced (clean)
maps to quantify the foreground contamination of fNL
parameters. For all cases, we find the best limits on fNL

parameters by combining the V- and W-band maps, and
marginalizing over the synchrotron, free-free, and dust
foreground templates (Gold et al. 2010). As for the mask,
we always use the KQ75y7 mask (Gold et al. 2010).

In Table 11, we summarize our results:

1. Local form results. The 7-year best estimate of
f local

NL is

f local
NL = 32 ± 21 (68% CL).

The 95% limit is −10 < f local
NL < 74. When

the raw maps are used, we find f local
NL = 59 ±

21 (68% CL). When the clean maps are used, but
foreground templates are not marginalized over,
we find f local

NL = 42 ± 21 (68% CL). These results
(in particular the clean-map versus the foreground
marginalized) indicate that the foreground emis-
sion makes a difference at the level of ∆f local

NL ∼ 10.
We find that the V+W result is lower than the
V-band or W-band results. This is possible, as
the V+W result contains contributions from the
cross-correlations of V and W such as 〈VVW〉 and
〈VWW〉.

2. Equilateral form results. The 7-year best esti-
mate of f equil

NL is

f equil
NL = 26 ± 140 (68% CL).

The 95% limit is −214 < f equil
NL < 266. For f equil

NL ,
the foreground marginalization does not shift the
central values very much, ∆f local

NL = −3. This
makes sense, as the equilateral bispectrum does not
couple small-scale modes to very large-scale modes
l ! 10, which are sensitive to the foreground emis-
sion. On the other hand, the local form bispectrum
is dominated by the squeezed triangles, which do
couple large and small scales modes.

3. Orthogonal form results. The 7-year best esti-
mate of forthog

NL is

forthog
NL = −202 ± 104 (68% CL).

The 95% limit is −410 < forthog
NL < 6. The fore-

ground marginalization has little effect, ∆f local
NL =

−4.

As for the point-source bispectrum, we do not detect
bsrc in V, W, or V+W. In Komatsu et al. (2009b), we
estimated that the residual sources could bias f local

NL by
a small positive amount, and applied corrections using
Monte Carlo simulations. In this paper, we do not at-
tempt to make such corrections, but we note that sources
could give ∆f local

NL ∼ 2 (note that the simulations used by
Komatsu et al. (2009b) likely overestimated the effect of
sources by a factor of two). As the estimator has changed
from that used by Komatsu et al. (2009b), extrapolating
the previous results is not trivial. Source corrections to
f equil

NL and forthog
NL could be larger (Komatsu et al. 2009b),

but we have not estimated the magnitude of the effect
for the 7-year data.

We used the linear perturbation theory to calculate
the angular bispectrum of primordial non-Gaussianity
(Komatsu & Spergel 2001). Second-order effects (Pyne
& Carroll 1996; Mollerach & Matarrese 1997; Bartolo
et al. 2006, 2007; Pitrou 2009a,b) are expected to give
f local

NL ∼ 1 (Nitta et al. 2009; Senatore et al. 2009a,b;
Khatri & Wandelt 2009a,b; Boubekeur et al. 2009; Pitrou
et al. 2008) and are negligible given the noise level of the
WMAP 7-year data.

Among various sources of secondary non-Gaussianities
which might contaminate measurements of primordial
non-Gaussianity (in particular f local

NL ), a coupling be-
tween the ISW effect and the weak gravitational lensing
is the most dominant source of confusion for f local

NL (Gold-
berg & Spergel 1999; Serra & Cooray 2008; Hanson et al.
2009; Mangilli & Verde 2009). While this contribution
is expected to be detectable and bias the measurement
of f local

NL for Planck, it is expected to be negligible for
WMAP: using the method of Hanson et al. (2009), we
estimate that the expected signal-to-noise ratio of this
term in the WMAP 7-year data is about 0.8. We also
estimate that this term can give f local

NL a potential posi-
tive bias of ∆f local

NL ∼ 2.7. Calabrese et al. (2009) used

Future: much better constraints expected, σ(fNL)<O(10) with Planck

Current constraints from WMAP



Galaxy cluster counts’ sensitivity to NG

Lots of effort in the community to calibrate
the non-Gaussian mass function - 

dn/dlnM(M, z) - of DM halos
(analytic extensions of Press-Schechter + simulations)

δρ/ρ

P(δρ/ρ) NG initial PDF
⇒ sensitivity to counts

“on the tail”



Unfortunately, cluster counts are weakly 
sensitive to NG

NG/Gaussian mass function ratios:
for fixed M, more sensitivity 

at higher redshift

Smith & LoVerde 2011; Pillepich, Porciani and Hahn 2009;
many others going back to 1990s

(a) (b)

(c) (d)

Figure 2: Comparison of the Edgeworth (Eq. (33)) and log-Edgeworth (Eq. (35)) mass functions for

non-Gaussian initial conditions with nonzero fNL and τNL. For τNL = (65fNL)2 (i.e. perturbations

generated entirely by the curvaton) they both provide reasonably good fits. For τNL = 2(65fNL)2

(i.e. equal power from the curvaton and inflaton) the log-Edgeworth mass function is in better

agreement.

11

e.g. Sefusatti et al. 2007 forecasted the depressing  σ(fNL)=145 from SDSS
e.g. σ(fNL)=450 measured from SPT (Williamson et al 2010)

Nevertheless, it is true that a (large) amount of (local 
model) NG can boost the number of ‘pink elephant’ clusters



Hoyle, Jimenez & Verde (2010); 
Cayon, Gordon & Silk (2010); 
Holz & Perlmutter 2010

High-z, high-M - ”pink elephant” - clusters of galaxies

•SPT-CL J0546-5045:  z=1.067, M≈(8.0±1.0)·1014 Msun

•XMMU J2235.3-2557: z=1.39,  M≈(8.5±1.7)·1014 Msun

•SPT-CL J2106-8544:  z=1.132, M≈(1.3±0.2)·1015 Msun

Some authors have claimed the existence of these clusters is in 
conflict with LCDM, but can be explained with (huge; fNL∼500) 

non-Gaussianity4 Foley et al.

Fig. 1.— SPT-CL J2106-5844 at millimeter, optical, and infrared wavelengths. Left: The filtered SZ significance map derived from

multi-band SPT data. The frame subtends 12� × 12�. The negative trough surrounding the cluster is a result of the filtering of the time

ordered data and maps. Right: LDSS3 optical and Spitzer/IRAC mid-infrared gi[3.6] (corresponding to BGR channels) images. The frame

subtends 4.�8 × 4.�8. The white contours correspond to the SZ significance from the left-hand panel. The circles mark spectroscopically

confirmed cluster members, where green indicates quiescent, absorption-line member galaxies and cyan indicates an active, emission-line

member galaxy. Some spectroscopic member galaxies are outside the FOV for this image.

Fig. 2.— Color-magnitude diagram (J − [3.6] vs. [3.6]) for galax-
ies within the IRAC FOV. Suspected red-sequence cluster members

are plotted in red. Lower-probability, but potential cluster mem-

bers are plotted in blue. Spectroscopic members are plotted as

stars, where the red stars correspond to passive galaxies and the

blue star represents an emission-line galaxy. Additional galaxies

in the field are plotted as black points. The size of the symbol is

inversely proportional to the distance to the center of the cluster

as determined by the clustering of the red-sequence galaxies. Our

5-σ limits are plotted as dotted lines. A red-sequence model cor-

responding z = 1.132 is represented as the solid black lines with a

representative L∗ galaxy represented by the black diamond.

luric line removal were performed using the well-exposed
continua of spectrophotometric standard stars (Wade &

Horne 1988; Foley et al. 2003).
Three independent redshift determinations were per-

formed using a cross-correlation algorithm (IRAF
RVSAO package; Kurtz & Mink 1998), a template fit-
ting method (SDSS early-type PCA templates), and a
χ2 minimization technique by comparing to galaxy tem-
plate spectra. There were only minor differences in the
final results from the three methods. In total, we have
obtained secure redshifts, consistent with membership in
a single cluster, for 18 galaxies. Two of these galaxies
have obvious [O II] emission, while the others have SEDs
consistent with passive galaxies with no signs of ongoing
star formation.
A 3-σ clipping was applied around the peak in redshifts

to select spectroscopic cluster members. Representative
spectra of cluster members and a redshift histogram of
cluster members are presented in Figure 3. Redshift in-
formation for cluster members is presented in Table 1. A
single galaxy was observed and has a secure redshift from
both Magellan and VLT. Although the VLT spectrum
shows clear Ca H&K absorption lines and the Magel-
lan spectrum only shows the D4000 break, the measured
redshifts are consistent.
A robust biweight estimator was applied to the

spectroscopic sample to determine a mean redshift of
z = 1.131+0.002

−0.003 and a velocity dispersion of σv =
1230+270

−180 km s−1. The uncertainty in both quantities
is determined through bootstrap resampling. Since the
dynamics of passive and star-forming galaxies within
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Mortonson, Hu & Huterer: arXiv:1004.0236  

Are the pink elephants in conflict with 
LCDM?!

1. Sample variance - the Poisson noise in counting rare 
objects in a finite volume

2. Parameter variance - uncertainty due to fact that current 
data allow cosmological parameters to take a range of values

3. Eddington bias - mass measurement error will 
preferentially ‘scatter’ the cluster into higher mass

4. Survey sky coverage - needs to be fairly assessed

4 things to account for:

N.B. If a cluster rules out LCDM, it will rule out quintessence too!
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Effects of primordial NG 
on the bias of virialized objects



Same initial conditions, different fNL 
Slice through a box in a simulation Npart=5123, L=800 Mpc/h

fNL=-5000

fNL=-500

fNL=0

fNL=+500

fNL=+5000
375 Mpc/h

80
 M

pc
/h

 Under-dense region evolution 
decrease with fNL

 Over-dense region evolution 
increase with fNL

Simulations with nongaussianity (fNL)

Dalal, Doré, Huterer & Shirokov, arXiv:0710.4560, PRD 2008



Simulations and theory both say:  large-scale bias is scale-independent 
(theorem if halo abundance is function of local density)

figure credit: Bill Keel

Ph(k, z) = b2(k, z)PDM(k, z)

Does galaxy/halo bias depend on NG?



Scale dependence of NG halo bias!

b(k) = bG + fNL
const
k2

Dalal, Doré, Huterer & Shirokov 2008



Implications:

∆b(k) = fNL(bG − 1) δc
3 ΩMH

2
0

T (k)D(a)k2

Dalal et al. 2008;  Matarrese & Verde; Slosar et al; Afshordi & Tolley; Desjacques et al; 
Grossi et al; McDonald; Desjacques, Jeong & Schmidt 2011

‣ Unique 1/k2 scaling of bias; no free parameters

‣ Distinct from effect of other cosmo parameters

‣ Straightforwardly measured (clustering of any type of 
halo autocorrelation, cross-correlation with CMB,...

‣ Derived theoretically several different ways

‣ Extensively tested with numerical simulations; good 
agreement found



Analytic and numerical 
results agree: ∆b(k) = 2 bLfNLδc

3
2

ΩMH
2
0

T (k)D(a)k2

Dalal et al 2008
Desjacques et al 2009

Grossi et al. 2009



fNL = 8 +/- 30 (68%, QSO)      

fNL = 23 +/- 23 (68%, all)      

Future data forecasts for LSS: σ(fNL) ≈ O(few)  
(at least?) as good as, and highly complementary, to Planck CMB

Slosar et al. 2008

Constraints from current data: SDSS



Nongaussianity form clustering of galaxy clusters

Covariance (i.e. clustering) between very distant clusters of 
galaxies is especially sensitive to primordial nongaussianity

Improvement relative to counts alone: 2-3 orders of magnitude 
in accuracy

Improvement relative to variance of counts: >1 order of 
magnitude in accuracy

In other words:
Good: Counts (d2N/dzdΩ = r2(z)/H(z))
Better: Variance (of counts in cells)
Best: Covariance (of counts in cells)

Cunha, Huterer & Doré 2010

N.B. calculation is 
numerically demanding 

even at the Fisher matrix level



Cunha, Huterer & Doré 2010

NG can survive marginalization over numerous systematic effects
e.g:

- relation of mass of cluster and its observable quantity (T, flux, etc)
- redshift evolution of bias

Nongaussianity form clustering of galaxy clusters

Dark Energy Survey cluster forecasts

sance parameters (both halo bias and mass-observable).
We see that the change in the constraints from combined
counts3 and clustering is even more remarkable than the
unmarginalized constraints shown in the right panel. The
full clustering covariance yields about 1 order of magni-
tude better constraints than if only the variance is used. As
we shall see, this fractional improvement remains even
when we include nuisance parameters.

Tables II and III show fNL constraints using the variance
of cluster counts, and the full covariance, respectively. The
results assumed Planck priors on the cosmological parame-
ters, 10 nuisance parameters describing the mass-
observable relation, and 3 nuisance parameters describing
uncertainties in the Gaussian halo bias.

Comparing the last columns of Tables II and III, we see
that the countsþ covariance combination yields about an
order of magnitude improvement over simply using
countsþ variance. For the countsþ variance, the uncer-
tainties in the halo bias parameters are the main source of
degradation to fNL constraints. Without the information
from large separations provided by the full covariance, the
Fisher matrix cannot disentangle the effects due to the
Gaussian bias from the fNL contribution. When the full

covariance is used (cf. Table III), the errors in the mass-
observable relation are the dominant source of degradation.
Marginalizing over all nuisance parameters, assuming flat
priors, yields a degradation of "3 in !ðfNLÞ. This is not
large, considering we added 13 nuisance parameters, but
not negligible either. Even modest prior information can
improve the marginalized constraints significantly.
There are two principal reasons for the strong improve-

ment of errors when the covariance is added:
(1) The strong scale dependence of the bias as a func-

tion implies that most signal comes from the cova-
riances, since the covariances have longer lever
arms in k than the variance alone (and are much
more sensitive than counts which only depend on
non-Gaussianity via the mass function);

(2) The signature of fNL in the covariance is unique, as
no other cosmological parameter leads to a similar
effect—therefore, the degeneracy with other cosmo-
logical parameters is very small, as first noted by
[35].

Comparing the fNL constraints for the full covariance for
fixed nuisance parameters (Table III) to the unmarginalized
constraints (Table I), we see that degeneracies with cos-
mological parameters only result in a small degradation of
fNL constraints (from 1.7 to 1.8).
Tables II and III also show the constraints obtained using

counts alone, or (co)variance by itself. The information
about fNL from the counts is very degenerate with the
cosmological and nuisance parameters. The ‘‘1’’ symbols

TABLE III. Marginalized constraints on fNL and dark energy with cluster counts, covariance of the counts, and the two combined.
The fiducial case assumes 5 bins in mass and redshift each with a mass threshold Mth ¼ 1013:7, maximum redshift zmax ¼ 1:0, and
other assumptions as in the text. Assumptions about the nuisance parameters are varied, and are shown in the first two columns. Entries
with 1 indicate that the method was unable to constrain the parameters.

Marginalized errors—Full Covariance
Nuisance parameters Counts Covariance Countsþ Covariance

Halo bias Mobs !ð!DEÞ !ðwÞ !ðfNLÞ !ð!DEÞ !ðwÞ !ðfNLÞ !ð!DEÞ !ðwÞ !ðfNLÞ
Marginalized Marginalized 1 1 1 1 1 1 0.069 0.23 6:0
Known Marginalized 0.097 0.33 2:1& 103 0.13 0.43 12 0.065 0.22 5:4
Marginalized Known 1 1 1 0.099 0.34 7:0 0.0036 0.014 3:8
Known Known 0.0051 0.023 94 0.042 0.13 5:1 0.0036 0.014 1:8

TABLE II. Marginalized constraints on fNL and dark energy with cluster counts, variance of the counts, and the two combined. The
fiducial case assumes 5 bins in mass and redshift each with a mass threshold Mth ¼ 1013:7, maximum redshift zmax ¼ 1:0, and other
assumptions as in the text. Assumptions about the nuisance parameters are varied, and are shown in the first two columns. Entries with
1 indicate that the method was unable to constrain the parameters.

Marginalized errors—Variance only
Nuisance parameters Counts Variance Countsþ Variance

Halo bias Mobs !ð!DEÞ !ðwÞ !ðfNLÞ !ð!DEÞ !ðwÞ !ðfNLÞ !ð!DEÞ !ðwÞ !ðfNLÞ
Marginalized Marginalized 1 1 1 1 1 1 0.075 0.25 55
Known Marginalized 0.095 0.32 3:4& 103 1 1 1 0.061 0.21 27
Marginalized Known 1 1 1 0.077 0.26 98 0.0037 0.016 44
Known Known 0.0046 0.021 91 0.053 0.18 67 0.0035 0.014 19

3The slight degradation in fNL constraints from counts seen in
the right panel is real, and is due to adding the (positive)
covariance matrix elements to the counts noise; see the first
term on the right-hand side of Eq. (11). Using the full covariance
therefore yields very slightly worse constraints.

PRIMORDIAL NON-GAUSSIANITY FROM THE . . . PHYSICAL REVIEW D 82, 023004 (2010)

023004-7

Counts (1-pt function) mainly probe DE parameters
Covariance (2-pt function) mainly probes fNL



Scale-dependent nongaussianity?
Generalized local ansatz

 Motivated by single- and multi-field inflation ⇒ see Shandera talk

 In general, even if you are considering standard single-field inflation, 
interactions may lead to scale-dependence of fNL

Φ(x) = φG(x) + fNL

�
φ2

G(x) − �φ2
G�

�(Usual) local model...

...we generalize to a scale dependent (non-local) model

Φ(k) = φG(k) + fNL(k)
�

d3k�

(2π)3
φG(k�)φG(k − k�)

Φ(x) = φG(x) + fNL(x)∗
�
φ2

G(x) − �φ2
G�

�

Becker, Huterer & Kadota,2011 + in prep.



A complete basis for fNL(k): piecewise-constant bins

Given this basis, projecting forecasts onto any 
parametrized fNL(k) model is now trivial

Warning, however: theoretical predictions are uncertain and 
(always!) have to be checked with simulations first

Measurement forecasts 
from 

DES-type survey

Becker, Huterer & Kadota 2011



CMB, LSS, and 
CMB+LSS forecasts

fNL(k) = fNL(k∗)

�
k

k∗

�nf

Becker, Huterer & Kadota in prep.



fNL= -5000

fNL= +5000 fNL= +500

fNL= -500
fNL= 0

fNL= -5000

375 Mpc/h

80
 M

pc
/h

fNL= -500

fNL= 0

fNL= +500

fNL= +5000

CMB+LSS:  Cosmic Complementarity
different observations  on different scales with different systematics

but measuring the same fundamental quantities

CMB LSS
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