central to all forms of Hirschsprung disease, although mutations in its coding regions have only been identified in 40% of linked families. Although the genes at the other two loci were not identified in this study, the authors suggest that they are modifiers of RET expression. The success of this and several other studies demonstrates that it is possible to identify susceptibility loci in complex genetic diseases using whole-genome-scanning approaches, especially in diseases where accurate phenotypic discrimination among subtypes is possible. (Gabriel, S. B. et al. [2002] Nat. Genet. DOI: 10.1038/ng868) AP

Localizing the proteome
The first proteome-scale analysis of protein localization within a eukaryote has been published. By epitope-tagging more than half of the Saccharomyces cerevisiae proteome, Kumar et al. localized 2744 yeast proteins to regions within the cell. They extrapolated their data using a Bayesian algorithm, and defined the location of all 6100 yeast proteins – what they term the ‘localizome’. Of the proteins in the localizome, about 1000 are transmembrane proteins, and the rest are soluble. Of the ~27% of proteins that are nuclear or nucleolar, more than a third are associated in diseases where accurate phenotypic discrimination among subtypes is possible.

A report by Rideout et al provides a ‘proof of principle’ that therapeutic cloning combined with gene therapy is a feasible approach to treat genetic disease. Tail tip cells from Rag2 recombinase negative mice, which lack mature B and T cells, were used in nuclear transfer (NT) experiments to generate NT ES cells. These were repaired by homologous recombination, differentiated in vitro into hematopoietic stem cells (using novel methods described in an accompanying paper) and grafted into Rag2 mice.

Disappointingly, the treated mice did not regain immune function, and only limited immune function was obtained in mice mutated to remove NK cells (a source of cell-mediated rejection). This important work supports the possibility of using NT and gene therapy to treat genetic disorders, but shows that even genetically matched cells can ‘face barriers’ to effective transplantation following therapeutic cloning. (Rideout, W.M. III et al. [2002] Cell 109, 17–27) NL

Asthma-associated genes revealed by microarrays
A monkey model for asthma has been used to assess changes in lung gene expression patterns following exposure to an antigen. After inhaling the antigens, produced by Ascaris suum, allergic cynomolgus monkeys exhibit symptoms similar to asthma. Using microarrays, Zou and colleagues profiled the gene expression patterns in the lungs of these monkeys over a time course following antigen exposure. They also examined profiles of monkeys given interleukin-4 (IL-4) treatment. Of ~40 000 cDNAs on the microarray, 169 cDNAs encoded by 149 genes changed their expression by more than a factor of 2.5. A third of these genes were previously unknown. Downregulation predominated in the antigen-challenged monkeys, especially soon after the challenge. By contrast, many genes were upregulated in the IL-4-treated monkeys. Based on cluster analysis of expression patterns, there are at least five groups of genes. Several chemokine mediators are in one such cluster. (Zou, J. et al. [2002] Genome Biol. 3, research0020.1–0020.13) NJ

Cell cycle analysis and microarrays
A recent profusion of microarray analysis of gene expression during the cell division cycle raises questions as to whether statistical problems with the data analysis have been considered. Two non-scientific examples – ESP and the Bible Code – illustrate the problem.

Individuals with extrasensory perception (ESP) were identified by their ability to guess pictograms in a deck of 25 cards. There were five different pictures so that random guessing would lead to an expectation of 20% correct. When thousands of individuals were tested, some guessed the cards correctly with a frequency greater than 20%. These individuals were proposed to have ‘ESP-ability’. Upon re-testing, some of these individuals repeated above-average guessing, whereas others did not. With
further testing, the ESP phenomenon disappeared. The explanation was that extended testing destroyed the ESP phenomenon.

The fallacy in this experiment is clear. Among a large number of subjects there will be a spread in the scores – the classic bell-shaped curve. Some will do better – even much better – than 20%, and others will do worse. If the high scorers are re-tested, some of these high scorers will repeat, and some will not. Eventually all of those that had initial high scores will not repeat. They will be deemed to have lost the ESP-ability that they once had. Without a precise and pre-set definition of a good score defining ESP (e.g. why not 100% correct?), it is merely the result of statistical variation that some subjects appear to be endowed with paranormal ability.

The Bible Code [1] identified numerous prophecies embedded in the Bible by searching with a computer for words formed from letters separated by one letter, or two letters, or three letters, and so on. After numerous searches it was possible to find predictions of such events as both Kennedy assassinations, the Oklahoma City bombing, the election of Bill Clinton, and everything from World War II to Watergate, from the Holocaust to Hiroshima, from the Moon landing to the collision of a comet with Jupiter.

This is the ESP fallacy again. With so many letters in the Bible, merely by looking over different skip distances between letters one can find anything one wants. David Thomas, writing in the Skeptical Inquirer, performed the same search for occurrences of ‘Clinton’ in War and Peace (212 000 characters, 7.6 billion possible seven-letter equidistant sequences) and found 21 occurrences; the predicted number based on letter frequencies was 21. A search for Apollo yielded 129, with a predicted number of 128.1.

How do these phenomena relate to microarrays? Recently, Kerby Shedden (Statistics Dept, University of Michigan, USA) and I have reanalyzed the proposal to identify cell-cycle specific expression patterns in animal cells [2]. Our analysis of the available data on the Internet showed that the results are consistent with statistical variation (i.e. random noise) [3]. Specifically, randomized data exhibit periodic patterns of similar or greater strength than the experimental data. This suggests that the apparent cycling in the expression measurements might arise from chance fluctuations. In addition, the degree of cyclcity and the timing of peak cyclcity in a given gene are not reproduced in two replicate experiments.

Comparison of these results with the ESP and Bible Code examples illustrates a major problem with this type of microarray data. When there are so many data points – thousands of genes over a number of different time points – it is possible, by statistical variation alone, to find results that fit various ’successful’ patterns. When searching for sinusoidal variation over two successive cell cycles, patterns can occur merely by the accidental arrangement of experimental variation.

The absence of pre-set criteria for successful identification of cell-cycle-specific expression patterns is particularly evident in a widely cited analysis of yeast gene expression during the cell cycle [4]. Cycle-specific gene expression in yeast was identified by fitting the microarray data to a sine wave. Those patterns with a coefficient of correlation of 0.7 or better were proposed to be expressed in a cell-cycle-specific pattern. Of 104 ‘known’ cell-cycle-regulated genes, 94 were included in the group, a success rate of 92%. But this success was achieved by lowering the correlation threshold until a significant number of the known genes were included. This approach led to the inclusion of many genes that were not previously identified as cell-cycle specific or that, from biochemical considerations alone, would not be expected to be cell-cycle specific. The threshold could also be raised to eliminate patterns not expected to be cell-cycle specific. Then one could see which genes among the known cyclical genes are not included in the list.

A microarray analysis of gene expression in Caulobacter has produced the astounding result that 533 genes are expressed in a cell-cycle-specific manner [5,6]. The question that should be raised for this result is: are the patterns reproducible? Replication of microarray experiments is made difficult by the expense of the procedure. Because it appears that only one experiment was performed to obtain the Caulobacter data, it is difficult to determine whether the results are reproducible. The question raised here about the reproducibility of the Caulobacter results is made even more pertinent by the findings that two replicate experiments on gene expression during the division cycle of human cells [2] do not give reproducible results, either in degree of cyclcity or location of peak expression [3].

Precise criteria must be used before accepting claims for cyclical variation of genes during the division cycle when microarray data is being analyzed. Just as with ESP and the Bible Code, objectivity requires that the criteria for success should be set before the experiment is run. Experiments must also be reproducible. Until these criteria for a successful cell-cycle-expression experiment are in place, the microarray results on cell-cycle-specific gene expression should be considered with caution.
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